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This minicourse will focus on recent advances around this problem, with particular emphasis on the growing understanding of the importance of the Aizenman-Kesten-Newman argument. (but we will only get to it in the second hour)
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This is sharp on a tree but not in general.
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Two applications:

## Lemma (K-Nachmias, 2011)

For any $x \in \partial \Lambda_{n}, \Lambda_{n}:=[-n, n]^{d}$,

$$
\mathbb{P}_{p_{c}}\left(0 \stackrel{\Lambda_{m}}{\leftrightarrows} x\right) \geq c \exp \left(-C \log ^{2} n\right) .
$$

Lemma (Cerf, 2015)
For any $x, y \in \Lambda_{n}$,

$$
\mathbb{P}_{p_{c}}\left(x \stackrel{\Lambda_{2 n}}{\longleftrightarrow} y\right) \geq c n^{-C} .
$$

All constants $c$ and $C$ might depend on the dimension.
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This was recently improved to $c n^{-d^{2}}$ by van den Berg and Don. Their proof has an interesting topological component.
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## Theorem
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## Proof.

By the previous theorem we know that the box $[-n / 2, n / 2] \times[-n, n] \times \cdots \times[-n, n]$ has an easy-way crossing with probability at least $c$. "Easy-way" means from $\{n / 2\} \times[-n, n]^{d-1}$ to $\{-n / 2\} \times[-n, n]^{d-1}$ so it must cross $0 \times[-n, n]^{d-1}$. Therefore there exists some $x \in\{0\} \times[-n, n]^{d-1}$ such that the probability that the crossing pass through it is at least $c / n^{d-1}$. But if it does, then $x$ is connected to distance at least $n / 2$ by two disjoint paths. The BK inequality finishes the proof.

In $d=2$ Kesten improved this to $n^{-1 / 3}$.
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the event that there are two disjoint clusters in $E$ which intersect both $A$ and $B$. We will use very often $A \stackrel{E}{\leftrightarrows} \partial E$ and in this case we omit the superscript, i.e. write $A \leftrightarrows \partial E$.
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"with high probability" can be made to mean "with probability $>1-n^{-1 / 2 "}$ and we are done.
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## Theorem

Let $V$ be the number of edges $(x, y)$ in $\Lambda_{n}$ such that $\{x, y\} \Leftrightarrow \partial \Lambda_{n}$. Then $\mathbb{E}(V)<C n^{d-1 / 2} \sqrt{\log n}$.

## Corollary

For $x$ a neighbour of 0 ,

$$
\mathbb{P}\left(\{0, x\} \Longleftrightarrow \partial \Lambda_{n}\right)<C \sqrt{\frac{\log n}{n}}
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A flexible argument: by changing from where you explore you can get all kinds of results. For example, if $L$ is the union of all clusters reaching the left side of $\Lambda_{n}$ and $R$ is the union of all clusters reaching the right side of $\Lambda_{n}$ then

$$
X(L \cup R)-X(L)-X(R)
$$

teaches something about edges connected to both the left and the right. Hutchcroft has a version where one explores from random points.
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This kind of argument is called a "patching argument".
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Get a better estimate
Get a better estimate for $\mathbb{P}\left(\Lambda_{n^{c}} \rightrightarrows \partial \Lambda_{n}\right)$

$$
\left\{\begin{array}{l}
\text { to } \\
\text { Get a better estimate } \\
\text { for } \mathbb{P}(\{0, x\} \Leftrightarrow \partial \Lambda)
\end{array}\right.
$$

for the number of clusters from $\partial \Lambda_{2 n}$ to $\partial \Lambda_{n}$

## Theorem (Cerf, 2015)

$\mathbb{P}_{p_{c}}\left(\Lambda_{n^{1 /\left(8 d^{2}+8 d\right)-o(1)}} \leftrightarrows \partial \Lambda_{n}\right) \leq C n^{-1 / 4}$.

- The theorem actually holds for all $p$.
- Cerf had the a scheme for improving the exponents. Unfortunately, the end result was

$$
\mathbb{P}\left(\{0, x\} \Longleftrightarrow \partial \Lambda_{n}\right) \leq n^{-\frac{2 d^{2}+3 d-3}{4 d^{2}+5 d-5}+o(1)}
$$

which is not a big improvement over $\frac{1}{2}$, say in $d=3$ it gives $\frac{12}{23}$.
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## Definition

Let $\eta$ be some positive number smaller than $\frac{1}{8 d^{2}+8 d}$.
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## The proof in a nutshell

The Aizenman-Kesten-Newman-Cerf argument gives

$$
\mathbb{P}\left(\Lambda_{n^{\nu}} \Leftrightarrow \Lambda_{n}\right) \leq \text { uninteresting terms } n^{-d} \sum \sqrt{|\mathscr{C}|} .
$$

The contradictory assumption, the isoperimetric inequality and the fact that there are no large clusters give

$$
\mathbb{P}\left(\Lambda_{n^{\nu}} \Leftrightarrow \Lambda_{n}\right) \geq \text { uninteresting terms } n^{-d} \sum|\mathscr{C}|^{(d-1) / d} .
$$

And these two contradict.
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so, say, $1 / 64$ at $d=3$.
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$$
\nu<\frac{d-2}{d^{3}+4 d^{2}+d-2}
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so, say, $1 / 64$ at $d=3$.

- The theorem holds also at $d=2$ (known since the 80 s, with a different proof).


## Dependencies diagram II

$$
\chi\left(p_{c}\right)=\infty
$$
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$\mathbb{P}\left(B=\mathscr{C}\left(\Lambda_{n^{\gamma}}\right), A \stackrel{\Lambda_{n} \backslash A}{\Longleftrightarrow} \partial \Lambda_{n}\right) \geq P \cdot \mathbb{P}\left(B=\mathscr{C}\left(\Lambda_{n^{\gamma}}\right)\right)$.
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$\mathbb{P}\left(B=\mathscr{C}\left(\Lambda_{n^{\gamma}}\right), A \stackrel{\Lambda_{n} \backslash A}{\Longleftrightarrow} \partial \Lambda_{n}\right) \geq P \cdot \mathbb{P}\left(B=\mathscr{C}\left(\Lambda_{n \gamma}\right)\right)$. Sum over all such $B$ and get
$\mathbb{P}\left(\Lambda_{n^{\gamma}} \leftrightarrow \partial \Lambda_{n^{\eta}}, \overline{\mathscr{C}\left(\Lambda_{n} \gamma\right)} \stackrel{\Lambda_{n} \backslash \overline{\mathscr{C}\left(\Lambda_{n} \gamma\right)}}{\rightleftarrows} \partial \Lambda_{n}\right) \geq P \cdot \mathbb{P}\left(\Lambda_{n^{\gamma}} \leftrightarrow \partial \Lambda_{n^{\eta}}\right)$

For $d \geq 3, \mathbb{P}\left(\Lambda_{n^{c}} \stackrel{\Lambda_{n} \backslash \Lambda_{n} c}{\Longleftrightarrow} \partial \Lambda_{n}\right) \leq C n^{-1 / 8}$.

Let $\eta$ be sufficiently small so that $\mathbb{P}\left(\Lambda_{n^{\eta}} \Leftrightarrow \Lambda_{n}\right) \leq C n^{-1 / 4}$. Let $\gamma$ be sufficiently small so that $\mathbb{P}\left(\Lambda_{n^{\gamma}} \nleftarrow \partial \Lambda_{n^{\eta}}\right)>c n^{-1 / 8}$. Denote $P=\mathbb{P}\left(\Lambda_{n^{\gamma}} \stackrel{\Lambda_{n} \backslash \Lambda_{n \gamma}}{\Longleftrightarrow} \partial \Lambda_{n}\right)$. Let $\Lambda_{n^{\gamma}} \subseteq B \subseteq \Lambda_{n^{\eta}-1}$ and condition on $B=\mathscr{C}\left(\Lambda_{n \gamma}\right)$. Let $A=\bar{B}$. Then
$\mathbb{P}\left(B=\mathscr{C}\left(\Lambda_{n^{\gamma}}\right), A \stackrel{\Lambda_{n} \backslash A}{\Longleftrightarrow} \partial \Lambda_{n}\right) \geq P \cdot \mathbb{P}\left(B=\mathscr{C}\left(\Lambda_{n \gamma}\right)\right)$. Sum over all such $B$ and get
$\mathbb{P}\left(\Lambda_{n^{\gamma}} \nleftarrow \partial \Lambda_{n^{\eta}}, \overline{\mathscr{C}\left(\Lambda_{n} \gamma\right)} \stackrel{\Lambda_{n} \backslash \overline{\mathscr{C}\left(\Lambda_{n} \gamma\right)}}{\rightleftharpoons} \partial \Lambda_{n}\right) \geq P \cdot \mathbb{P}\left(\Lambda_{n^{\gamma}} \leftrightarrow \partial \Lambda_{n^{\eta}}\right)$
But the left-hand side implies $\Lambda_{n^{\eta}} \Leftrightarrow \partial \Lambda_{n}$.


For $d \geq 3, \mathbb{P}\left(\Lambda_{n^{c}} \stackrel{\Lambda_{n} \backslash \Lambda_{n} c}{\Longleftrightarrow} \partial \Lambda_{n}\right) \leq C n^{-1 / 8}$.

Let $\eta$ be sufficiently small so that $\mathbb{P}\left(\Lambda_{n^{\eta}} \leftrightarrows \Lambda_{n}\right) \leq C n^{-1 / 4}$. Let $\gamma$ be sufficiently small so that $\mathbb{P}\left(\Lambda_{n \gamma} \leftrightarrow \partial \Lambda_{n^{\eta}}\right)>c n^{-1 / 8}$. Denote $P=\mathbb{P}\left(\Lambda_{n^{\gamma}} \stackrel{\Lambda_{n} \backslash \Lambda_{n \gamma} \gamma}{\rightleftarrows} \partial \Lambda_{n}\right)$. Let $\Lambda_{n^{\gamma}} \subseteq B \subseteq \Lambda_{n^{\eta}-1}$ and condition on $B=\mathscr{C}\left(\Lambda_{n} \gamma\right)$. Let $A=\bar{B}$. Then
$\mathbb{P}\left(B=\mathscr{C}\left(\Lambda_{n \gamma}\right), A \stackrel{\Lambda_{n} \backslash A}{\rightleftarrows} \partial \Lambda_{n}\right) \geq P \cdot \mathbb{P}\left(B=\mathscr{C}\left(\Lambda_{n^{\gamma}}\right)\right)$. Sum over all such $B$ and get
$\mathbb{P}\left(\Lambda_{n^{\gamma}} \nLeftarrow \partial \Lambda_{n^{\eta}}, \overline{\mathscr{C}\left(\Lambda_{n^{\gamma}}\right)} \stackrel{\Lambda_{n} \backslash \overline{\mathscr{C}\left(\Lambda_{n} \gamma\right)}}{\rightleftharpoons} \partial \Lambda_{n}\right) \geq P \cdot \mathbb{P}\left(\Lambda_{n^{\gamma}} \nrightarrow \partial \Lambda_{n^{\eta}}\right)$
But the left-hand side implies $\Lambda_{n^{\eta}} \Leftrightarrow \partial \Lambda_{n}$. So we get

$$
C n^{-1 / 4} \geq \mathbb{P}\left(\Lambda_{n^{\eta}} \leftrightarrows \partial \Lambda_{n}\right) \geq P \cdot \mathbb{P}\left(\Lambda_{n \gamma} \leftrightarrow \partial \Lambda_{n^{\eta}}\right)>c P \cdot n^{-1 / 8}
$$

For $d \geq 3, \mathbb{P}\left(\Lambda_{n^{c}} \stackrel{\Lambda_{n} \backslash \Lambda_{n} c}{\Longleftrightarrow} \partial \Lambda_{n}\right) \leq C n^{-1 / 8}$.

Let $\eta$ be sufficiently small so that $\mathbb{P}\left(\Lambda_{n^{\eta}} \leftrightarrows \Lambda_{n}\right) \leq C n^{-1 / 4}$. Let $\gamma$ be sufficiently small so that $\mathbb{P}\left(\Lambda_{n \gamma} \leftrightarrow \partial \Lambda_{n^{\eta}}\right)>c n^{-1 / 8}$. Denote $P=\mathbb{P}\left(\Lambda_{n^{\gamma}} \stackrel{\Lambda_{n} \backslash \Lambda_{n \gamma} \gamma}{\rightleftarrows} \partial \Lambda_{n}\right)$. Let $\Lambda_{n^{\gamma}} \subseteq B \subseteq \Lambda_{n^{\eta}-1}$ and condition on $B=\mathscr{C}\left(\Lambda_{n \gamma}\right)$. Let $A=\bar{B}$. Then
$\mathbb{P}\left(B=\mathscr{C}\left(\Lambda_{n \gamma}\right), A \stackrel{\Lambda_{n} \backslash A}{\rightleftarrows} \partial \Lambda_{n}\right) \geq P \cdot \mathbb{P}\left(B=\mathscr{C}\left(\Lambda_{n^{\gamma}}\right)\right)$. Sum over all such $B$ and get
$\mathbb{P}\left(\Lambda_{n^{\gamma}} \nLeftarrow \partial \Lambda_{n^{\eta}}, \overline{\mathscr{C}\left(\Lambda_{n^{\gamma}}\right)} \stackrel{\Lambda_{n} \backslash \overline{\mathscr{C}\left(\Lambda_{n} \gamma\right)}}{\rightleftharpoons} \partial \Lambda_{n}\right) \geq P \cdot \mathbb{P}\left(\Lambda_{n^{\gamma}} \nrightarrow \partial \Lambda_{n^{\eta}}\right)$
But the left-hand side implies $\Lambda_{n^{\eta}} \leftrightarrows \partial \Lambda_{n}$. So we get

$$
\begin{aligned}
& C n^{-1 / 4} \geq \mathbb{P}\left(\Lambda_{n^{\eta}} \leftrightarrows \partial \Lambda_{n}\right) \geq P \cdot \mathbb{P}\left(\Lambda_{n^{\gamma}} \leftrightarrow \partial \Lambda_{n^{\eta}}\right)>c P \cdot n^{-1 / 8} \\
& \text { or } P<C n^{-1 / 8}
\end{aligned}
$$

Theorem (Chayes, Chayes, Newman, Grimmett, Kesten, Schonmann...)

For $p<p_{c}$ there is a number, denoted by $\xi(p)$, such that

$$
\mathbb{P}_{p}\left(0 \leftrightarrow \partial \Lambda_{n}\right)=e^{-(\xi(p)+o(1)) n}
$$

## Theorem (Chayes, Chayes, Newman, Grimmett, Kesten, Schonmann...)

For $p<p_{c}$ there is a number, denoted by $\xi(p)$, such that

$$
\mathbb{P}_{p}\left(0 \leftrightarrow \partial \Lambda_{n}\right)=e^{-(\xi(p)+o(1)) n} .
$$

For $p>p_{c}$ there is a number, also denoted by $\xi(p)$, such that

$$
\mathbb{P}_{p}\left(0 \leftrightarrow \partial \Lambda_{n}, 0 \leftrightarrow \infty\right)=e^{-(\xi(p)+o(1)) n} .
$$

The notation $A \leftrightarrow \infty$ means $|\mathscr{C}(A)|=\infty$.

## Theorem (Chayes, Chayes, Newman, Grimmett, Kesten, Schonmann...)

For $p<p_{c}$ there is a number, denoted by $\xi(p)$, such that

$$
\mathbb{P}_{p}\left(0 \leftrightarrow \partial \Lambda_{n}\right)=e^{-(\xi(p)+o(1)) n} .
$$

For $p>p_{c}$ there is a number, also denoted by $\xi(p)$, such that

$$
\mathbb{P}_{p}\left(0 \leftrightarrow \partial \Lambda_{n}, 0 \leftrightarrow \infty\right)=e^{-(\xi(p)+o(1)) n} .
$$

The notation $A \leftrightarrow \infty$ means $|\mathscr{C}(A)|=\infty$.

## Theorem (Duminil-Copin-K-Tassion)

$\xi(p) \leq e^{\left|p-p_{c}\right|^{-2}}$.

## Theorem (Chayes, Chayes, Newman, Grimmett, Kesten, Schonmann...)

For $p<p_{c}$ there is a number, denoted by $\xi(p)$, such that

$$
\mathbb{P}_{p}\left(0 \leftrightarrow \partial \Lambda_{n}\right)=e^{-(\xi(p)+o(1)) n} .
$$

For $p>p_{c}$ there is a number, also denoted by $\xi(p)$, such that

$$
\mathbb{P}_{p}\left(0 \leftrightarrow \partial \Lambda_{n}, 0 \leftrightarrow \infty\right)=e^{-(\xi(p)+o(1)) n} .
$$

The notation $A \leftrightarrow \infty$ means $|\mathscr{C}(A)|=\infty$.

## Theorem (Duminil-Copin-K-Tassion)

$\xi(p) \leq e^{\left|p-p_{c}\right|^{-2}}$.

We will only show a lemma from proof, to demonstrate yet another use of Cerf's theorem.

## Lemma If $\theta:=\mathbb{P}(0 \leftrightarrow \infty)>0$

The notation $A \leftrightarrow \infty$ means $|\mathscr{C}(A)|=\infty$.

```
Lemma
If \(\theta:=\mathbb{P}(0 \leftrightarrow \infty)>0\) then for every \(\varepsilon>0\) there exists an \(n\) such that for any set \(A \subseteq \Lambda_{n}\) intersecting both \(\{0\}\) and \(\partial \Lambda_{n}\) we have \(\mathbb{P}(A \leftrightarrow \infty)>1-\varepsilon\).
```

The notation $A \leftrightarrow \infty$ means $|\mathscr{C}(A)|=\infty$.

## Lemma

If $\theta:=\mathbb{P}(0 \leftrightarrow \infty)>0$ then for every $\varepsilon>0$ there exists an $n$ such that for any set $A \subseteq \Lambda_{n}$ intersecting both $\{0\}$ and $\partial \Lambda_{n}$ we have $\mathbb{P}(A \leftrightarrow \infty)>1-\varepsilon$.

## Proof.

Let $m$ be such that $(1-\theta)^{m}<\frac{1}{3} \varepsilon$.

## Lemma

If $\theta:=\mathbb{P}(0 \leftrightarrow \infty)>0$ then for every $\varepsilon>0$ there exists an $n$ such that for any set $A \subseteq \Lambda_{n}$ intersecting both $\{0\}$ and $\partial \Lambda_{n}$ we have $\mathbb{P}(A \leftrightarrow \infty)>1-\varepsilon$.

## Proof.

Let $m$ be such that $(1-\theta)^{m}<\frac{1}{3} \varepsilon$. Let $k$ be so large such that

$$
\mathbb{P}\left(\Lambda_{k} \leftrightarrow \infty\right) \geq 1-\frac{\varepsilon}{3 m}
$$

## Lemma

If $\theta:=\mathbb{P}(0 \leftrightarrow \infty)>0$ then for every $\varepsilon>0$ there exists an $n$ such that for any set $A \subseteq \Lambda_{n}$ intersecting both $\{0\}$ and $\partial \Lambda_{n}$ we have $\mathbb{P}(A \leftrightarrow \infty)>1-\varepsilon$.

## Proof.

Let $m$ be such that $(1-\theta)^{m}<\frac{1}{3} \varepsilon$. Let $k$ be so large such that

$$
\mathbb{P}\left(\Lambda_{k} \leftrightarrow \infty\right) \geq 1-\frac{\varepsilon}{3 m} .
$$

Let $K$ be so large that

$$
\mathbb{P}\left(\Lambda_{k} \Leftrightarrow \partial \Lambda_{K}\right)<\frac{\varepsilon}{3 m} .
$$

## Lemma

If $\theta:=\mathbb{P}(0 \leftrightarrow \infty)>0$ then for every $\varepsilon>0$ there exists an $n$ such that for any set $A \subseteq \Lambda_{n}$ intersecting both $\{0\}$ and $\partial \Lambda_{n}$ we have $\mathbb{P}(A \leftrightarrow \infty)>1-\varepsilon$.

## Proof.

Let $m$ be such that $(1-\theta)^{m}<\frac{1}{3} \varepsilon$. Let $k$ be so large such that

$$
\mathbb{P}\left(\Lambda_{k} \leftrightarrow \infty\right) \geq 1-\frac{\varepsilon}{3 m} .
$$

Let $K$ be so large that

$$
\mathbb{P}\left(\Lambda_{k} \Leftrightarrow \partial \Lambda_{K}\right)<\frac{\varepsilon}{3 m} .
$$

Define $n=2 K$ m .

## Lemma

If $\theta:=\mathbb{P}(0 \leftrightarrow \infty)>0$ then for every $\varepsilon>0$ there exists an $n$ such that for any set $A \subseteq \Lambda_{n}$ intersecting both $\{0\}$ and $\partial \Lambda_{n}$ we have $\mathbb{P}(A \leftrightarrow \infty)>1-\varepsilon$.

## Proof.

Let $m$ be such that $(1-\theta)^{m}<\frac{1}{3} \varepsilon$. Let $k$ be so large such that

$$
\mathbb{P}\left(\Lambda_{k} \leftrightarrow \infty\right) \geq 1-\frac{\varepsilon}{3 m} .
$$

Let $K$ be so large that

$$
\mathbb{P}\left(\Lambda_{k} \Leftrightarrow \partial \Lambda_{K}\right)<\frac{\varepsilon}{3 m} .
$$

Define $n=2 K m$. We are now given an $A \subseteq \Lambda_{n}$.

## Lemma

If $\theta:=\mathbb{P}(0 \leftrightarrow \infty)>0$ then for every $\varepsilon>0$ there exists an $n$ such that for any set $A \subseteq \Lambda_{n}$ intersecting both $\{0\}$ and $\partial \Lambda_{n}$ we have $\mathbb{P}(A \leftrightarrow \infty)>1-\varepsilon$.

## Proof.

Let $m$ be such that $(1-\theta)^{m}<\frac{1}{3} \varepsilon$. Let $k$ be so large such that

$$
\mathbb{P}\left(\Lambda_{k} \leftrightarrow \infty\right) \geq 1-\frac{\varepsilon}{3 m} .
$$

Let $K$ be so large that

$$
\mathbb{P}\left(\Lambda_{k} \Leftrightarrow \partial \Lambda_{K}\right)<\frac{\varepsilon}{3 m} .
$$

Define $n=2 K m$. We are now given an $A \subseteq \Lambda_{n}$. Find $m$ elements $a_{1}, \ldots, a_{m} \in A$ such that the translates $a_{i}+\Lambda_{K}$ are disjoint.

## Lemma

If $\theta:=\mathbb{P}(0 \leftrightarrow \infty)>0$ then for every $\varepsilon>0$ there exists an $n$ such that for any set $A \subseteq \Lambda_{n}$ intersecting both $\{0\}$ and $\partial \Lambda_{n}$ we have $\mathbb{P}(A \leftrightarrow \infty)>1-\varepsilon$.


## Lemma

If $\theta:=\mathbb{P}(0 \leftrightarrow \infty)>0$ then for every $\varepsilon>0$ there exists an $n$ such that for any set $A \subseteq \Lambda_{n}$ intersecting both $\{0\}$ and $\partial \Lambda_{n}$ we have $\mathbb{P}(A \leftrightarrow \infty)>1-\varepsilon$.

## Proof.

Let $m$ be such that $(1-\theta)^{m}<\frac{1}{3} \varepsilon$. Let $k$ be so large such that $\mathbb{P}\left(\Lambda_{k} \leftrightarrow \infty\right) \geq 1-\frac{\varepsilon}{3 m}$. Let $K$ be so large that $\mathbb{P}\left(\Lambda_{k} \Leftrightarrow \partial \Lambda_{K}\right)<\frac{\varepsilon}{3 m}$. Define $n=2 K m$. We are now given an $A \subseteq \Lambda_{n}$. Find $m$ elements $a_{1}, \ldots, a_{m} \in A$ such that the translates $a_{i}+\Lambda_{K}$ are disjoint. For each $a_{i}$, $\mathbb{P}\left(a_{i} \leftrightarrow a_{i}+\partial \Lambda_{K}\right) \geq \theta$.

## Lemma

If $\theta:=\mathbb{P}(0 \leftrightarrow \infty)>0$ then for every $\varepsilon>0$ there exists an $n$ such that for any set $A \subseteq \Lambda_{n}$ intersecting both $\{0\}$ and $\partial \Lambda_{n}$ we have $\mathbb{P}(A \leftrightarrow \infty)>1-\varepsilon$.

## Proof.

Let $m$ be such that $(1-\theta)^{m}<\frac{1}{3} \varepsilon$. Let $k$ be so large such that $\mathbb{P}\left(\Lambda_{k} \leftrightarrow \infty\right) \geq 1-\frac{\varepsilon}{3 m}$. Let $K$ be so large that
$\mathbb{P}\left(\Lambda_{k} \Leftrightarrow \partial \Lambda_{K}\right)<\frac{\varepsilon}{3 m}$. Define $n=2 K m$. We are now given an $A \subseteq \Lambda_{n}$. Find $m$ elements $a_{1}, \ldots, a_{m} \in A$ such that the translates $a_{i}+\Lambda_{K}$ are disjoint. For each $a_{i}$, $\mathbb{P}\left(a_{i} \leftrightarrow a_{i}+\partial \Lambda_{K}\right) \geq \theta$. Since the boxes are disjoint these are independent and we have

$$
\mathbb{P}\left(\exists i: a_{i} \leftrightarrow a_{i}+\partial \Lambda_{K}\right) \geq 1-(1-\theta)^{m}>1-\frac{\varepsilon}{3} .
$$

## Lemma

If $\theta:=\mathbb{P}(0 \leftrightarrow \infty)>0$ then for every $\varepsilon>0$ there exists an $n$ such that for any set $A \subseteq \Lambda_{n}$ intersecting both $\{0\}$ and $\partial \Lambda_{n}$ we have $\mathbb{P}(A \leftrightarrow \infty)>1-\varepsilon$.

## Proof.

Let $m$ be such that $(1-\theta)^{m}<\frac{1}{3} \varepsilon$. Let $k$ be so large such that $\mathbb{P}\left(\Lambda_{k} \leftrightarrow \infty\right) \geq 1-\frac{\varepsilon}{3 m}$. Let $K$ be so large that
$\mathbb{P}\left(\Lambda_{k} \Leftrightarrow \partial \Lambda_{K}\right)<\frac{\varepsilon}{3 m}$. Define $n=2 K m$. We are now given an $A \subseteq \Lambda_{n}$. Find $m$ elements $a_{1}, \ldots, a_{m} \in A$ such that the translates $a_{i}+\Lambda_{K}$ are disjoint. For each $a_{i}$, $\mathbb{P}\left(a_{i} \leftrightarrow a_{i}+\partial \Lambda_{K}\right) \geq \theta$. Since the boxes are disjoint these are independent and we have

$$
\mathbb{P}\left(\exists i: a_{i} \leftrightarrow a_{i}+\partial \Lambda_{K}\right) \geq 1-(1-\theta)^{m}>1-\frac{\varepsilon}{3} .
$$

On the other hand

$$
\mathbb{P}\left(\forall i: a_{i}+\Lambda_{k} \leftrightarrow \infty, a_{i}+\Lambda_{k} \nLeftarrow a_{i}+\Lambda_{K}\right)>1-\frac{2 \varepsilon}{3} .
$$

## Lemma

If $\theta:=\mathbb{P}(0 \leftrightarrow \infty)>0$ then for every $\varepsilon>0$ there exists an $n$ such that for any set $A \subseteq \Lambda_{n}$ intersecting both $\{0\}$ and $\partial \Lambda_{n}$ we have $\mathbb{P}(A \leftrightarrow \infty)>1-\varepsilon$.



## Thanks for your attention!

