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Introduction

Suppose that G is a connected reductive group over a local field F of characteristic 0. The study of harmonic

analysis on G(F ) leads directly to interesting functions with complicated singularities. If the field F is p­adic,

there is an important qualitative description of the behaviour of these functions near a singular point. It is given

by the Shalika germ expansion, and more generally, its noninvariant analogue. The purpose of this paper is to

establish similar expansions in the archimedean case F = R.

The functions in question are the invariant orbital integrals, and their weighted generalizations. They are defined

by integrating test functions f ∈ C∞c
(
G(F )

)
over strongly regular conjugacy classes in G(F ). We recall that

γ ∈ G(F ) is strongly regular if its centralizerGγ inG is a torus, and that the setGreg of strongly regular elements

is open and dense in G. If γ ∈ Greg(F ) approaches a singular point c, the corresponding orbital integrals blow

up. It is important to study the resulting behaviour in terms of both γ and f .

The invariant orbital integral

fG(γ) = |D(γ)|1/2

∫

Gγ(F )sG(F )

f(x−1γx)dx, γ ∈ Greg(F ),

is attached to the invariant measure dx on the conjugacy class of γ. Invariant orbital integrals were introduced

by Harish­Chandra. They play a critical role in his study of harmonic analysis on G(F ). The weighted orbital

integral

JM (γ, f) = |D(γ)|1/2

∫

Gγ(F )sG(F )

f(x−1γx)vM (x)dx, γ ∈M(F ) ∩Greg(F ),

is defined by a noninvariant measure vM (x)dx on the class of γ. The factor vM (x) is the volume of a certain

convex hull, which depends on both x and a Levi subgroup M of G. Weighted orbital integrals have an indirect

bearing on harmonic analysis, but they are most significant in their role as terms in the general trace formula.

In the special case that M = G, the definitions reduce to vG(x) = 1 and JG(γ, f) = fG(γ). Weighted orbital

integrals therefore include invariant orbital integrals.

Suppose that c is an arbitrary semisimple element in G(F ). In §1, we shall introduce a vector space Dc(G) of

distributions on G(F ). Let Uc(G) be the union of the set of conjugacy classes Γc(G) in G(F ) whose semisimple

part equals the conjugacy class of c. Then Dc(G) is defined to be the space of distributions that are invariant

under conjugation by G(F ), and are supported on Uc(G). If F is p­adic, Dc(G) is finite dimensional. It has a

basis composed of singular invariant orbital integrals

f −→ fG(ρ), ρ ∈ Γc(G),

taken over the classes in Γc(G). However if F = R, the space Dc(G) is infinite dimensional. It contains normal

derivatives of orbital integrals, as well as more general distributions associated to harmonic differential operators.

In §1 (which like the rest of the paper pertains to the case F = R), we shall describe a suitable basis Rc(G) of

Dc(G).

For p­adic F , the invariant orbital integral has a decomposition

(1)p fG(γ) =
∑

ρ∈Γc(G)

ρ∨(γ)fG(ρ), f ∈ C∞c
(
G(F )

)
,

into a finite linear combination of functions parametrized by conjugacy classes. This is the original expansion of

Shalika. It holds for strongly regular points γ that are close to c, in a sense that depends on f . The terms

ρ∨(γ) = gG
G(γ, ρ), ρ ∈ Γc(G),



Germ expansions for real groups 3

are known as Shalika germs, since they are often treated as germs of functions of γ around c. One can in fact

also treat them as functions, since they have a homogeneity property that allows them to be defined on a fixed

neighbourhood of c. The role of the Shalika germ expansion is to free the singularities of fG(γ) from their

dependence on f .

In §2, we introduce an analogue of the Shalika germ expansion for the archimedean case F = R. The situation is

now slightly more complicated. The sum in (1)p over the finite set Γc(G) has instead to be taken over the infinite

set Rc(G). Moreover, in place of an actual identity, we obtain only an asymptotic formula

(1)R fG(γ) ∼
∑

ρ∈Rc(G)

ρ∨(γ)fG(ρ), f ∈ C∞c (G).

As in the p­adic case, however the terms

ρ∨(γ) = gG
G(γ, ρ), ρ ∈ Rc(G),

can be treated as functions of γ, by virtue of a natural homogeneity property. The proof of (1)R is not difficult,

and is probably implicit in several sources. We shall derive it from standard results of Harish­Chandra, and the

characterization by Bouaziz [B2] of invariant orbital integrals.

Suppose now that M is a Levi subgroup of G, and that c is an arbitrary semisimple element in M(F ). It is

important to understand something of the behaviour of the general weighted orbital integral JM (γ, f), for points

γ near c. For example, in the comparison of trace formulas, one can sometimes establish identities among terms

parametrized by strongly regular points γ. One would like to extend such identities to the more general terms

parametrized by singular points ρ.

In the p­adic case, there is again a finite expansion*

(2)p JM (γ, f) =
∑

L∈L(M)

∑

ρ∈Γc(L)

gL
M (γ, ρ)JL(ρ, f), f ∈ C∞c

(
G(F )

)
.

The right hand side is now a double sum, in whichL ranges over the finite setL(M) of Levi subgroups containing

M . The terms

gL
M (γ, ρ), L ∈ L(M), ρ ∈ Γc(L),

in the expansion are defined as germs of functions of γ in M(F ) ∩Greg(F ) near c. The coefficients

JL(ρ, f), L ∈ L(M), ρ ∈ Γc(L),

are singular weighted orbital integrals. These objects were defined in [A3, (6.5)], for F real as well as p­adic, by

constructing a suitable measure on the G(F )­conjugacy class of the singular element ρ. The role of (2)p is again

to isolate the singularities of JM (γ, f) from their dependence on f .

The goal of this paper is to establish an analogue of (2)p in the archimedean case F = R. We shall state the results

in §5, in the form of two theorems. The main assertion is that there is an infinite asymptotic expansion

(2)R JM (γ, f) ∼
∑

L∈L(M)

∑

ρ∈Rc(L)

gL
M (γ, ρ)JL(ρ, f), f ∈ C∞c

(
G(R)

)
.

* I thank Waldspurger for pointing this version of the expansion out to me. My original
formulation [A3, Proposition 9.1] was less elegant.
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The double sum here is essentially parallel to (2)p, but its summands are considerably more complicated. The

terms

(3) gL
M (γ, ρ), L ∈ L(M), ρ ∈ Rc(L),

are “formal germs”, in that they are defined as formal asymptotic series of germs of functions. The coefficients

(4) JL(ρ, f), L ∈ L(M), ρ ∈ Rc(L),

have to be defined for all singular invariant distributions ρ, rather than just the singular orbital integrals spanned

by Γc(L). The definitions of [A3] are therefore not good enough. We shall instead construct the distributions

JL(ρ, f) and the formal germs gL
M (γ, ρ) together, in the course of proving the two theorems. We refer the reader

to the statement of Theorem 5.1 for a detailed list of properties of these objects.

The proof of Theorems 5.1 and 5.2 will occupy Sections 6 through 9. The argument is by induction. We draw

some preliminary inferences from our induction hypothesis in §6. However, our main inspiration is to be taken

from the obvious source, the work of Harish­Chandra, specifically his ingenious use of differential equations

to estimate invariant orbital integrals. One such technique is the foundation in §3 of some initial estimates for

weighted orbital integrals around c. These estimates in turn serve as motivation for the general spaces of formal

germs we introduce in §4. A second technique of Harish­Chandra will be the basis of our main estimate. We shall

apply the technique in §7 to the differential equations satisfied by the asymptotic series on the right hand side of

(2)R, or rather, the difference between JM (γ, f) and that part of the asymptotic series that can be defined by our

induction hypothesis. The resulting estimate will be used in §8 to establish two propositions. These propositions

are really the heart of the matter. They will allow us to construct the remaining part of the asymptotic series in

§9, and to show that it has the the required properties.

In §10, we shall apply our theorems to invariant distributions. We are speaking here of the invariant analogues

of weighted orbital integrals, the distributions

IM (γ, f), γ ∈M(R) ∩Greg(R),

that occur in the invariant trace formula. We shall derive an asymptotic expansion

(5) IM (γ, f) ∼
∑

L∈L(M)

∑

ρ∈Rc(L)

gL
M (γ, ρ)IL(ρ, f), f ∈ C∞c

(
G(R)

)
,

for these objects that is parallel to (2)R.

We shall conclude the paper in §11 with some supplementary comments on the new distributions. In particular,

we shall show that the invariant distributions

(6) IL(ρ, f), L ∈ L(M), ρ ∈ Rc(L),

in (5), as well as their noninvariant counterparts (4), satisfy a natural descent condition.

The distributions (6) are important objects in their own right. They seem to be essential for dealing with problems

of endoscopic transfer. However, their definition is quite indirect. It relies on the construction of noninvariant

distributions (4), which as we have noted, is a consequence of our main theorems. Neither set of distributions is

entirely determined by the given conditions. We shall frame this lack of uniqueness in terms of a choice of some

element in a finite dimensional affine vector space. One can make the choice in either the noninvariant context

(Proposition 8.3), or equivalently, the setting of the invariant distributions (as explained at the end of §10). When

it comes to comparing invariant distributions (6) on different groups, it will of course be important to make the

required choices in a compatible way. As we shall see in another paper, the asymptotic expansion (5) will be an

integral part of the process.
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§1. Singular invariant distributions

Let G be a connected reductive group over the real field R. If c is a semisimple element in G(R), we write Gc,+

for the centralizer of c in G, and Gc = (Gc,+)0 for the connected component of 1 in Gc,+. Both Gc,+ and Gc

are reductive algebraic groups over R. Recall that c is said to be strongly G­regular if Gc,+ = G is a maximal

torus in G. We shall frequently denote such elements by the symbol γ, reserving c for more general semisimple

elements. We write Γss(G) = Γss

(
G(R)

)
and Γreg(G) = Γreg

(
G(R)

)
for the set of conjugacy classes in G(R)

that are, respectively, semisimple and strongly G­regular.

We follow the usual practice of representing the Lie algebra of a group by a corresponding lower case gothic

letter. For example, if c belongs to Γss(G),

gc = {X ∈ g : Ad(c)X = X}

denotes the Lie algebra of Gc. (We frequently do not distinguish between a conjugacy class and some fixed

representative of the class.) Suppose that γ ∈ Γreg(G). Then T = Gγ is a maximal torus of G over R, with Lie

algebra t = gγ , and we write

D(γ) = DG(γ) = det
(
1 − Ad(γ)

)
g/t

for the Weyl discriminant of G. If γ is contained in Gc, we can of course also form the Weyl discriminant

Dc(γ) = DGc(γ) = det
(
1 − Ad(γ)

)
gc/t

of Gc. The function Dc will play an important role in formulating the general germ expansions of this paper.

Suppose that f is a function in the Schwartz space C(G) = C
(
G(R)

)
onG(R) [H3], and that γ belongs to Γreg(G).

The invariant orbital integral of f at γ is defined by the absolutely convergent integral

fG(γ) = JG(γ, f) = |D(γ)|1/2

∫

Gγ(R)sG(R)

f(x−1γx)dx.

One can regard fG(γ) as a function of f , in which case it is a tempered distribution. One can also regard fG(γ)

is a function of γ, in which case it represents a transform from C(G) to a space of functions on either Γreg(G) or

Treg(R) = Gγ(R) ∩Greg(R).

(Recall that Greg(R) denotes the open dense subset of strongly G­regular elements in G(R).) We shall generally

take the second point of view. In the next section, we shall establish an asymptotic expansion for fG(γ), as γ

approaches a fixed singular point.

Let c ∈ Γss(G) be a fixed semisimple conjugacy class. Keeping in mind that c also denotes a fixed element

within the given class, we write Uc(G) for the union of those conjugacy classes inG(R) whose semisimple Jordan

component equals c. Then Uc(G) is a closed subset of G(R) on which G(R) acts by conjugation. We define

Dc(G) to be the vector space of G(R)­invariant distributions that are supported on Uc(G). In this section, we

shall introduce a suitable basis of Dc(G).

Elements in Dc(G) are easy to construct. Let Tc(G) be a fixed set of representatives of the Gc,+(R)­orbits of

maximal tori on Gc over R, or equivalently, a fixed set of representatives of the G(R)­orbits of maximal tori in G

over R that contain c. We shall write Sc(G) for the set of triplets

σ = (T,Ω, X),
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where T belongs to Tc(G), Ω belongs to the set π0,c

(
Treg(R)

)
of connected components of Treg(R) whose closure

contains c, and X is an invariant differential operator on T (R). (By an invariant differential operator on T (R),

we of course mean a linear differential operator that is invariant under translation by T (R).) Let σ be a triplet in

Sc(G). A deep theorem of Harish­Chandra [H3] asserts that the orbital integral

fG(γ), f ∈ C(G), γ ∈ Ω,

extends to a continuous linear map from C(G) to the space of smooth functions on the closure of Ω. It follows

from this that the limit

fG(σ) = lim
γ→c

(XfG)(γ), γ ∈ Ω, f ∈ C(G),

exists, and is continuous in f . If f is compactly supported and vanishes on neighbourhood of Uc(G), fG(σ)

equals 0. The linear form f → fG(σ) therefore belongs to Dc(G).

Bouaziz has shown that, conversely, the distributions f → fG(σ) span Dc(G). To describe the result in more

detail, we need to attach some familiar data to the tori T in Tc(G). Given T , we writeWR(G, T ) for the subgroup

of elements in the Weyl groupW (G, T ) of (G, T ) that are defined over R, and W
(
G(R), T (R)

)
for the subgroup

of elements inWR(G, T ) induced fromG(R). We also writeWR,c(G, T ) and Wc

(
G(R), T (R)

)
for the subgroups

of elements in WR(G, T ) and W
(
G(R), T (R)

)
, respectively, that map the element c ∈ T (R) to itself. We then

form the imaginary root sign character

εc,I(w) = (−1)b, b = |w(Σ+
c,I) ∩ Σ+

c,I |, w ∈WR,c(G, T ),

on WR,c(G, T ), where Σ+
c,I denotes the set of positive imaginary roots on (Gc, T ) relative to any chamber. This

allows us to define the subspace

S
(
t(C)

)c,I
=
{
u ∈ S

(
t(C)

)
: wu = εc,I(w)u, w ∈Wc

(
G(R), T (R)

}

of elements in the symmetric algebra on t(C) that transform under Wc

(
G(R), T (R)

)
according to the character

εc,I . There is a canonical isomorphism u → ∂(u) from S
(
t(C)

)c,I
onto the space of εc,I ­equivariant differential

operators on T (R).

For each T ∈ Tc(G), we choose a connected component ΩT ∈ π0,c

(
Treg(R)

)
. For any u ∈ S

(
A(C)

)c,I
and

w ∈WR,c(G, T ), the triplet

σw,u =
(
T,wΩT , ∂(u)

)

lies in Sc(G). We obtain a linear transformation

(1.1) ρ :
⊕

T∈Tc(G)

S
(
t(C)

)c,I
−→Dc(G)

by mapping u to the distribution

ρu : f −→
∑

w∈WR,c(G,T )

εc,I(w)fG(σw,u), f ∈ C(G),

in Dc(G). For each T , we choose a basis B
(
t(C)

)c,I
of S

(
t(C)

)c,I
, whose elements we take to be homogeneous.

We then form the subset

Rc(G) =
{
ρu : T ∈ Tc(G), u ∈ B

(
t(C)

)c,I}

of Dc(G).
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Lemma 1.1. The map (1.1) is an isomorphism, and Rc(G) is a basis of Dc(G). In particular, Dc(G) consists

of tempered distributions.

Proof. Since Rc(G) is the image under the linear transformation (1.1) of a basis, it would be enough to establish

the assertion that (1.1) is an isomorphism. We could equally well deal with the mapping

(1.1)′ ρ′ :
⊕

T∈Tc(G)

S
(
t(C)

)c,I
−→Dc(G)

that sends an element u ∈ S
(
t(C)

)c,I
to the distribution

ρ′u : f −→ fG(σ1,u) = fG

(
T,ΩT , ∂(u)

)
, f ∈ C(G).

For it is an easy consequence of Harish­Chandra’s jump conditions for orbital integrals that there is an isomor­

phism of the domain of (1.1) to itself whose composition with (1.1) equals (1.1)′. It would be enough to show

that (1.1)′ is an isomorphism.

That the mapping (1.1)′ is an isomorphism is implicit in the papers [B1] and [B2] of Bouaziz. In the special case

that c = 1, the corresponding result for the Lie algebra g(R) was proved explicitly [B1, Proposition 6.1.1]. The

assertion for G(R), again in the special case that c = 1, follows immediately from properties of the exponential

map. A standard argument of descent then reduces the general assertion for G(R) to the special case, applied to

the group Gc(R). �

If ρ =
(
T,ΩT , ∂(u)

)
belongs to Rc(G), we set deg(ρ) equal to the degree of the homogeneous element u ∈

S
(
t(C)

)
. Observe that for any nonnegative integer n, the subset

Rc,n(G) = {ρ ∈ Rc(G) : deg(ρ) ≤ n}

of Rc(G) is finite. This set is in turn a disjoint union of subsets

Rc,(k)(G) = {ρ ∈ Rc(G) : deg(ρ) = k}, 0 ≤ k ≤ n.

The sets Rc,(k)(G) will be used in the next section to construct formal germ expansions of invariant orbital

integrals.

Let Z(G) be the center of the universal enveloping algebra of g(C). For any torus T ∈ Tc(G), we write

hT : Z(G) −→ S
(
t(C)

)W (G,T )

for the Harish­Chandra isomorphism from Z(G) onto the space of W (G, T )­invariant elements in S
(
t(C)

)
. We

then define an action σ → zσ of Z(G) on Dc(G) by setting

zρ =
(
T,ΩT , ∂

(
hT (z)

)
u
)
, z ∈ Z(G),

for anyρ =
(
T,ΩT , ∂(u)

)
in the basisRc(G). It follows immediately from Harish­Chandra’s differential equations

(1.2) (zf)G(γ) = ∂
(
hT (z)

)
fG(γ), f ∈ C(G), γ ∈ Treg(R),

for invariant orbital integrals that

(1.3) fG(zρ) = (zf)G(ρ).
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There is no special reason to assume that Rc(G) is stable under the action of Z(G). However, we do agree to

identify any function φ on Rc(G) with its linear extension to Dc(G), in order that the values

φ(zρ), z ∈ Z(G), ρ ∈ Rc(G),

be defined. Moreover, for any z ∈ Z(G), we write ẑ for the transpose of the linear operator σ → zσ on Dc(G),

relative to the basis Rc(G). In other words,

(1.4)
∑

ρ∈Rc(G)

φ(ρ)ψ(ẑρ) =
∑

ρ∈Rc(G)

φ(zρ)ψ(ρ),

for any functions φ and ψ of finite support on Rc(G).

We note for future reference that as a Z(G)­module, Dc(G) is free. To exhibit a free basis, we write Dc,harm(G)

for the finite dimensional subspace of Dc(G) spanned by triplets
(
T,Ω, ∂(u)

)
in Sc(G) for which u belongs to the

subspace Sharm

(
t(C)

)
of harmonic elements in S

(
t(C)

)
. (Recall that u is harmonic if as a polynomial on t(C)∗,

∂(u∗)u = 0 for every element u∗ ∈ S
(
t(C)∗

)W (G,T )
with zero constant term.) It can be shown that

S
(
t(C)

)c,I
= Sharm

(
t(C)

)c,I
⊗ S

(
t(C)

)W (G,T )
,

where

Sharm

(
t(C)

)c,I
= Sharm

(
t(C)

)
∩ S
(
t(C)

)c,I
.

Any linear basis of Dc,harm(G) is therefore a free basis of Dc(G) as a Z(G)­module.

The remarks above are of course simple consequences of the isomorphism (1.1). Another implication of (1.1)

is the existence of a canonical grading on the vector space Dc(G). The grading is compatible with the natural

filtration on Dc(G) that is inherited from the underlying filtration on the space

I(G) =
{
fG(γ) : f ∈ C(G)

}
.

We shall be a bit more precise about this, in order to review how subsets of Rc(G) are related to Levi subgroups.

By a Levi subgroup M of G, we mean an R­rational Levi component of a parabolic subgroup of G over R. For

any such M , we write AM for the R­split component of the center of M . Then AM (R)0 is a connnected abelian

Lie group, whose Lie algebra can be identified with the real vector space

aM = Hom
(
X(M)R,R

)
.

We write

W (M) = WG(M) = NormG(M)/M

for the Weyl group of (G,AM ). We shall follow a standard convention of writing L(M) = LG(M) for the

finite set of Levi subgroups of G that contain M , and L0(M) for the complement of {G} in L(M). Similarly,

F(M) = FG(M) stands for the finite set of parabolic subgroups

P = MPNP , MP ∈ L(M),

of G over R that contain M , while

P(M) = PG(M) =
{
P ∈ P(M) : MP = M

}
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stands for the subset of parabolic subgroups in F(M) with Levi component M . Again, F0(M) denotes the

complement of {G} in F(M).

Suppose that M is a Levi subgroup of G. We write ΓG­reg(M) for the set of classes in Γreg(M) that are strongly

G­regular. There is a canonical map from ΓG­reg(M) to Γreg(G) on whose fibres the groupW (M) acts. The dual

restriction map of functions is a linear transformation φG → φM from I(G) to I(M). We define FMI(G) to

be the space of functions φG in I(G) such that φL = 0 for every Levi subgroup L of G that does not contain a

conjugate of M . If M = G, FMI(G) is the space Icusp(G) of cuspidal functions in I(G). This space is nonzero

if and only if G has maximal torus T over R that is elliptic, in the sense that T (R)/AG(R) is compact. LettingM

vary, we obtain an order reversing filtration on I(G) over the partially ordered set ofG­conjugacy classes of Levi

subgroups. The graded vector space attached to the filtration has M ­component equal to the quotient

GM
(
I(G)

)
= FM

(
I(G)

)
/
∑

L)M

FL
(
I(G)

)
.

The map φG → φM is then an isomorphism from GM
(
I(G)

)
onto the space Icusp(M)W (M) of W (M)­invariant

cuspidal functions in I(M). (See [A6]. The definition of FM
(
I(G)

)
was unfortunately stated incorrectly on

p. 508 of that paper, as was the definition of the corresponding stable space on p. 510.)

Since the distributions in Dc(G) factor through the projection f → fG of C(G) onto I(G), they may be identified

with linear forms on I(G). The decreasing filtration on I(G) therefore provides an increasing filtration on Dc(G).

To be precise,FM
(
Dc(G)

)
is defined to be the subspace of distributions in Dc(G) that annihilate any of the spaces

FL
(
I(G)

)
with L ) M . The M ­component

GM
(
Dc(G)

)
= FM

(
Dc(G)

)
/
∑

L(M

FL
(
Dc(G)

)

of the corresponding graded vector space can of course be zero. It is nonzero if and only if M(R) contains some

representative of c, and Mc contains a maximal torus T over R that is elliptic in M . The correspondence M → T

in fact determines a bijection between the set of nonzero graded components of the filtration of Dc(G) and the set

Tc(G). Moreover, the mapping (1.1) yields an isomorphism between the associated graded componentS
(
t(C)

)c,I

and GM
(
Dc(G)

)
. We therefore obtain an isomorphism

(1.5) Dc(G)
∼

−→
⊕

{M}

GM
(
Dc(G)

)
,

where {M} = {M}/G ranges over conjugacy classes of Levi subgroups of G. The construction does depend on

the choice of chambers ΩT that went into the original definition (1.1), but only up to a sign on each summand in

(1.5).

The isomorphism (1.5) gives the grading of Dc(G). We should point out that there is also a natural grading on the

original space I(G). For the elements fG in I(G) can be regarded as functions on the set Πtemp(G) of irreducible

tempered representations of G(R), rather than the set Γreg(G). The space of functions on Πtemp(G) so obtained

has been characterized [A5], and has a natural grading that is compatible with the filtration above. (See [A6, §4]

for the related p­adic case.) However, this grading on I(G) is not compatible with (1.5).

We shall say that an element in Dc(G) is elliptic if it corresponds under the isomorphism (1.5) to an element in

the space GG
(
Dc(G)

)
. We write Dc,ell(G) for the subspace of elliptic elements in Dc(G), and we write

Rc,ell(G) = Rc(G) ∩ Dc,ell(G)



Germ expansions for real groups 10

for the associated basis of Dc,ell(G). For any Levi subgroup M of G, we shall also write Dc,ell(M,G) for the

subspace of distributions in Dc,ell(M) that are invariant under the action of the finite group W (M). (We can

assume thatM(R) contains a representative c of the given conjugacy class, since the space is otherwise zero.) The

set

Rc,ell(M,G) = Rc(G) ∩GM
(
Dc(G)

)

can then be identified with a basis of Dc,ell(M,G). The grading (1.5) gives a decomposition

Rc(G) =
∐

{M}

Rc,ell(M,G)

of the basis of Dc(G).

Suppose, finally, that θ is an R­isomorphism from G to another reductive group

G1 = θG over R. Then c1 = θc is a class in Γss(G1). For any f ∈ C(G), the function

(θf)(x1) = f(θ−1x1), x1 ∈ G1(R),

belongs to C(G1). The map that sends any ρ ∈ Dc(G) to the distribution θρ defined by

(1.6) (θf)G(θρ) = fG(ρ)

is an isomorphism from Dc(G) onto Dc1(G1). It of course maps the basis Rc(G) of Dc(G) to the basisRc1(G1) =

θRc(G) of Dc1(G1).
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§2. Invariant germ expansions

Let c be a fixed element in Γss(G) as in §1. We are going to introduce an asymptotic approximation of the

invariant orbital integral fG(γ), for elements γ near c. This will be a foundation for the more elaborate asymptotic

expansions of weighted orbital integrals that are the main goal of the paper.

Suppose that V is an open, G(R)­invariant neighbourhood of c in G(R). We write

I(V ) =
{
fG : Vreg−→C, f ∈ C(G)

}

for the space of functions on

Vreg = V ∩Greg(R)

that are restrictions of functions in I(G). If σ = (T,Ω, X) belongs to the set Sc(G) defined in §1, the intersection

VΩ = Vreg ∩ Ω

is an open neighbourhood of c in the connected component Ω of Treg(R). The functions φ in I(V ) are smooth on

VΩ, and have the property that the seminorms

(2.1) ‖φ‖σ = sup
γ∈VΩ

|(Xφ)(γ)|

are finite. These seminorms make I(V ) into a topological vector space. To deal with neighbourhoods that vary,

it will be convenient to work with the algebraic direct limit

Ic(G) = lim
−→
V

I(V )

relative to the restriction maps

I(V1)−→I(V2), V1 ⊃ V2.

The elements in Ic(G) are germs of G(R)­invariant, smooth functions on invariant neighbourhoods of c in

Greg(R). (We will ignore the topology on Ic(G) inherited from the spaces I(V ), since it is not Hausdorff.)

As is customary in working with germs of functions, we shall generally not distinguish in the notation between

an element in Ic(G) and a function in I(V ) that represents it. The open neighbourhood V of c is of course

not uniquely determined by original germ. The convention is useful only in describing phenomena that do not

depend on the choice of V . It does make sense, for example, for the linear forms ρ in Dc(G). By Lemma 1.1,

ρ factors through the map f → fG. It can be evaluated at a function in any of the spaces I(V ), and the value

taken depends only on the image of the functions in Ic(G). In other words, the notation φ(ρ) is independent of

whether we treat φ as a germ in Ic(G) or a function in I(V ).

For a given V , Bouaziz characterizes the image of the space C∞c (V ) under the mapping f → fG. He proves that

the image is the space of G(R)­invariant, smooth functions on Vreg that satisfy the conditions I1(G)­I4(G) on

pp. 579­580 of [B2, §3]. Assume that the open invariant neighbourhood V of c is sufficiently small. The conditions

can then be formulated in terms of triplets (T,Ω, X) in Sc(G). Condition I1(G) is simply the finiteness of the

seminorm (2.1). Condition I2(G) asserts that the singularities of φ in T (R)∩V that do not come from noncompact

imaginary roots are removable. Condition I3(G) is Harish­Chandra’s relation for the jump of Xφ(γ) across any

wall of VΩ defined by a noncompact imaginary root. Condition I4(G) asserts that the closure in T (R) ∩ V of the

support of φ is compact. The theorem of Bouaziz leads directly to a characterization of our space Ic(G).
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Lemma 2.1. Ic(G) is the space of germs of invariant, smooth functions φ ∈ C∞(Vreg) that for any (T,Ω, X) ∈

Sc(G) satisfy the conditions I1(G) − I3(G) in [B2, §3].

Proof. Suppose that φ belongs to Ic(G). Then φ has a representative in I(V ), for some open invariant neigh­

bourhood V of c. We can therefore identify φwith the restriction to Vreg of an orbital integral fG of some function

f ∈ C(G). It follows from the analytic results of Harish­Chandra that fG satisfies the three conditions. (See [H3,

Lemma 26] and [H4, Theorem 9.1].)

Conversely, suppose that for some small V , φ is an invariant function in C∞(Vreg) that satisfies the three

conditions. In order to accommodate the fourth condition, we modify the support of φ. Let ψ1 ∈ C∞
(
G(R)

)

be a smooth, G(R)­invariant function whose support is contained in V , and which equals 1 on some open,

invariant neighbourhood V1 ⊂ V of c. For example, we can chooose a positive, homogeneous,Gc,+(R)­invariant

polynomial qc on gc(R) whose zero set equals cU1(Gc), as in the construction on p. 166 of [B1], together with

a function α1 ∈ C∞c (R) that is supported on a small neighbourhood of 0, and equals 1 on an even smaller

neighbourhood of 0. The function

ψ1(x) = α1

(
qc(log γ)

)
,

defined for any

x = y−1cγy, y ∈ G(R), γ ∈ Gc(R),

has the required property. Given ψ1, we set

φ1(x) = ψ1(x)φ(x), x ∈ G(R).

The function φ1 then satisfies the support condition I4(G) of [B2]. It is not hard to see that φ1 inherits the other

three conditions I1(G)−I3(G) of [B2] from the corresponding conditions onφ. It follows from the characterization

[B2, Théorème 3.2] that φ1 = fG, for some function f ∈ C∞c (V ). Since C∞c (V ) is contained in C(G), and since φ

takes the same values on V1,reg as the function φ1 = fG, the germ of φ coincides with the germ of fG. In other

words, the germ of φ lies in the image of C(G). It therefore belongs to Ic(G). �

In order to describe the asymptotic series of this paper, it will be convenient to fix a “norm” function that is

defined on any small G(R)­invariant neighbourhood V of c in G(R). We assume that V is small enough that

(i) any element in V is G(R)­conjugate to T (R), for some torus T ∈ T (G),

(ii) for any T ∈ Tc(G) and any w in the complement of Wc

(
G(R), T (R)

)
in W

(
G(R), T (R)

)
, the intersection

w
(
V ∩ T (R)

)
∩
(
V ∩ T (R)

)

is empty, and

(iii) for any T ∈ Tc(G), the mapping

(2.2) γ−→`c(γ) = log(γc−1)

is a diffeomorphism from
(
V ∩ T (R)

)
to an open neighbourhood of zero in t(R).

We can of course regard the mapping γ → `c(γ) as a coordinate system around the point c in T (R). Let us assume

that the Cartan subalgebras {t(R) : T ∈ Tc(G)} are all stable under a fixed Cartan involution θc of gc(R). We

choose a Gc,+(R)­invariant bilinear form B on gc such that the quadratic form

‖X‖2 = −B
(
X, θc(X)

)
, X ∈ gc(R),
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is positive definite on gc(R). The function

γ −→ ‖`c(γ)‖,

defined a priori for γ in any of the sets V ∩ T (R), T ∈ Tc(G), then extends to a G(R)­invariant function on V . It

will be used to describe the estimates implicit in our asymptotic series.

We have noted that the elements in Dc(G) can be identified with linear forms on the space Ic(G). Let us write

Ic,n(G) for the annihilator in Ic(G) of the finite subset Rc,n(G) of our basis Rc(G) of Dc(G). It is obvious that

Ic,n(G) = lim
−→
V

Ic,n(V ),

where Ic,n(V ) is the subspace of I(V ) annihilated by Rc,n(G). We can think of Ic,n(G) as the subspace of

functions in Ic(G) that vanish of order at least (n+1) at c. For later use, we also set Cc,n(G) equal to the subspace

of C(G) annihilated by Rc,n(G). It is clear that the map f → fG takes Cc,n(G) surjectively to Ic,n(G).

Suppose that φ is an element in Ic(G). We can take the Taylor series around c, relative to the coordinates `c(γ),

of each of the functions

φ(γ), γ ⊂ VΩ, T ∈ Tc(G), Ω ∈ π0,c

(
Treg(R)

)
,

that represent φ. For any nonnegative integer k, let φ(k) be the term in the Taylor series of total degree k. Then

φ(k) can be regarded as an invariant, smooth function in C∞(Vreg). We claim that it belongs to Ic(G).

Proposition 2.1 asserts that φ(k) belongs to Ic(G) if and only if it satisfies the conditions I1(G)− I3(G) of [B2, §3].

Condition I1(G) is trivial. Conditions I2(G) and I3(G) are similar, since they both concern the jumps of φ about

walls in VΩ, for triplets (T,Ω, X) ∈ Sc(G). We shall check only I3(G). Suppose that β is a noncompact imaginary

root of (Gc, T ) that defines a wall of Ω = Ω+. Let Ω− be the complementary component in Treg(R) that shares

this wall. By means of the Cayley transform associated to β, one obtains a second triplet (Tβ ,Ωβ, Xβ) ∈ Sc(G)

for which Ωβ also shares the given wall of Ω. Condition I3(G) for φ asserts that

(2.3) (XφΩ+)(γ) − (XφΩ−
)(γ) = d(β)(XβφΩβ

)(γ),

for γ on the given wall of Ω. Here, φΩ∗
represents the restriction of φ to VΩ∗

, a smooth function that extends

to the closure of VΩ∗
, while d(β) is independent of φ. If X is a homogeneous invariant differential operator on

T∗(R) of degree d, and φ is homogeneous of degree k (in the coordinates `c(γ)), then (XφΩ∗
)(γ) is homogeneous

of degree k − d if k ≥ d, and vanishes if k < d. The relation (2.3) for φ then implies the corresponding relation

(Xφ
(k)
Ω+

)(γ) − (Xφ
(k)
Ω−

)(γ) = d(β)(Xβφ
(k)
Ωβ

)(γ)

for the homogeneous components φ(k) of φ. This is the condition I3(G) for φ(k). The claim follows.

We set

I(k)
c (G) =

{
φ ∈ Ic(G) : φ(k) = φ

}
,

for any nonnegative integer k. Suppose that n is another nonnegative integer. Then I
(k)
c (G) is contained in

Ic,n(G) if k > n, and intersects Ic,n(G) only at 0 if k ≤ n. It follows from what we have just proved that the

quotient

In
c (G) = Ic(G)/Ic,n(G)

has a natural grading

In
c (G) ∼=

⊕

0≤k≤n

I(k)
c (G).
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But Ic,n(G) is the subspace of Ic(G) annihilated by the finite subset

Rc,n(G) =
∐

0≤k≤n

Rc,(k)(G)

of Rc(G). It follows that Rc,n(G) is a basis of the dual space of In
c (G), and that Rc,(k)(G) is a basis of the dual

space of I
(k)
c (G).

Let {
ρ∨ : ρ ∈ Rc,(k)(G)

}

be the basis of I
(k)
c (G) that is dual to Rc,(k)(G). If T ∈ Tc(G) and Ω ∈ π0,c

(
Treg(R)

)
, the restriction to VΩ of any

function ρ∨ in this set is a homogeneous polynomial

γ −→ ρ∨(γ), γ ∈ VΩ,

of degree k (in the coordinates `c(γ)). In particular, ρ∨ has a canonical extension to the set of regular points in any

invariant neighbourhood of V of c on which the coordinate functions (2.2) are defined. Thus, unlike a general

element in Ic(G), ρ∨ really can be treated as a function, as well as a germ of functions.

The union over k of our bases of I
(k)
c (G) is a family of functions

ρ∨(γ), γ ∈ Vreg, ρ ∈ Rc(G),

with properties that are dual to those of Rc(G). For example, the dual of the action (1.3) of Z(G) on Dc(G) is a

differential equation

(2.4) (ẑρ)∨ = h(z)ρ∨,

for any z ∈ Z(G) and ρ ∈ Rc(G). Here ẑ represents the transpose action (1.4) of Z(G), and h(z) is the G(R)­

invariant differential operator on Vreg obtained from the various Harish­Chandra maps z → hT (z). The dual of

(1.6) is the symmetry condition

(2.5) θρ∨ = (θρ)∨,

for any isomorphism θ: G→ θG over R, and any ρ ∈ Rc(G).

The main reason for defining the functions {ρ∨} is that they represent germs of invariant orbital integrals. It is

clear that

φ(k)(γ) =
∑

ρ∈Rc,(k)(G)

ρ∨(γ)φ(ρ), k ≥ 0,

for any function φ ∈ Ic(G). Suppose that f belongs to C(G). The Taylor polynomial of degree n attached to the

function fG(γ) on Vreg (taken relative to the coordinates `c(γ)) is then equal to the function

(2.6) fn
G(γ) =

∑

0≤k≤n

f
(k)
G (γ) =

∑

ρ∈Rc,n(G)

ρ∨(γ)fG(ρ).

It follows from Taylor’s theorem that there is a constant Cn for each n such that

|fG(γ) − fn
G(γ)| ≤ Cn‖`c(γ)‖

n+1,
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for any γ ∈ Vreg. Otherwise said, fG(γ) has an asymptotic expansion

∑

ρ∈Rc(G)

ρ∨(γ)fG(ρ),

in the sense that fG(γ) differs from the partial sum fn
G(γ) by a function in the class O(‖`c(γ)‖

n+1).

The main points of Sections 1 and 2 may be summarized as follows. There are invariant distributions

f −→ fG(ρ), ρ ∈ Rc(G),

supported on Uc(G), and homogeneous germs

γ −→ ρ∨(γ), ρ ∈ Rc(G),

in Ic(G), which transform according to (1.3) and (2.4) under the action of Z(G), satisfy the symmetry conditions

(1.6) and (2.5), and provide an asymptotic expansion

(2.7) fG(γ) ∼
∑

ρ∈Rc(G)

ρ∨(γ)fG(ρ), γ ∈ Vreg,

around c for the invariant orbital integral fG(γ).

It is useful to have a formulation of (2.7) that is uniform in f .

Proposition 2.2. For any n ≥ −1, the mapping

f −→ fG(γ) − fn
G(γ), f ∈ C(G),

is a continuous linear transformation from C(G) to the space Ic,n(V ).

Proof. We have interpreted fn
G(γ) as the Taylor polynomial of degree n for the function fG(γ). Since Ic,n(V ) can

be regarded as a closed subspace of functions in I(V ) that vanish of order at least (n + 1) at c, the difference

fG(γ) − fn
G(γ) belongs to Ic,n(V ). The continuity assertion of the lemma follows from the integral formula for

the remainder in Taylor’s theorem [D, (8.14.3)], and the continuity of the mapping f → fG. �

Remarks. 1. Proposition 2.2 could of course be formulated as a concrete estimate. Given n ≥ −1, we simplify

the notation by writing

(2.8) (n,X) =
(
n+ 1 − deg(x)

)
+

= max{(n+ 1 − deg X), 0},

for any differential operatorX . The proposition asserts that for any σ = (T,Ω, X) in Sc(G), there is a continuous

seminorm µn
σ on C(G) such that

∣∣X
(
fG(γ) − fn

G(γ)
)∣∣ ≤ µn

σ(f)‖`c(γ)‖
(n,X),

for any γ ∈ VΩ and f ∈ C(G).

2. Invariant orbital integrals can be regarded as distributions that are dual to irreducible characters. In this sense,

the asymptotic expansion (2.7) is dual to the character expansions introduced by Barbasch and Vogan near the

beginning of [BV].
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Our goal is to extend these results for invariant orbital integrals to weighted orbital integrals. As background

for this, we observe that much of the discussion of Sections 1 and 2 for G applies to the relative setting of a

pair (M,G), for a fixed Levi subgroup M of G. In this context, we take c to be a fixed class in Γss(M). Then c

represents aW (M)­orbit in Γss(M) (or equivalently, the intersection ofM with a class in Γss(G)), which we also

denote by c. With this understanding, we take V to be a small open neighbourhood of c inM(R) that is invariant

under the normalizer

W (M)M(R) = NormG(R)

(
M(R)

)

of M(R) in G(R).

Given V , we can of course form the invariant Schwartz space I(V ) for M . If f belongs to C(G), the relative

(invariant) orbital integral fM around c is the restriction of fG to the subset

VG­reg = V ∩Greg(R)

of Greg(R). It is easy to see that f → fM is a continuous linear mapping from C(G) into the closed subspace

I(V,G) = I(V )W (M)

of W (M)­invariant functions in I(V ). (We identify functions in I(V,G) with their restrictions to VG­reg.)

Other objects defined earlier have obvious relative analogues. For example, Sc(M,G) denotes the set of triplets

(T,Ω, X), where T belongs to the set Tc(M) (defined for M as in §1), Ω is a connected component in TG­reg(R)

(rather than TM­reg(R)) whose closure contains c, andX is an invariant differential operator on T (R) (as before).

The elements in Sc(M,G) yield continuous seminorms (2.1) that determine the topology on I(V,G). We can also

define the direct limits

Ic(M,G) = lim
−→
V

I(V,G)

and

Ic,n(V,G) = lim
−→
V

Ic,n(V,G),

where Ic,n(V,G) denotes the subspace of I(V,G) annihilated by the finite subset Rc,n(M) of the basis Rc(M).

We shall use these relative objects in §4, when we introduce spaces that are relevant to weighted orbital integrals.

We note that there is also a relative analogue of the space of harmonic distributions introduced in §1. We define the

subspaceDc,G­harm(M) ofG-harmonic distributions inDc(M) be the space spanned by those triplets
(
T,Ω, ∂(u)

)

in Sc(M,G) such that the element u ∈ S
(
t(C)

)
is harmonic relative to G. Any linear basis of Dc,G­harm(M) is

a free basis of Dc(M), relative to the natural Z(G)­module structure on Dc(M). In our construction of certain

distributions later in the paper, the elements in Dc,G­harm(M) will be the primitive objects to deal with.
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§3. Weighted orbital integrals

We now fix a maximal compact subgroup K of G(R). We also fix a Levi subgroup M of G such that aM is

orthogonal to the Lie algebra of K (with respect to the Killing form on g(R)). There is then a natural smooth

function

vM (x) = lim
λ→0




∑

P∈P(M)

e−λ(HP (x))θP (λ)−1




on M(R)sG(R)/K , defined as the volume of a certain convex hull. This function provides a noninvariant

measure on the G(R)­conjugacy class of any strongly G­regular point in M(R), relative to which any Schwartz

function f ∈ C(G) is integrable. The resulting integral

JM (γ, f) = JG
M (γ, f) = |D(γ)|1/2

∫

Gγ(R)sG(R)

f(x−1γx)vM (x)dx

is a smooth, M(R)­invariant function of γ in the set

MG­reg(R) = M(R) ∩Greg(R).

(See [A1, Lemma 8.1] and [A2, §6­7].) We recall a few of its basic properties.

For any γ, the linear form f → JM (γ, f) is a tempered distribution. In contrast to the earlier special case

JG(γ, f) = fG(γ)

of M = G, however, it is not invariant. Let

fy : x −→ f(yxy−1), x ∈ G(R),

be the conjugate of f by a fixed element y ∈ G(R). The weighted orbital integral of f y can then be expanded as

(3.1) JM (γ, fy) =
∑

Q∈F(M)

J
MQ

M (γ, fQ,y),

in the notation of [A2, Lemma 8.2]. The summand withQ = G is equal to JM (γ, f). The expansion can therefore

be written as an identity

JM (γ, fy − f) =
∑

Q∈F0(M)

J
MQ

M (γ, fQ,y)

that represents the obstruction to the distribution being invariant.

Weighted orbital integrals satisfy a generalization of the differential equations (1.2). If z belongs to Z(G), the

weighted orbital integral of zf has an expansion

(3.2) JM (γ, zf) =
∑

L∈L(M)

∂L
M (γ, zL)JL(γ, f).

Here z → zL denotes the canonical injective homomorphism from Z(G) to Z(L), while ∂L
M (γ, zL) is an M(R)­

invariant differential operator on M(R) ∩ Lreg(R) that depends only on L. If T is a maximal torus in Tc(M),

∂L
M (γ, zL) restricts to an algebraic differential operator on the algebraic variety TL­reg. Moreover, ∂L

M (γ, zL) is

invariant under the finite group WL(M) of outer automorphisms of M . We can therefore regard ∂L
M (γ, zL) as a

WL(M)M(R)­invariant, algebraic differential operator on the algebraic varietyMG­reg. In the case that L = M ,
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∂M
M (γ, zM ) reduces to the invariant differential operator ∂

(
h(z)

)
on M(R) obtained from the Harish­Chandra

isomorphism. The differential equation (3.2) can therefore be written as an identity

JM (γ, zf)− ∂
(
h(z)

)
JM (γ, f) =

∑

L6=M

∂L
M (γ, zL)JL(γ, f)

that is easier to compare with the simpler equations (1.2). (See [A1, Lemma 8.5] and [A3, §11­12].)

Suppose that θ: G → θG is an isomorphism over R, as in §1. We can then take weighted orbital integrals on

(θG)(R) with respect to θK and θM . They satisfy the relation

(3.3) JθM (θγ, θf) = JM (γ, f)

[A7, Lemma 3.3]. In particular, suppose that θ = Int(w), for a representativew ∈ K of some element in the Weyl

group W (M). In this case, JM (γ, θf) equals JM (γ, f), and θM = M , from which it follows that

JM (wγw−1, f) = JM (γ, f).

Therefore JM (γ, f) is actually a W (M)M(R)­invariant function of γ.

At this point, we fix a class c ∈ Γss(M) and an open W (M)M(R)­invariant neighbourhood V of c in M(R), as

at the end of §2. We can assume that V is small. In particular, we assume that the intersection of V with any

maximal torus in M(R) is relatively compact.

We propose to study JM (γ, f) as a function of γ in VG­reg. The behaviour of this function near the boundary

is more complicated in general than it is in the invariant case M = G. In particular, if (T,Ω, X) lies in the set

Sc(M,G) introduced at the end of §2, the restriction of JM (γ, f) to the region

VΩ = V ∩ Ω

does not extend smoothly to the boundary of VΩ. The function satisfies only the weaker estimate of the following

lemma.

Lemma 3.1. For every triplet σ = (T,Ω, X) in Sc(M,G), there is a positive real number a such that the

supremum

µσ(f) = sup
γ∈VΩ

(
|XJM (γ, f)||Dc(γ)|

a
)
, f ∈ C(G),

is a continuous seminorm on C(G). In the case that X = 1, we can take a to be any positive number.

Proof. This lemma is essentially the same as Lemma 13.2 of [A3]. The proof is based on an important technique of

Harish­Chandra for estimating invariant orbital integrals [H1, Lemma 48]. We shall recall a part of the argument,

in order to persuade ourselves that it remains valid under the minor changes here (where, for example, C(G)

replaces C∞c
(
G(R)

)
, and Dc(γ) takes the place of D(γ)), referring the reader to [A3] and [H1] for the remaining

part.

We fix the first two components T ∈ Tc(M) and Ω ∈ π0,c

(
TG­reg(R)

)
of a triplet σ. We require an estimate for

every invariant differential operator X that can form a third component of σ. As in Harish­Chandra’s treatment

of invariant orbital integrals, one studies the general problem in three steps.

The first step is to deal with the identity operator X = 1. In this case, the required estimate is a consequence of

Lemma 7.2 of [A1]. The lemma cited leads to a bound

|JM (γ, f)| ≤ µ(f)
(
1 + L(γ)

)p
, γ ∈ VΩ,
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in which µ is a continuous seminorm on C(G). The function L(γ) is defined at the bottom of p. 245 of [A1] as a

supremum of functions ∣∣ log
(
|1 − α(γ)|

)∣∣, γ ∈ VΩ,

attached to roots α of (G, T ). Since V is assumed to be small, the function attached to α is bounded on VΩ unless

α is a root of (Gc, T ). It follows that for any a1 > 0, we can choose a constant C1 such that

(
1 + L(γ)

)p
≤ C1|Dc(γ)|

−a1 , γ ∈ VΩ.

Lemma 7.2 of [A1] therefore implies that

(3.4) f −→ sup
γ∈VΩ

(
|JM (γ, f)||Dc(γ)|

a1
)
, f ∈ C(G),

is a continuous seminorm on C(G). The required estimate is thus valid in the case X = 1, for any positive

exponent a = a1.

The next step concerns the case that X is the image under the Harish­Chandra map of a biinvariant differential

operator. That is,

X = ∂
(
hT (z)

)
, z ∈ Z(G).

In this case, the differential equation (3.2) yields an identity

XJM (γ, f) = ∂
(
hT (z)

)
JM (γ, f)

= JM (γ, zf)−
∑

L)M

∂L
M (γ, zL)JL(γ, f)

for the function we are trying to estimate. We have noted that for each L, ∂L
M (γ, zL) is an algebraic differential

operator on TG­reg. In other words, the coefficients of ∂L
M (γ, zL) are rational functions on T whose poles lie along

singular hypersurfaces of T . Since V is small, any singular hypersurface of T that meets the closure of VΩ is

defined by a root of (Gc, T ). It follows that for each L, there is a positive integer kL such that the differential

operator

Dc(γ)
kL∂L

M (γ, zL)

has coefficients that are bounded on VΩ. We can assume inductively that Lemma 3.1 is valid if M is replaced by

any L ) M . The estimate of the lemma clearly extends to differential operators with bounded coefficients. We

can therefore choose aL > 0 for each such L so that

f −→ sup
γ∈VΩ

(
|Dc(γ)

kL∂L
M (γ, zL)JL(γ, f)||Dc(γ)|

aL
)

is a continuous seminorm on C(G). We set a equal to the largest of the numbers kL + aL. The functional

f −→
∑

L)M

sup
γ∈VΩ

(
|∂L

M (γ, zL)JL(γ, f)||Dc(γ)|
a
)

is then a continuous seminorm on C(G). According to the case (3.4) we have already established,

f −→ sup
γ∈VΩ

(
|JM (γ, zf)||Dc(γ)|

a
)
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is also a continuous seminorm on C(G). Applying these estimates to the differential equation for XJM (γ, f)

above, we conclude that

(3.5) f −→ sup
γ∈VΩ

(
|XJM (γ, f)||Dc(γ)|

a
)
, f ∈ C(G),

is a continuous seminorm on C(G). We have established the lemma for X of the form ∂
(
hT (z)

)
.

The last step is to treat a general invariant differential operator X on T (R). This is the main step, and the part

of the argument that is based on [H1, Lemma 48]. In the proof of [A3, Lemma 13.2], we explained how to apply

Harish­Chandra’s technique to the weighted orbitals we are dealing with here. Used in this way, the technique

reduces the required estimate forX to the case (3.5) obtained above. It thus establishes the assertion of the lemma

for anyX , and hence for any triplet σ inSc(M,G). We refer the reader to [A3] and [H1] for the detailed discussion

of this step. �

With Lemma 3.1 as motivation, we now introduce some new spaces of functions. We first attach some spaces to

any maximal torus T in M over R that contains c. Given T , let Ω ∈ π0,c

(
TG­reg(R)

)
be a connected component

whose closure contains c. Then VΩ = V ∩ Ω is an open neighbourhood of c in Ω. If a is a nonnegative real

number, we write F a
c (VΩ, G) for the Banach space of continuous functions φΩ on VΩ such that the norm

‖φΩ‖ = sup
γ∈VΩ

(
|φΩ(γ)||Dc(γ)|

a
)

is finite. More generally, if n is an integer with n ≥ −1, we define F a
c,n(VΩ, G) to be the Banach space of

continuous functions φΩ on VΩ such that the norm

‖φΩ‖n = sup
γ∈VΩ

(
|φΩ(γ)||Dc(γ)|

a‖`c(γ)‖
−(n+1)

)

is finite. The first space F a
c (VΩ, G) is of course the special case that n = −1. It consists of functions with specified

growth near the boundary.

Lemma 3.1 suggests that we introduce a space of smooth functions on the W (M)M(R)­invariant set VG­reg

whose derivatives also have specified growth near the boundary. This entails choosing a function to measure the

growth. By a weight function, we shall mean an assignment

α : X −→ α(X)

of a nonnegative real number α(X) to each invariant differential operator X on a maximal torus T of M . We

assume that

α(X) = α(deg X),

for an increasing functionα on the set of nonnegative integers. The weight function is then defined independently

of T .

Suppose that α is a weight function, and that V is as above, an open W (M)M(R)­invariant neighbourhood of c

inM(R). If φ is a function on VG­reg, and σ = (T,Ω, X) is a triplet in the set Sc(M,G) introduced in §2, we shall

write φΩ for the restriction of φ to VΩ. We define Fα
c (V,G) to be the space of smooth, W (M)M(R)­invariant

functions φ on VG­reg such that for every σ = (T,Ω, X) in Sc(M,G), and every ε > 0, the derivative XφΩ

belongs to the space F
α(X)+ε
c (VΩ, G). More generally, suppose n ≥ −1 is a given integer. We define Fα

c,n(V,G)

to be the subspace of functions φ in Fα
c (V,G) such that for any σ = (T,Ω, X) and ε, XφΩ belongs to the space

F
α(X)+ε
c,n,X (VΩ, G) = F

α(X)+ε
c,(n,X) (VΩ, G).
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We recall here that

(n,X) = max
{(
n+ 1 − deg(X)

)
, 0
}
.

The seminorms

‖φ‖σ,ε,n = ‖XφΩ‖n

make Fα
c,n(V,G) into a topological vector space. The original space Fα

c (V,G) is again the special case that

n = −1. It is the topological vector space of smooth, W (M)M(R)­invariant functions φ on VG­reg such that for

every σ = (T,Ω, X) and ε, the seminorm

‖φ‖σ,ε = sup
x∈VΩ

(
|(Xφ)(γ)||Dc(γ)|

α(X)+ε
)

is finite.

Lemma 3.1 is an assertion about the mapping that sends f ∈ C(G) to the function JM (γ, f) of γ ∈ VG­reg. It can

be reformulated as follows.

Corollary 3.2. There is a weight function α, with α(1) = 0, such that the mapping

f −→ JM (γ, f), f ∈ C(G),

is a continuous linear transformation from C(G) to Fα
c (V,G). �

There are some obvious operations that can be performed on the spaces Fα
c,n(V,G). Suppose that α1 is second

weight function, and that n1 ≥ −1 is a second integer. The multiplication of functions then provides a continuous

bilinear map

Fα
c,n(V,G) ×Fα1

c,n1
(V,G) −→Fα+α1

c,n+n1+1(V,G),

where α+ α1 is the weight function defined by

(α+ α1)(d+) = max
d+d1=d+

(
α(d) + α1(d1)

)
, d+ ≥ 0.

In particular, suppose that q is a W (G, T )­invariant rational function on a maximal torus T in M that is regular

on TG­reg. Then q extends to a W (M)M(R)­invariant function on VG­reg that lies in F
αq
c (V,G), for some weight

function αq . The multiplication map φ→ qφ therefore sends Fα
c,n(V,G) continuously to F

α+αq
c,n (V,G). A similar

observation applies to any (translation) invariant differential operator X on T that is also invariant under the

action of W (G, T ). For X extends to a W (M)M(R)­invariant differential operator on VG­reg, and if Xα is

the weight function X ′ → α(XX ′), the map φ → Xφ sends Fα
c,n(V,G) continuously to FXα

c,n,X(V,G). More

generally, suppose that ∂(γ) is an algebraic differential operator on TG­reg that is invariant underW (G, T ). Then

∂(γ) extends to a W (M)M(R)­invariant differential operator on MG­reg. One sees easily that there is a weight

function ∂α such that φ → αφ is a continuous mapping from Fα
c,n(V,G) to F∂α

c,n,∂(V,G).
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§4. Spaces of formal germs

We fix a Levi subgroup M of G, and a class c ∈ Γss(M), as before. We again take V to be a small, open,

W (M)M(R)­invariant neighbourhood of c inM(R). In the last section, we introduced some spaces of functions

Fα
c,n(V,G) on VG­reg. In this section, we shall examine the behaviour of these spaces under operations of

localization and completion.

The space Fα
c (V,G) is a generalization of the relative invariant Schwartz space

I(V,G) = I(V )W (M).

It is an easy consequence of Lemma 2.1 that for each α, there is a continuous injection

I(V,G) ↪→ Fα
c (V,G).

As in the special case of I(V,G), we can localize the spaces Fα
c (V,G) at c. We form the algebraic direct limit

(4.1) Gα
c (M,G) = lim

−→
V

Fα
c (V,G),

relative to the restriction maps

Fα
c (V1, G) −→Fα

c (V2, G), V1 ⊃ V2.

We shall call Gα
c (M,G) the space of α-germs for (M,G) at c. The elements of this space are germs of smooth,

W (M)M(R)­invariant functions on invariant neighbourhoods of c in MG­reg(R), with α­bounded growth near

the boundary. The space has a decreasing filtration by the subspaces

Gα
c,n(M,G) = lim

−→
V

Fα
c,n(V,G), n ≥ −1.

Asymptotic series are best formulated in terms of the completion of Gα
c (M,G). For any α, and any n ≥ 0, the

quotient

Gα,n
c (M,G) = Gα

c (M,G)/Gα
c,n(M,G)

is a vector space that is generally infinite dimensional. We call it the space of (α, n)-jets for (M,G) at c. The

completion of Gα
c (M,G) is then defined as the projective limit

(4.2) Ĝα
c (M,G) = lim

←−
n

Gα,n
c (M,G).

This space is obviously also isomorphic to a projective limit of quotients

Ĝα,n
c (M,G) = Ĝα

c (M,G)/Ĝα
c,n(M,G),

where Ĝα
c,n(M,G) is the kernel of the projection of Ĝα

c (M,G) onto Gα,n
c (M,G). We call Ĝα

c (M,G) the space of

formal α-germs for (M,G) at c. The final step is to remove the dependence on α. We do so by forming the direct

limit

(4.3) Ĝc(M,G) = lim
−→
α

Ĝα
c (M,G),
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relative to the natural partial order on the set of weight functions. The operations of multiplication and differ­

entiation above clearly extend to this universal space of formal germs. In particular, any W (M)M(R)­invariant,

algebraic differential operator ∂(γ) on MG­reg has a linear action g → ∂g on Ĝc(M,G).

As an example, consider the case that G = M = T is a torus. The function Dc(γ) is then equal to 1, and the

various spaces are independent of α. For each α, Gc(T ) = Gα
c (M,G) is the space of germs of smooth functions

on T (R) at c, while Gc,n(T ) = Gα
c,n(M,G) is the subspace of germs of functions that vanish at c of order at least

(n+ 1). The quotient Gn
c (T ) = Gα,n

c (M,G) is the usual space of n­jets on T (R) at c, while Ĝc(T ) = Ĝα
c (M,G) is

the space of formal Taylor series (in the coordinates `c(γ)) at c.

IfG is arbitrary, but c isG­regular, the groupT = Gc is a torus. In this case, the functionDc(γ) is again trivial. The

various spaces reduce to the ones above for T , or rather, the subspaces of the ones above consisting of elements

invariant under the finite group Mc,+(R)/Mc(R). We are of course mainly interested in the case that c is not

G­regular. Then Dc(γ) has zeros, and the spaces are more complicated. On the other hand, we can make use

of the function Dc in this case to simplify the notation slightly. For example, given α and σ = (T,Ω, X), we

can choose a positive number a such that for any n ≥ 0, φ → XφΩ is a continuous linear map from Fα
c,n(V,G)

to F a
c,n(VΩ, G) (rather than Fa

c,n,X(VΩ, G)). A similar result applies if X is replaced by an algebraic differential

operator on TG­reg(R).

Lemma 4.1. For any V , α and n, the map

Fα
c (V,G) −→ Gα,n

c (M,G)

is surjective. In other words, any element gn in Gα,n
c (M,G) has a representative gn(γ) in Fα

c (V,G).

Proof. Suppose that gn belongs to Gα,n
c (M,G). By definition, gn has a representative gn

0 (γ) in Fα
c (V0, G), for

some W (M)M(R)­invariant neighbourhood V0 of c in M(R) with V0 ⊂ V . Let ψ0 be a smooth, compactly

supported, W (M)M(R)­invariant function on V0 that equals 1 on some neighbourhood of c. The product

gn(γ) = ψ0(γ)g
n
0 (γ)

then extends by 0 to a function on V that lies in Fα
c (V,G). On the other hand, both gn(γ) and gn

0 (γ) represent

the same germ in Gc(M,G). They both therefore have the same image gn in Gα,n
c (M,G). The function gn(γ) is

the required representative. �

Lemma 4.2. For any weight function α, the canonical map from Ĝα
c (M,G) to Ĝc(M,G) is injective.

Proof. It is enough to show that if α′ is a weight function with α′ ≥ α, the map from Ĝα
c (M,G) to Ĝα′

c (M,G) is

injective. Suppose that g is an element in Ĝα
c (M,G) that maps to 0 in Ĝα′

c (M,G). To show that g = 0, it would

be enough to establish that for any n ≥ 0, the image gn of g in Gα,n
c (M,G) equals 0.

Fix n, and let gn(γ) be a representative of gn in the space of functions Fα
c (V,G) attached to some V . We have to

show that gn(γ) lies in Fα
c,n(V,G). In other words, we must show that for any σ = (T,Ω, X) in Sc(M,G), and

any ε > 0, the derivative (Xgn
Ω)(γ) lies in F

α(X)+ε
c,n,X (VΩ, G). This condition is of course independent of the choice

of representative gn. Given σ, we are free to assume that gn(γ) represents the image gm of g in Gα,m
c (V,G),

for some large integer m > n + deg X . Since gm maps to zero in Gα′,m
c (M,G), gn(γ) lies in Fα′

c,m(V,G). In

other words, (Xgn
Ω)(γ) lies in F

α′(X)+ε′

c,n′ (VΩ, G), for the large integer n′ = m − deg(X) and for any ε′ > 0. But

(Xgn
Ω)(γ) also lies in F

α(X)+ε′

c (VΩ, G). We shall apply these two conditions successively to two subsets of VΩ.
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Given ε > 0, we choose ε′ > 0 with ε′ < ε. We then write δ = ε− ε′, a = α(X) + ε, and a′ = α′(X) + ε′. The

two conditions amount to two inequalities

|(Xgn
Ω)(γ)| ≤ C′|Dc(γ)|

−a′

‖`c(γ)‖
n′

, γ ∈ VΩ,

and

|(Xgn
Ω)(γ)| ≤ Cδ|Dc(γ)|

−(α(X)+ε′) = Cδ|Dc(γ)|
−a|Dc(γ)|

δ, γ ∈ VΩ,

for fixed constants C′ and Cδ . We can assume that a′ > a, since there would otherwise be nothing to prove. (The

functions |Dc(γ)| and ‖`c(γ)‖ are of course bounded on VΩ.) We apply the first inequality to the points γ in the

subset

V
(
δ, (n,X)

)
=
{
γ ∈ VΩ : ‖`c(γ)‖

(n,X) ≤ |Dc(γ)|
δ
}

ofVΩ, and the second inequality to each γ in the complementary subset. We thereby deduce that ifn′ is sufficiently

large, there is a constant C such that

|(XgΩ)(γ)| ≤ C|Dc(γ)|
−a‖`c(γ)‖

(n,X),

for any point γ in VΩ. In other words, |(XgΩ)(γ)| belongs to the space F
α(X)+ε
c,n,X (VΩ, G). It follows that the vector

gn in Gα,n
c (M,G) vanishes. Since n was arbitrary, the original element g in Ĝα

c (M,G) vanishes. The map from

Ĝα
c (M,G) to Ĝα′

c (M,G) is therefore injective. �

The lemma asserts that Ĝc(M,G) is the union over all weight functions α of the spaces Ĝα
c (M,G). Suppose that

we are given a formal germ g ∈ Gc(M,G), and a positive integer n. We shall write gn = gα,n for the image of g

in the quotient Gα,n
c (M,G), for some fixed α such that Gα

c (M,G) contains g. The choice of α will generally be

immaterial to the operations we perform on gn, so its omission from the notation is quite harmless. If φ(γ) is a

function in one of the spaces Fα
c (V,G), we shall sometimes denote the image of φ(γ) in Ĝc(M,G) simply by φ.

This being the case, φn then stands for an element in Gα,n
c (M,G). This element is of course equal to the projection

of the original function φ(γ) onto Gα,n
c (M,G).

We shall need to refer to two different topologies on Ĝc(M,G). The first comes from the discrete topology on

each of the quotients Gα,n
c (M,G). The corresponding projective limit topology over n, followed by the direct

limit topology over α, yields what we call the adic topology on Ĝc(M,G). This is the usual topology assigned to

a completion. A sequence (gk) converges in the adic topology if there is an α such that each gk is contained in

Ĝα
c (M,G), and if for any n, the image gn

k of gk in Gα,n
c (M,G) is independent of k, for all k sufficiently large.

To describe the second topology, we recall that the quotient spaces Gα,n
c (M,G) are generally infinite dimensional.

As an abstract vector space over C, however, each Gα,n
c (M,G) is a direct limit of finite dimensional spaces.

The standard topologies on these finite dimensional spaces therefore induce a direct limit topology on each

Gα,n
c (M,G). The corresponding projective limit topology over n, followed by the direct limit topology over

α, yields what we call the complex topology on Ĝc(M,G). This is the appropriate topology for describing

the continuity properties of maps from some space into Ĝc(M,G). A sequence (gk) converges in the complex

topology of Ĝc(M,G) if there is an α such that each gk is contained in Ĝα
c (M,G), and if for each n, the sequence

gn
k is contained in a finite dimensional subspace of Gα,n

c (M,G), and converges in the standard topology of that

space. Unless otherwise stated, any limit in Ĝc(M,G) will be understood to be in the adic topology, while any

assertion of continuity for a Ĝc(M,G)­valued function will refer to the complex topology.

Suppose that g lies in Ĝc(M,G). We have agreed to write gn for the image of g in the quotient Gα,n
c (M,G) of

Gα
c (M,G). Here n is any nonnegative integer, and α is a fixed weight function such that g lies in Ĝα

c (M,G). We
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shall also write gn(γ) for an α­germ of functions in Gα
c (M,G) that represents gn, or as in Lemma 4.1, a function

in Fα
c (V,G) that represents the α­germ. The function gn(γ) is of course not uniquely determined by g. To see

that this does not really matter, we recall that under the previous convention, gn also denotes the image of gn(γ)

in Ĝc(M,G). We are therefore allowing gn to stand for two objects: an element in Gα,n
c (M,G) that is uniquely

determined by g (once α is chosen), and some representative of this element in Ĝα
c (M,G) that is not uniquely

determined, and that in particular, need not map to g. With this second interpretation, however, the elements gn

do have the property that

g = lim
n→∞

(gn).

These remarks can be phrased in terms of asymptotic series. Suppose that gk(γ) is a sequence of functions in

Fα
c (V,G) such that the corresponding elements gk ∈ Ĝc(M,G) converge to zero (in the adic topology). In other

words, for any n all but finitely many of the functions gk(γ) lie in the space Fα
c,n(V,G). We shall denote the

associated asymptotic series by

(4.4) g(γ) ∼
∑

k

gk(γ),

where g is the element in Ĝc(M,G) such that

(4.5) g =
∑

k

gk

(in the adic topology). Conversely, any formal germ can be represented in this way. For if g belong to Ĝc(M,G),

the difference

g(n)(γ) = gn(γ) − gn−1(γ), n ≥ 0, g−1(γ) = 0,

stands for a function in a space Fα
c,n−1(V,G). Therefore

g =

∞∑

n=0

g(n),

so we can represent g by the asymptotic series

g(x) ∼

∞∑

n=0

g(n)(x).

We shall use the notation (4.4) also to denote a convergent sum of asymptotic series. In this more general usage,

the terms in (4.4) stand for asymptotic series gk(γ) and g(γ), which in turn represent elements gk and g in

Ĝc(M,G) that satisfy (4.5).

As a link between the (relative) invariant Schwartz space and the general spaces above, we consider a space

Fbd
c (V,G) of bounded functions. For any integer n ≥ −1, let F bd

c,n(V,G) be the space of smooth, W (M)M(R)­

invariant functions φ on VG­reg such that for each σ = (T,Ω, X) in Sc(M,G), the derivative XφΩ belongs to the

space F 0
c,n(V,G). If α is any weight function, Fbd

c,n(V,G) is contained in Fα
c,n(V,G). In fact in the basic case of

n = −1, the space

Fbd
c (V,G) = Fbd

c,−1(V,G)

is just the subspace of functions in Fα
c (V,G) whose derivatives are all bounded. As above, we form the

localizations

Gbd
c,n(M,G) = lim

−→
V

Fbd
c,n(V,G),



Germ expansions for real groups 26

the quotients

Gbd,n
c (M,G) = Gbd

c (M,G)/Gbd
c,n(M,G) = Gbd

c,−1(M,G)/Gbd
c,n(M,G)

and the completion

Ĝbd
c (M,G) = lim

←−
n

Gbd,n
c (M,G).

Lemma 4.3. Suppose that α is a weight function with α(1) = 0. Then for any nonnegative integer n, the

canonical mapping

Gbd,n
c (M,G) −→ Gα,n

c (M,G)

is injective.

Proof. By Lemma 4.1, there is a canonical isomorphism

Gα,n
c (M,G) ∼= Fα

c (V,G)/Fα
c,n(V,G).

On the other hand, any element in Gbd,n
c (M,G) can be identified with a family

{
φn

Ω : T ∈ Tc(M), Ω ∈ π0,c

(
TG­reg(R)

)}

of Taylor polynomials of degree n (in the coordinates `c(γ)). This is because the Ω­component of any function in

Fbd
c (V,G) extends to a smooth function on the closure of VΩ. In particular, each element in Gbd,n

c (M,G) has a

canonical representative inFbd
c (V,G), which of course also lies inFα

c (V,G). With this interpretation, we consider

a function φ in the intersection

Gbd,n
c (M,G) ∩ Fα

c,n(V,G).

We have only to show that φ vanishes.

Suppose that T ∈ Tc(M) and Ω ∈ π0,c

(
TG­reg(R)

)
. As an element in Fα

c,n(V,G), φΩ satisfies a bound

sup
γ∈VΩ

(
|φΩ(γ)||Dc(γ)|

ε‖`c(γ)‖
−(n+1)

)
<∞,

for any ε > 0. As an element in Gbd,n
c (M,G), φΩ = φn

Ω is a polynomial (in the coordinates `c(γ)) of degree

less than (n + 1). Taking ε to be close to zero, we see that no such polynomial can satisfy the bound unless it

vanishes. It follows that φΩ = 0. We conclude that that the function φ vanishes, and hence, that the original map

is injective. �

Corollary 4.4. For any weight function α, the canonical mapping

Ĝbd
c (M,G) −→ Ĝα

c (M,G)

is injective.

Proof. Given α, we choose a weight function α0 ≤ α with α0(1) = 0. The lemma implies that Ĝbd
c (M,G)

maps injectively into Ĝα0
c (M,G), while Lemma 4.2 tells us that Ĝα0

c (M,G) maps injectively into Ĝα
c (M,G). The

corollary follows. �

Remark. It is not hard to show that if the weight function α is bounded, the injection of Corollary 4.4 is actually

an isomorphism. The completion Ĝbd
c (M,G) is therefore included among the general spaces defined earlier.
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The (relative) invariant Schwartz space I(V,G) is the closed subspace of functions in Fbd
c (V,G) that satisfy the

Harish­Chandra jump conditions. Its localization Ic(M,G) is therefore a subspace of Gbd
c (M,G). Recall that for

any n, Ic,n(M,G) is the subspace of Ic(M,G) annihilated by the finite set of distributions Rc,n(M). It follows

easily from the discussion of §2 that

Ic,n(M,G) = Ic(M,G) ∩ Gbd
c,n(M,G).

The quotient

In
c (M,G) = Ic(M,G)/Ic,n(M,G)

of Ic(M,G) therefore injects into the quotient Gbd,n
c (M,G) of Gbd

c (M,G). This in turn implies that the completion

(4.6) Îc(M,G) = lim
←−
n

In
c (M,G)

injects into Ĝbd
c (M,G). We thus have embeddings

Îc(M,G) ⊂ Ĝbd
c (M,G) ⊂ Ĝα

c (M,G) ⊂ Ĝc(M,G),

for any weight function α

As a subspace of Ĝc(M,G), the completion Îc(M,G) is particularly suited to the conventions above. If g belongs

to Îc(M,G) and n ≥ 0, we take gn(γ) to be the canonical representative of gn in Ic(M,G) that is spanned by

the finite set {ρ∨(γ) : ρ ∈ Rc,n(M)}. This means that g(n)(γ) is the canonical element in Ic,n−1(M,G) that is

spanned by the set {ρ∨(γ) : ρ ∈ Rc,(n)(M)}. The formal germ g can therefore be represented by a canonical,

adically convergent series

g =
∑

ρ∈Rc(M)

g(ρ)ρ∨,

or if one prefers, a canonical asymptotic expansion

g(γ) ∼
∑

ρ∈Rc(M)

g(ρ)ρ∨(γ),

for uniquely determined coefficients g(ρ) in C. In particular, suppose that g equals fM , for a Schwartz function

f ∈ C(G). The relative invariant orbital integral fM (γ) then has an asymptotic expansion

fM (γ) ∼
∑

ρ∈Rc(M)

fM (ρ)ρ∨(γ).

We end this section by remarking that the W (M)­invariance we have built into the definitions is not essential.

Its purpose is only to reflect the corresponding property for weighted orbital integrals. We shall sometimes

encounter formal germs for which the property is absent (notably as individual terms in a finite sum that is

W (M)­invariant). There is no general need for extra notation. However, one case of special interest arises

when M1 is a Levi subgroup of M , and c is the image of a class c1 in Γss(M1). Under these conditions, we let

Ĝc1(M1 |M,G) denote the space of formal germs for (M1, G) at c1, defined as above, but with W (M1) replaced

by the stabilizer W (M1 |M) of M in W (M1). There is then a canonical restriction mapping

g −→ gM1 , g ∈ Ĝc(M,G),

from Ĝc(M,G) to Ĝc1(M1 |M,G).
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§5. Statement of the general germ expansions

In §2, we introduced asymptotic expansions for the invariant orbital integrals

JG(γ, f) = fG(γ). Our goal is now to establish formal germ expansions for the more general weighted or­

bital integrals JM (γ, f). We shall state the general expansions in this section. The proof of the expansions will

then take up much of the remaining part of the paper.

Recall that the weighted orbital integrals depend on a choice of maximal compact subgroupK ⊂ G(R), as well as

the Levi subgroupM . The formal germ expansions will of course also depend on a fixed element c ∈ Γss(M). The

theorem we are about to state asserts the existence of two families of objects attached to the 4­tuple (G,K,M, c),

which depend also on bases

Rc(L) ⊂ Dc(L), L ∈ L(M),

chosen as in Lemma 1.1.

The first family is a collection of tempered distributions

(5.1) f −→ JL(ρ, f), L ∈ L(M), ρ ∈ Rc(L),

on G(R), which reduce to the invariant distributions

JG(ρ, f) = fG(ρ), ρ ∈ Rc(G),

when L = G, and in general are supported on the closed, G(R)­invariant subset Uc(G) of G(R). The second

family is a collection of formal germs

(5.2) gL
M (ρ), L ∈ L(M), ρ ∈ Rc(L),

in Ĝc(M,L), which reduce to the homogeneous germs

gM
M (ρ) = ρ∨, ρ ∈ Rc(M),

when L = M , and in general have the convergence property

(5.3) lim
ρ→∞

(
gL

M (ρ)
)

= 0.

This implies that the series

gL
M

(
JL,c(f)

)
=

∑

ρ∈Rc(L)

gL
M (ρ)JL(ρ, f)

converges in (the adic topology of) Ĝc(M,L), for any f ∈ C(G). The continuity of the linear forms (5.1) also

implies that the mapping

f −→ gL
M

(
JL,c(f)

)

from C(G) to Ĝc(M,L) is continuous (in the complex topology of Ĝc(M,L).) The objects will also have a functorial

property, which can be formulated as an assertion that for any L and f ,

(5.4) gL
M

(
JL,c(f)

)
is independent of the choice of basis Rc(L).
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The two families of objects will have other properties, which are parallel to those of weighted orbital integrals. If

y lies in G(R), the distributions (5.1) are to satisfy

(5.5) JL(ρ, fy) =
∑

Q∈F(L)

J
MQ

L (ρ, fQ,y), f ∈ C(G).

If z belongs to Z(G), we require that

(5.6) JL(ρ, zf) = JL(zLρ, f)

and

(5.7) gL
M (ẑLρ) =

∑

S∈LL(M)

∂S
M (zS)gL

S (ρ)M .

Finally, suppose that θ: G → θG is an isomorphism over R. The two families of objects are then required to

satisfy the symmetry conditions

(5.8) JθL(θρ, θf) = JL(ρ, f)

and

(5.9) gθL
θM (θρ) = θgL

M (ρ),

relative to the basis Rθc(θL) = θRc(L) of Dθc(θL).

Given objects (5.1) and (5.2), consider the sum

gM,c(f) =
∑

L∈L(M)

gL
M

(
JL,c(f)

)
.

Then gM,c is, a priori, a continuous map from C(G) to a space of formal germs that lack the property of symmetry

by W (M). However, suppose that θ = Int(w), for a representative w ∈ K of some element in the Weyl group

W (M). Then

θgM,c(f) =
∑

L

∑

ρ

θgL
M (ρ) · JL(ρ, f)

=
∑

L

∑

ρ

gθL
θM (θρ)JθL(θρ, θf),

by (5.8) and (5.9). Since θM equals M and JθL(θρ, θf) equals JθL(θρ, f), we obtain

θgM,c(f) =
∑

L

∑

ρ

gθL
M (θρ)JθL(θρ, f)

=
∑

L

∑

ρ

gL
M (ρ)JL(ρ, f) = gM,c(f),

from the condition (5.4). It follows that gM,c(f) is symmetric under W (M), and therefore that gM,c(f) lies in the

space Ĝc(M,G). In other words, gM,c can be regarded as a continuous linear map from C(G) to Ĝc(M,G).
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Theorem 5.1. There are distributions (5.1) and formal germs (5.2) such that the conditions (5.3)–(5.9) hold,

and such that for any f ∈ C(G), the weighted orbital integral JM (f) has a formal germ expansion given by

the sum

(5.10)
∑

L∈L(M)

gL
M

(
JL,c(f)

)
=

∑

L∈L(M)

∑

ρ∈Rc(L)

gL
M (ρ)JL(ρ, f).

Theorem 5.1 asserts that the sum (5.10) represents the same element in Ĝc(M,G) as JM (f). In other words, the

weighted orbital integral has an asymptotic expansion

JM (γ, f) ∼
∑

L

∑

ρ

gL
M (γ, ρ)JL(ρ, f).

This is the archimedean analogue of the germ expansion for weighted orbital integrals on a p­adic group ([A3],

[A8]). We should note that the formal germs gL
M (ρ) are more complicated in general than in the special case

of L = M = G treated in §2. For example, if M = G, the formal germs can be identified with homogeneous

functions gG
G(γ, ρ) = ρ∨(γ). In the general case, each gL

M (γ, ρ) does have to be treated as an asymptotic series.

The functorial condition (5.4) seems entirely natural in the light of the main assertion of Theorem 5.1. We observe

that (5.4) amounts to a requirement that the individual objects (5.1) and (5.2) be functorial in ρ. More precisely,

suppose that for each L, R′c(L) = {ρ′} is a second basis of Dc(L). The condition (5.4) is equivalent to the

transformation formulas

(5.4.1) JL(ρ′, f) =
∑

ρ

aL(ρ′, ρ)JL(ρ, f)

and

(5.4.2) gL
M (ρ′) =

∑

ρ

a∨L(ρ′, ρ)gL
M (ρ),

where AL = {aL(ρ′, ρ)} is the transformation matrix for the bases {ρ′} and {ρ}, and A∨L = {a∨L(ρ′, ρ)} = tA−1
L

is the transformation matrix for the dual bases {(ρ′)∨} and {ρ∨}. In the special case that M = G, these formulas

are consequences of the constructions in §1 and §2 (as is (5.4)). In general, they follow inductively from this

special case and the condition (5.4) (with L taken to be either M or G). The two formulas tell us that for any L,

the two families of objects are functorial in the following sense. The distributions (5.1) are given by a mapping

f → JL,c(f) from C(G) to Dc(L)∗ such that

JL(ρ, f) = 〈ρ, JL,c(f)〉, ρ ∈ Rc(L).

The formal germs (5.2) are given by an element gL
M in the (adic) tensor product

Ĝc(M,L) ⊗Dc(L) such that

〈gL
M , ρ〉 = gL

M (ρ), ρ ∈ Rc(L).

The distribution in (5.4) can thus be expressed simply as a pairing

gL
M

(
JL,c(f)

)
= 〈gL

M , JL,c(f)〉.

However, we shall retain the basis dependent notation (5.1) and (5.2), in deference to the traditional formulation

of p­adic germ expansions.
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The formal germ expansion for JM (f) is the main result of the paper. We shall actually need a quantitative form

of the expansion, which applies to partial sums in the asymptotic series, and is slightly stronger than the assertion

of Theorem 5.1.

It follows from (5.3) and the definition of the adic topology on Ĝc(M,L) that there is a weight function α such

that gL
M (ρ) belongs to Ĝα

c (M,L), for all L and ρ. Given such an α, and any n ≥ 0, our conventions dictate that

we write gL,n
M (ρ) for the projection of gL

M (ρ) onto the quotient Gα,n
c (M,L) of Ĝα

c (M,L), and gL,n
M (γ, ρ) for a

representative of gL,n
M (ρ) in Fα

c (V, L). We assume that gL,n
M (γ, ρ) = 0, if gL,M

M (ρ) = 0. The sum

(5.11) Jn
M (γ, f) =

∑

L

∑

ρ

gL,n(γ, ρ)JL(ρ, f)

can then be taken over a finite set. Our second theorem will include a slightly sharper form of the symmetry

condition (5.9), namely that the functions gL,n
M (γ, ρ) can be chosen so that

(5.9)∗ gθL,n
θM (θγ, θρ) = gL,n

M (γ, ρ),

for θ as in (5.9). This condition, combined with the remarks prior to the statement of Theorem 5.1, tells us that

(5.11) is invariant under the action of W (M) on γ. The function Jn
M (γ, f) therefore belongs to Fα

c (V,G). It is

uniquely determined up to a finite sum

(5.12)
∑

i

φi(γ)Ji(f),

for tempered distributions Ji(f) and functions φi(γ) in Fα
c,n(V,G).

According to Corollary 3.2, we can choose α so that the weighted orbital integral JM (γ, f) also belongs to

Fα
c (V,G).

Theorem 5.1∗. We can chose the weight function α above so that α(1) equals 0 and the symmetry condition

(5.9)∗ is valid, and so that for any n, the mapping

f −→ JM (γ, f) − Jn
M (γ, f), f ∈ C(G),

is a continuous linear transformation from C(G) to the space Fα
c,n(V,G).

Remarks. 1. The statement of Theorem 5.1∗ is well posed, even though the mapping is determined only up to a

finite sum (5.12). For (5.12) represents a continuous linear mapping from C(G) to Fα
c,n(V,G). In other words, the

difference

Kn
M (γ, f) = JM (γ, f) − Jn

M (γ, f)

is defined up to a function that satisfies the condition of the theorem.

2. In concrete terms, Theorem 5.1∗ asserts the existence of a continuous seminorm µα
σ,ε,n on C(G), for each

σ = (T,Ω, X) in Sc(M,G), each ε > 0, and each n ≥ 0, such that

|XKn
M (γ, f)| ≤ µα

σ,ε,n(f)|Dc(γ)|
−(α(X)+ε)‖`c(γ)‖

(n,X),

for every γ ∈ VΩ and f ∈ C(G). This can be regarded as the analogue of Taylor’s formula with remainder. The

germ expansion of Theorem 5.1 is of course analogous to the asymptotic series provided by Taylor’s theorem. In

particular, Theorem 5.1∗ implies the germ expansion of Theorem 5.1.
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We are going to prove Theorems 5.1 and 5.1∗ together. The argument will be inductive. We fix the 4­tuple of

objects (G,K,M, c), and assume inductively that the two theorems have been established for any other 4­tuple

(G1,K1,M1, c1), with

dim(AM1/AG1) < dim(AM/AG).

In particular, we assume that the distributions JL(·, f) have been defined for any L ) M , that the formal germs

gL
M (·) have been defined for any L ( G, and that both sets of objects satisfy conditions of the theorems. Our task

will be to construct distributions JM (·, f) and formal germs gG
M (·) that also satisfy the required conditions.

We shall begin the proof in the next section. In what remains of this section, let us consider the question of how

closely the conditions of Theorem 5.1 come to determining the distributions and formal germs uniquely. Assume

that we have been able to complete the induction argument by constructing the remaining distributions JM (·, f)

and formal germs gG
M (·). To what degree are these objects determined by the distributions and formal germs for

lower rank whose existence we have postulated?

Suppose for a moment that ρ ∈ Rc(M) is fixed. Let ∗JM (ρ, f) be an arbitrary distribution on G(R) that is

supported on Uc(G), and satisfies (5.5) (with L = M ). That is, we suppose that

∗JM (ρ, fy) = ∗JM (ρ, f) +
∑

Q∈F0(M)

J
MQ

M (ρ, fQ,y),

for any y ∈ G(R). Applying (5.5) to JM (ρ, f), we deduce that the difference

f −→ ∗JM (ρ, f) − JM (ρ, f)

is an invariant tempered distribution that is supported on Uc(G). It follows that

(5.13) ∗JM (ρ, f) = JM (ρ, f) +
∑

ρG∈Rc(G)

c(ρ, ρG)fG(ρG),

for complex coefficients {c(ρ, ρG)} that vanish for almost all ρG.

Suppose now that ∗JM (·, f) and ∗gG
M (·) are arbitrary families of objects that satisfy the relevant conditions of

Theorem 5.1. For each ρ ∈ Rc(M), the distributions ∗JM (ρ, f) and JM (ρ, f) then satisfy an identity (5.13), for

complex coefficients

(5.14) c(ρM , ρG), ρM ∈ Rc(M), ρG ∈ Rc(G),

that for any ρM , have finite support in ρG. The terms with L 6= M , G in the formal germ expansion (5.10) are

assumed to have been chosen. It follows that the difference

gG
M

(
JG,c(f)

)
− ∗gG

M

(
JG,c(f)

)
=

∑

ρG∈Rc(G)

(
gG

M (ρG) − ∗gG
M (ρG)

)
fG(ρG)

equals

gM
M

(
∗JM,c(f)

)
− gM

M

(
JM,c(f)

)
=

∑

ρM∈Rc(M)

ρ∨M
(
∗JM (ρM , f) − JM (ρM , f)

)

=
∑

ρG∈Rc(G)




∑

ρM∈Rc(M)

ρ∨Mc(ρM , ρG)



 fG(ρG).
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Comparing the coefficients of fG(ρG), we find that

(5.15) ∗gG
M (ρ) = gG

M (ρ) −
∑

ρM∈Rc(M)

ρ∨Mc(ρM , ρ),

for any ρ ∈ Rc(G). The general objects ∗JM (·, f) and ∗gG
M (·) could thus differ from the original ones, but only in

a way that is quite transparent. Moreover, the coefficients (5.14) are governed by the conditions of Theorem 5.1.

If z belongs to Z(G), they satisfy the equation

(5.16) c(ρM , ẑρG) = c(zMρM , ρG).

They also satisfy the symmetry condition

(5.17) c(θρM , θρG) = c(ρM , ρG),

for any isomorphism θ: G→ θG over R. Finally, they satisfy the transformation formula

(5.18) c(ρ′M , ρ′G) =
∑

ρM

∑

ρG

aM (ρ′M , ρM )c(ρM , ρG)a∨G(ρ′G, ρG)

for change of bases, with matrices {aM (ρ′M , ρM )} and {a∨G(ρ′G, ρG)} as in (5.4.1) and (5.4.2).

Conversely, suppose that ∗JM (·, f) and ∗gG
M (·) are defined in terms of JM (·, f) and gG

M (·) by (5.13) and (5.15), for

coefficients (5.14) that satisfy (5.16)–(5.18). It is then easy to see that ∗JM (·, f) and ∗gG
M (·) satisfy the conditions

of Theorems 5.1 and 5.1∗. We obtain

Proposition 5.2. Assume that Theorems 5.1 and 5.1∗ are valid for distributions JL(·, f) and formal germs

gL
M (·). Let ∗JL(·, f) and ∗gL

M (·) be secondary families of such objects for which ∗JL(·, f) = JL(·, f) if L 6= M ,

and ∗gL
M (·) = gL

M (·) if L 6= G. Then Theorems 5.1 and 5.1∗ are valid for ∗JL(·, f) and ∗gL
M (·) if and only if

the relations (5.13) and (5.15) hold, for coefficients (5.14) that satisfy the conditions (5.16)–(5.18). �
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§6. Some consequences of the induction hypotheses

We shall establish Theorems 5.1 and 5.1∗ over the next four sections. In these sections,G,K ,M and cwill remain

fixed. We are assuming inductively that the assertions of the theorems are valid for any (G1,K1,M1, c1), with

dim(AM1/AG1) < dim(AM/AG).

In this section, we shall see what can be deduced directly from this induction assumption.

Let L be a Levi subgroup of G in L(M) that is distinct from both M and G. The terms in the series

gL
M

(
JL,c(f)

)
=

∑

ρ∈Rc(L)

gL
M (ρ)JL(ρ, f), f ∈ C(G),

are then defined, according to our induction assumption. The series converges to a formal germ in Ĝc(M,L) that

is independent of the basis Rc(L), as we see by applying (5.3), (5.4.1) and (5.4.2) inductively to L. Moreover, the

mapping

f −→ gL
M

(
JL,c(f)

)
, f ∈ C(G),

is a continuous linear transformation from C(G) to Ĝc(M,L). We begin by describing three simple properties of

this mapping.

Suppose that y ∈ G(R). We can then consider the value

gL
M

(
JL,c(f

y)
)

=
∑

ρ∈Rc(L)

gL
M (ρ)JL(ρ, fy)

of the mapping at the y­conjugate of f . Since

dim(AL/AG) < dim(AM/AG),

we can apply the formula (5.5) inductively to JL(ρ, fy). We obtain

∑

ρ∈Rc(L)

gL
M (ρ)JL(ρ, fy) =

∑

ρ∈Rc(L)

∑

Q∈F(L)

gL
M (ρ)J

MQ

L (ρ, fQ,y)

=
∑

Q

(
∑

ρ

gL
M (ρ)J

MQ

L (ρ, fQ,y)

)
.

It follows that

(6.1) gL
M

(
JL,c(f

y)
)

=
∑

Q∈F(L)

gL
M

(
J

MQ

L,c (fQ,y

)
, f ∈ C(G).

Suppose that z ∈ Z(G). Consider the value

gL
M

(
JL,c(zf)

)
=

∑

ρ∈Rc(L)

gL
M (ρ)JL(ρ, zf)

of the mapping at the z­transform of f . Since

dim(AL/AG) < dim(AM/AG),
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we can apply the formula (5.6) to JL(ρ, zf). We obtain

∑

ρ∈Rc(L)

gL
M (ρ)JL(ρ, zf) =

∑

ρ

gL
M (ρ)JL(zLρ, f)

=
∑

ρ∈Rc(L)

gL
M (ẑLρ)JL(ρ, f),

by the definition of the transpose ẑL. Since

dim(AM/AL) < dim(AM/AG),

we can apply the formula (5.7) inductively to gL
M (ẑLρ). We obtain

∑

ρ∈Rc(L)

gL
M (ẑLρ)JL(ρ, f) =

∑

ρ

∑

S∈LL(M)

(
∂S

M (zS)gL
S (ρ)M

)
JL(ρ, f)

=
∑

S

∂S
M (zS)

(
∑

ρ

gL
S (ρ)MJL(ρ, f)

)
.

It follows that

(6.2) gL
M

(
JL,c(zf)

)
=

∑

S∈LL(M)

∂S
M (zS)gL

S

(
JL,c(f)

)
M
, f ∈ C(G).

Finally, suppose that θ: G → θG is an isomorphism over R. Consider the composition

θgL
M

(
JL,c(f)

)
=

∑

ρ∈Rc(L)

θgL
M (ρ) · JL(ρ, f)

of the mapping with θ. Since

dim(AL/AG) < dim(AM/AG),

we can apply (5.8) to JL(ρ, f). Since

dim(AM/AL) < dim(AM/AG),

we can apply (5.9) to gL
M (ρ). It follows that

(6.3) gθL
θM

(
JθL,θc(θf)

)
= θgL

M

(
JL,c(f)

)
.

The main assertion of Theorem 5.1 is that the difference

KM (f) = JM (f) −
∑

L∈L(M)

gL
M

(
JL,c(f)

)
,

regarded as an element in Ĝc(M,G), vanishes. We are not yet in a position to investigate this question, since we

have not defined the terms in the series with L = M and L = G. We consider instead the partial difference

(6.4) K̃M (f) = JM (f) −
∑

{L∈L(M): L6=M,G}

gL
M

(
JL,c(f)

)
, f ∈ C(G),

regarded again as an element in Ĝc(M,G).
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Lemma 6.1. Suppose that f ∈ C(G) and y ∈ G(R). Then

(6.5) K̃M (fy) − K̃M (f) =
∑

Q∈F0(M)

gM
M

(
J

MQ

M,c(fQ,y)
)
.

Proof. The left hand side of (6.5) equals

(
JM (fy) − JM (f)

)
−

∑

L6=M,G

(
gL

M

(
JL,c(f

y)
)
− gL

M

(
JL,c(f)

))
.

We apply (3.1) to the term on the left, and (6.1) to each of the summands on the right. The expression becomes

∑

Q∈F0(M)

J
MQ

M (fQ,y) −
∑

L6=M

∑

Q∈F0(L)

gL
M

(
J

MQ

L,c (fQ,y)
)
.

We take the second sum over Q outside the sum over L. The new outer sum is then over Q ∈ F 0(M), while the

new inner sum is over Levi subgroupsL ∈ LMQ(M) withL 6= M . SinceQ 6= G, the formal germ gM
M

(
J

MQ

M,c(fQ,y)
)

is defined, according to the induction assumption. We can therefore take the new inner sum over all elements

L ∈ LMQ(M), provided that we then subtract the term corresponding to L = M . The left hand side of (6.5) thus

equals the sum of

∑

Q∈F0(M)


JMQ

M (fQ,y) −
∑

L∈LMQ (M)

gL
M

(
J

MQ

L,c (fQ,y)
)



and ∑

Q∈F0(M)

gM
M

(
J

MQ

M,c(fQ,y)
)
.

The first of these expressions reduces to a sum,

∑

Q∈F0(M)

K
MQ

M (fQ,y),

whose terms vanish by our induction assumption. The second expression is just the right hand side of (6.5). The

formula (6.5) follows. �

In stating the next lemma, we write fG,c for the function

JG,c(f) : ρ −→ JG(ρ, f) = fG(ρ), ρ ∈ Rc(G),

to remind ourselves that it is invariant in f .

Lemma 6.2. Suppose that f ∈ C(G) and z ∈ Z(G). Then

(6.6) K̃M (zf) − ∂
(
h(z)

)
K̃M (f) =

∑

{L∈L(M): L6=M}

∂L
M (zL)gG

L (fG,c)M .

Proof. The left hand side of (6.6) equals

(
JM (zf) − ∂

(
h(z)

)
JM (f)

)
−

∑

L6=M,G

(
gL

M

(
JL,c(zf)

)
− ∂

(
h(z)

)
gL

M

(
JL,c(f)

))
.
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We apply (3.2) to the term on the left, and (6.2) to each of the summands on the right. The expression becomes

∑

S

∂S
M (zS)JS(f) −

∑

L,S

∂S
M (zS)gL

S

(
JL,c(f)

)
M
,

where the first sum is over Levi subgroups S ∈ L(M) with S 6= M , and the second sum is over groups L and S

in L(M) with

M ( S ⊂ L ( G.

This second sum can obviously be represented as an iterated sum over elements S ∈ L(M) with S 6= M , and

elements L ∈ L(S) with L 6= G. Since S 6= G, the formal germ gL
S

(
JL,c(f)

)
M

is defined, according to the

induction assumption. We can therefore sum L over all elements in L(S), provided that we then subtract the

term corresponding to L = G. The left hand side of (6.6) thus equals the sum of

∑

{S∈L(M): S 6=M}

∂S
M (zS)


JS(f) −

∑

L∈L(S)

gL
M

(
JL,c(f)

)
M




and ∑

{S∈L(M): S 6=M}

∂S
M (zS)gG

S

(
JG,c(f)

)
M
.

The first of these expressions reduces to a sum,

∑

S 6=M

∂S
M (zS)KS(f)M ,

whose terms vanish by our induction assumption. The second expression equals

∑

{L∈L(M): L6=M}

∂L
M (zL)gG

L (fG,c)M ,

the right hand side of (6.6). The formula (6.6) follows. �

Lemmas 6.1 and 6.2 can be interpreted as identities

K̃M (γ, fy) − K̃M (γ, f) =
∑

Q∈F0(M)

gM
M

(
γ, J

MQ

M,c(fQ,y)
)
, f ∈ C(G),

and

K̃M (γ, zf)− ∂
(
h(z)

)
K̃M (γ, f) =

∑

L6=M

∂L
M (γ, zL)gG

L (γ, fG,c), f ∈ C(G),

of asymptotic series. What do these identities imply about the partial sums in the series? The question is not

difficult, but in the case of Lemma 6.2 at least, it will require a precise answer.

As in the preamble to Theorem 5.1∗, we can choose a weight function α such that for each L 6= G and ρ ∈ Rc(L),

gL
M (ρ) belongs to Ĝα

c (M,L). By applying the first assertion of Theorem 5.1∗ inductively to (L,K ∩ L,M, c) (in

place of (G,K,M, c)), we see that αmay be chosen so that α(1) equals zero. By Corollary 3.2, we can also assume

that α is such that f → JM (γ, f) is a continuous linear transformation from C(G) to Fα
c (V,G). Having chosen

α, we set

(6.7) J̃n
M (γ, f) =

∑

L6=M,G

∑

ρ∈Rc(L)

gL,n
M (γ, ρ)JL(ρ, f),
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for any n ≥ 0. The sums in this expression can be taken over finite sets, while the functions gL,n
M (γ, ρ) can be

assumed inductively to satisfy the symmetry condition (5.9)∗. The function

(6.8) K̃n
M (γ, f) = JM (γ, f) − J̃n

M (γ, f), f ∈ C(G),

is then invariant under the action of W (M) on γ, and is uniquely determined up to a continuous linear mapping

from C(G) to Fα
c,n(V,G).

The following analogue of Corollary 3.2 is an immediate consequence of these remarks.

Lemma 6.3. There is a weight function α with α(1) = 0, such that for any n, the mapping

f −→ K̃n
M (γ, f), f ∈ C(G),

defines a continuous linear transformation from C(G) to Fα
c (V,G). �

We shall now state our sharper form of Lemma 6.2. We assume for simplicity that c is not G­regular, or in other

words, that the function Dc is nontrivial. The identity in Lemma 6.2 concerns an element z ∈ Z(G). In order

to estimate the terms in this identity, we fix a triplet σ = (T,Ω, X) in Sc(M,G). For any n ≥ 0, we then write

kn
z,σ(γ, f) for the function

X
(
K̃n

M (γ, zf)− ∂
(
hT (z)

)
K̃n

M (γ, f)
)
−
∑

L6=M

∂L
M (γ, zL)gG,n

L (γ, fG,c)
)

of γ ∈ VΩ.

Lemma 6.4. Given z and σ, we can choose a positive number a with the property that for any n ≥ 0, the

functional

νa,n
z,σ (f) = sup

γ∈VΩ

(
|kn

z,σ(γ, f)||Dc(γ)|
a‖`c(γ)‖

−(n+1)
)
, f ∈ C(G),

is a continuous seminorm on C(G).

Proof. The assertion is a quantitative reformulation of Lemma 6.2 that takes into account its dependence on f .

The proof is in principle the same. However, we do require a few preliminary comments to allow us to interpret

the earlier argument.

There is of course some ambiguity in the definition of kn
z,σ(γ, f). The definition is given in terms of the restrictions

to VΩ of the functions K̃n
M (γ, zf), K̃n

M (γ, f) and gG,n
L (γ, fG,c) in Fα

c (V,G). For a given n, these functions are

each defined only up to a continuous linear map from C(G) to Fα
c,n(V,G). It is actually the images of the three

functions under three linear transformations

φ −→XφΩ,

φ −→X∂
(
hT (z)

)
φΩ,

and

φ −→X∂L
M (γ, zL)φΩ, φ ∈ Fα

c (V,G), L 6= M,

that occur in the definition of kn
z,σ(γ, f). Each transformation is given by a linear partial differential operator on

TG­reg(R) whose coefficients are at worst algebraic. SinceDc 6= 1, the notation of §4 simplifies slightly. Recalling

the remark preceding the statement of Lemma 4.1, we see that there is a positive number a0 with the property that

for any a ≥ a0, and any n, each of the three linear transformations maps Fα
c,n(V,G) continuously to F a

c,n(V,G).

It follows that kn
z,σ(γ, f) is determined up to a continuous linear mapping from C(G) to F a

c,n(V,G). In other
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words, kn
z,σ(γ, f) is well defined up to a function that satisfies the condition of the lemma. This means that it

would suffice to establish the lemma with any particular choice for each of the three functions.

The main ingredient in the proof of Lemma 6.2 was the formula (6.2), which we can regard as an identity

gL
M

(
γ, JL,c(zf)

)
=

∑

S∈LL(M)

∂S
M (γ, zS)gL

S

(
γ, JL,c(f)

)

of asymptotic series. To prove the lemma at hand, we need a corresponding identity of partial sums. For each S,

we choose a weight function β such that the formal germ gL
S

(
JL,c(f)

)
lies in Ĝβ

c (S,L). For any positive integer

m, gL,m
S

(
γ, JL,c(f)

)
then denotes a representative in Fβ

c (V, L) of the corresponding m­jet. After a moment’s

thought, it is clear that we can assign an integer m > n to every n such that

gL,n
M

(
γ, JL,c(zf)

)
=

∑

S∈LL(M)

∂S
M (γ, zS)gL,m

S

(
γ, JL,c(f)

)
.

The left hand side here stands for some particular representative of gL,n
M

(
JL,c(zf)

)
in Fα

c (V, L), rather than the

general one. Its sum over Levi subgroups L 6= M , G yields a particular choice for the function K̃n
M (γ, f) that

occurs in the definition of kn
z,σ(γ, f). As we have noted, this is good enough for the proof of the lemma.

Armed with the last formula, we have now only to copy the proof of Lemma 6.2. A review of the earlier argument

leads us directly to a formula

kn
z,σ(γ, f) =

∑

S 6=M

X∂S
M (γ, zS)Km

S (γ, f), γ ∈ VΩ.

We are free to apply Theorem 5.1∗ inductively to the summandKm
S (γ, f), since S 6= M . We thereby observe that

f → Km
S (γ, f) is a continuous linear transformation from C(G) to Fβ

c,m(V,G). Since Dc 6= 1, we know from the

discussion in §4 that there is an a ≥ a0 such that for any n, and any m ≥ n, the linear transformation

φ −→X∂S
M (γ, zS)φΩ, φ ∈ Fβ

c,m(V,G),

maps Fβ
c,m(V,G) continuously to F a

c,n(VΩ, G). It follows that for any n, the map

f −→ kn
z,σ(γ, f), f ∈ C(G),

is a continuous linear transformation from C(G) to Fa
c,n(VΩ, G). The assertion of the lemma then follows from

the definition of F a
c,n(VΩ, G). �

Recall that for any nonnegative integer N , Cc,N (G) denotes the subspace of C(G) annihilated by Rc,N (G). This

subspace is of finite codimension in C(G), and is independent of the choice of basis Rc(G).

Lemma 6.5. For any n ≥ 0, we can choose an integer N so that if f belongs to Cc,N (G), the function kn
z,σ(γ, f)

simplifies to

kn
z,σ(γ, f) = X

(
K̃n

M (γ, zf) − ∂
(
hT (z)

)
K̃n

M (γ, f)
)
, γ ∈ VΩ.

Proof. We have to show that the summands

gG,n
L (γ, fG,c) =

∑

ρ∈Rc(G)

gG,n
L (γ, ρ)fG(ρ), L 6= M,

in the original definition of kn
z,σ(γ, f) vanish for the given f . Applying (5.3) inductively (with (G,M) replaced

by (G,L)), we see that the (α, n)­jet gG
L (ρ) vanishes for all but finitely many ρ. We can therefore choose N so
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that for each L, the function gG,n
L (γ, ρ) vanishes for any ρ in the complement of Rc,N (G) in Rc(G). The lemma

follows. �

Finally, we note that that K̃M (f) transforms in the obvious way under any isomorphism θ: G → θG over R. If

we apply (3.3) and (6.3) to the definition (6.4), we see immediately that

(6.9) K̃θM (θf) = θK̃M (f), f ∈ C(G).

Moreover, for any n ≥ 0, the function (6.8) satisfies the symmetry condition

(6.10) K̃n
θM (θγ, θf) = K̃n

M (γ, f), γ ∈ VG­reg, f ∈ C(G).

This follows from our induction assumption that the relevant terms in (6.7) satisfy (5.9)∗.



Germ expansions for real groups 41

§7. An estimate

We have been looking at some of the more obvious implications of our induction hypothesis. We are now ready

to begin a construction that will eventually yield the remaining objects gG
M (ρ) and IM (ρ, f). We shall carry out

the process in the next section. The purpose of this section is to establish a key estimate for the mapping K̃M ,

which will be an essential part of the construction. The estimate is based on an important technique [H1] that

Harish­Chandra developed from the differential equations (1.2).

Recall that K̃M is a continuous linear transformation from C(G) to Ĝc(M,G). We choose a weight functionα as in

Lemma 6.3. For any n ≥ 0, f → K̃n
M (f) and

f → K̃n
M (γ, f) then represent continuous linear mappings from C(G) onto the respective spaces Gα,n

c (M,G) and

Fα
c (V,G). To focus the discussion, let us write ψn

M for the restriction of K̃n
M to some given subspace Cc,N (G) of

C(G). Then

f −→ ψn
M (γ, f) = K̃n

M (γ, f), f ∈ Cc,N (G),

is a continuous linear mapping from Cc,N (G) to Fα
c (V,G). For all intents and purposes, we shall take N to be

any integer that is large relative to n, and that in particular has the property of Lemma 6.5. This will lead us to

an estimate for ψn
M (γ, f) that is stronger than the bound implied by the definition of Fα

c (V,G).

To simplify the statement of the estimate, we may as well rule out the trivial case that c is G­regular, as we did

in Lemma 6.4. In other words, we assume that dim(Gc/T ) > 0, for any maximal torus T ∈ Tc(M). We fix T ,

together with a connected component Ω ∈ π0,c

(
TG­reg(R)

)
. Consider the open subset

VΩ(a, n) =
{
γ ∈ VΩ : |Dc(γ)|

−a‖`c(γ)‖
n < 1

}

of TG­reg(R), defined for any a > 0 and any nonnegative integer n. Our interest will be confined to the case that

the closure of VΩ(a, n) contains c. This condition will obviously be met if n is large relative to a, or more precisely,

if n is greater than the integer

a+ = a dim(Gc/T ).

According to our definitions, any function in the space Fα
c,n(V,G) will be bounded on VΩ(a, n), for any a > α(1).

(We assume of course that the invariant function `c(γ) is bounded on V .) The function ψn
M (γ, f) above lies a

priori only in the larger space Fα
c (V,G). However, the next lemma asserts that for N large, the restriction of

ψn
M (γ, f) to VΩ(a, n) is also bounded.

More generally, we shall consider the derivative Xψn
M (γ, f), for any (translation) invariant differential operator

X on T (R). Given X , we assume that a is greater than the positive number

α+(X) = α(X) + deg(X) dim(Gc/T )−1.

Then if n > a+, as above, and ε > 0 is small, n will be greater than deg(X), and

|Dc(γ)|
−(α(X)+ε)‖`c(γ)‖

(n,X) = |Dc(γ)|
−(α(X)+ε)‖`c(γ)‖

n+1−deg X

≤ C|Dc(γ)|
−a‖`c(γ)‖

n+1, γ ∈ Vreg,

for some constant C . It follows that the X­transform of any function in Fα
c,n(V,G) is bounded by a constant

multiple of ‖`c(γ)‖ on VΩ(a, n), and is therefore absolutely bounded on VΩ(a, n). We are going to show that for

N large, the function Xψn
M (γ, f) is also bounded on VΩ(a, n).
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Lemma 7.1. Given the triplet σ = (T,Ω, X), we can choose a positive integer a > α+(X) with the property

that for any n > a+, and for N large relative to n, the function

f −→ sup
γ∈VΩ(a,n)

|Xψn
M (γ, f)|, f ∈ Cc,N (G),

is a continuous seminorm on Cc,N (G).

Proof. We should first check that the statement of the lemma is well posed, even though the function ψn
M (γ, f) is

not uniquely determined. As in the remark preceding the statement of Theorem 5.1∗, we observe that ψn
M (γ, f)

is defined only up to a finite sum ∑

i

φi(γ)Ji(f), f ∈ Cc,N (G),

for tempered distributions Ji(f) and functions φi(γ) in Fα
c,n(V,G). From the discussion above, we see that the

function ∑

i

(
Xgi(γ)

)
Ji(f)

is bounded on VΩ(a, n), and in fact, can be bounded by a continuous seminorm in f . In other words,Xψn
M (γ, f)

is well defined up to a function that satisfies the condition of the lemma. The condition therefore makes sense for

Xψn
M (γ, f).

Let u1 = 1, u2, . . . , uq be a basis of the G­harmonic elements in S
(
t(C)

)
. Any element in S

(
t(C)

)
can then be

written uniquely in the form ∑

j

ujhT (zj), zj ∈ Z(G).

For any n ≥ 0, f ∈ Cc,N (G), and γ ∈ VΩ, we write

ψn
i (γ, f) = ψn

M,i(γ, f) = ∂(ui)ψ
n
M (γ, f), 1 ≤ i ≤ q.

Our aim is to estimate the functions

(7.1) ∂(u)ψn
i (γ, f), u ∈ S

(
t(C)

)
, 1 ≤ i ≤ q.

The assertion of the lemma will then follow from the case i = 1 and X = ∂(u).

Consider a fixed element u ∈ S
(
t(C)

)
. For any i, we can write

uui =

q∑

j=1

hT (zij)uj ,

for operators zij = zu,ij in Z(G). This allows us to write (7.1) as the sum of

∑

j

ψn
j (γ, zijf)

with

(7.2)
∑

j

∂(uj)
(
∂
(
hT (zij)

)
ψn

M (γ, f) − ψn
M (γ, zijf)

)
.

We shall estimate the two expressions separately.
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The first step is to apply Lemma 6.4 to the summands in (7.2). For any given n, we choose N to be large enough

that the summands have the property of Lemma 6.5. In other words, the expression (7.2) is equal to a sum of

functions

−
∑

j

kn
zij ,σj

(γ, f), σj =
(
T,Ω, ∂(uj)

)
, f ∈ Cc,N (G),

defined as in the preamble to Lemma 6.4. Applying Lemma 6.4 to each summand, we obtain a positive number

a with the property that for any n, and for each i and j, the functional

νa,n
zij ,σj

(f) = sup
γ∈VΩ

(
|kn

zij ,σj
(γ, f)||Dc(γ)|

a‖`c(γ)‖
−(n+1)

)

is a continuous seminorm on Cc,N (G). Given a, we write νa,n
u (f) for the supremum over 1 ≤ i ≤ q and γ in

VΩ(a, n) of the absolute value of (7.2). It then follows from the definition of VΩ(a, n) that

νa,n
u (f) ≤ C0 sup

i

(∑

j

νn
zij ,σj

(f)
)
, f ∈ Cc,N (G),

where

C0 = sup
γ∈VΩ(a,n)

‖`c(γ)‖.

We conclude that νa,n
u is a continuous seminorm onCc,N(G). The exponentadepends on the elements zij ∈ Z(G),

and these depend in turn on the original elements u. It will be best to express this dependence in terms of an

arbitrary positive integer d. For any such d, we can choose an exponent a = ad so that for any u ∈ S
(
t(C)

)
with

deg(u) ≤ d, the functional νa,n
u (f) is a continuous seminorm on Cc,N (G).

The next step is to combine the estimate we have obtained for (7.2) with the estimate for the functions

ψn
j (γ, zijf) = ∂(uj)K̃

n
M (γ, zijf)

provided by Lemma 6.3. It is a consequence of this lemma that there is an integer b such that for any n, i, and j,

the mapping

f −→ ψn
j (γ, zijf), f ∈ Cc,N (G),

is a continuous linear transformation from Cc,N (G) to F b
c (VΩ, G). (Here, N can be any nonnegative integer.) In

other words, each functional

sup
γ∈VΩ

(
|Dc(γ)|

b|ψn
j (γ, zijf)|

)
, f ∈ Cc,N (G),

is a continuous seminorm on Cc,N (G). We can now handle both expressions in the original decomposition of

(7.1). Our conclusion is that there is a continuous seminorm µn
u on Cc,N (G) such that

|∂(u)ψn
i (γ, f)| ≤ |Dc(γ)|

−bµn
u(f) + νa,n

u (f), f ∈ Cc,N (G),

for every γ in VΩ(a, n). In particular,

|∂(u)ψn
i (γ, f)| ≤ µa,n

u (f)|D(γ)|−b, γ ∈ VΩ(a, n), f ∈ Cc,N (G),

where

µa,n
u (f) = µn

u(f) +
(

sup
γ∈VΩ(a,n)

|Dc(γ)|
b
)
νa,n

u (f)
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is a continuous seminorm on Cc,N (G). We need be concerned only with the index i = 1. We shall write

ψn
u(γ, f) = ∂(u)ψn

M (γ, f) = ∂(u)ψn
1 (γ, f),

in this case. The last estimate is then

|ψn
u(γ, f)| ≤ µa,n

u (f)|Dc(γ)|
−b, γ ∈ VΩ(a, n), f ∈ Cc,N (G),

for any element u ∈ S
(
t(C)

)
with deg(u) ≤ d. Our task is to establish a stronger estimate, in which b = 0.

We emphasize that in the estimate we have already obtained, b is independent of u, and therefore also of d and

a = ad. It is this circumstance that allows an application of the technique of Harish­Chandra from [H1].

For any δ > 0, set

VΩ,δ(a, n) =
{
γ ∈ VΩ(a, n) : ‖`c(γ)‖ < δ

}
.

If γ belongs to the complement of VΩ,δ(a, n) in VΩ(a, n), we have

|Dc(γ)|
a > ‖`c(γ)‖

n ≥ δn.

It follows that the function |Dc(γ)|
b is bounded away from 0 on the complement of VΩ,δ(a, n) in VΩ(a, n). We

have therefore only to show that for some δ, the function

(7.3) sup
γ∈VΩ,δ(a,n)

(
|ψn

u(γ, f)|
)
, f ∈ Cc,N (G),

is a continuous seminorm on Cc,N (G).

Given a and n, we simply choose any δ > 0 that is sufficiently small. We then assign a vector H ∈ t(R) to each

point γ in VΩ,δ(a, n) in such a way that the line segments

(7.4) ψt = γ exp tH, γ ∈ VΩ,δ(a, n), 0 ≤ t ≤ 1,

are all contained in VΩ(a, n), and the end points γ1 = γ expH all lie in the complement of VΩ,δ(a, n) in VΩ(a, n).

We can in fact arrange that the correspondence γ → H has finite image in t(R). We can also assume that the

points (7.4) satisfy an inequality

|Dc(γt)|
−1 ≤ C1t

− dim(Gc/T ), 0 < t ≤ 1,

where C1 is a constant that is independent of the starting point γ in VΩ,δ(a, n). Setting p equal to the product

of dim(Gc/T ) with the integer b, and absorbing the constant C b
1 in the seminorm µa,n

u (f) above, we obtain an

estimate

|ψn
u(γt, f)| ≤ µa,n

u (f)t−p, f ∈ Cc,N (G),

for each of the points γt in (7.4), and any u ∈ S
(
t(C)

)
with deg(u) ≤ d.

The last step is to apply the argument from [H1, Lemma 49]. Observe that

d

dt
ψn

u(γt, f) = ∂(H)ψn
u(γt, f) = ψn

Hu(γt, f).

Therefore ∣∣∣∣
d

dt
ψn

u(γt, f)

∣∣∣∣ ≤ µa,n
Hu(f)t−p,
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for any γt as in (7.4), and any u ∈ S
(
t(C)

)
with det(u) ≤ d− 1. Combining this estimate with the fundamental

theorem of calculus, we obtain

|ψn
u(γt, f)| ≤

∣∣∣∣
∫ 1

t

( d
ds
ψn

u(γs, f)
)
ds

∣∣∣∣+ |ψn
u (γ1, f)|

≤

∫ 1

t

µa,n
Hu(f)s−pds+ µa,n

u (f)

≤
( 1

p− 1

)
µa,n

Hu(f)(t−p+1 − 1) + µa,n
u (f).

It follows that there is a continuous seminorm µa,n
u,1 on Cc,N (G) such that

|ψn
u(γt, f)| ≤ µa,n

u,1(f)t−p+1,

for any γt as in (7.4), and any u ∈ S
(
t(C)

)
with deg(u) ≤ d − 1. Following the proof of [H1, Lemma 49], we

repeat this operation p times. We obtain a continuous seminorm µa,n
µ,p on Cc,N (G) such that

|ψn
u (γt, f)| ≤ µa,n

u,p(f)| log t|,

for any γt as in (7.4), and any u ∈ S
(
t(C)

)
with deg(u) ≤ d− p. Repeating the operation one last time, and using

the fact that log t is integrable over [0, 1], we conclude that there is a continuous seminorm λa,n
u = µa,n

u,p+1 on

Cc,N (G) such that

|ψn
u(γt, f)| ≤ λa,n

u (f), f ∈ Cc,N (G),

for all γt as in (7.4), and any u ∈ S
(
t(C)

)
with deg(u) ≤ d − (p + 1). Setting t = 0, we see that the supremum

(7.3) is bounded by λa,n
u (f), and is therefore a continuous seminorm on Cc,N (G).

We have now finished. Indeed, for the given differential operator X = ∂(u), we set

d = deg(u) + b dim(Gc/T ) + 1 = deg(u) + p+ 1,

where b is the absolute exponent above. We then take a to be the associated number ad. Given a, together with a

positive integer n, we choose δ > 0 as above. The functional (7.3) is then a continuous seminorm on Cc,N (G). As

we have seen, this yields a proof of the lemma. �

Corollary 7.2. Given the triplet σ = (T,Ω, X), we can choose a positive number

a > α+(X) with the property that for any n > a+, and for N large relative to n, the limit

(7.5) χM (σ, f) = lim
γ→c

Xψn
M (γ, f), γ ∈ VΩ(a, n), f ∈ Cc,N (G),

exists, and is continuous in f .

Proof. Once again, the statement is well posed, even though ψn
M (γ, f) is defined only up to a function

∑

i

φi(γ)Ji(f)

in Fα
c,n(V,G). For it follows from the preamble to Lemma 7.1 that theX­transform of any function in Fα

c,n(V,G)

can be written as a product of `c(γ) with a function that is bounded on VΩ(a, n). In particular, Xψn
M (γ, f) is well

defined up to a function on VΩ(a, n) whose limit at c vanishes.
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Given σ, and thus X , we choose a so that the assertion of the lemma holds for all the differential operators

∂(H)X, H ∈ t(C).

The first derivatives

∂(H)Xψn
M (γ, f), γ ∈ VΩ(a, n), f ∈ Cc,N (G),

of the functionXψn
M (γ, f) are then all bounded on VΩ(a, n) by a fixed, continuous seminorm in f . It follows that

the function γ → Xψn
M (γ, f) extends continuously to the closure of VΩ(a, n) in a way that is also continuous in

f . The limit χM (σ, f) therefore exists, and is continuous in f . �

Remarks. 1. As the notation suggests, the limit χM (σ, f) is independent of n. For if m > n, ψm
M (γ, f) differs

fromψn
M (γ, f) by a function of γ that lies in Fα

c,n(V,G). As we noted at the beginning of the proof of the corollary,

the X­transform of any such function converges to 0 as γ approaches c in VΩ(a, n). Of course n must be large

relative to deg(X), and N has in turn to be large relative to n. The point is that for any σ = (T,Ω, X), and for N

sufficiently large relative to deg(X), the limit

χM (σ, f), f ∈ Cc,N (G),

can be defined in terms of any appropriately chosen n.

2. Lemma 7.1 and Corollary 7.2 were stated under the assumption that dim(Gc/T ) > 0. The excluded case that

dim(Gc/T ) = 0 is trivial. For in this case, the function ψn
M (γ, f) on VΩ extends to a smooth function in an open

neighbourhood of c. The lemma and corollary then hold for any n.
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§8. The mapping χ̃M

We fix a weight function α satisfying the conditions of Lemma 6.3, as we did in the last section. Then α(1) equals

zero, and the continuous mapping

K̃M : C(G) −→ Ĝc(M,G)

takes values in the subspace Ĝα
c (M,G) of Ĝc(M,G). Recall that the space Îc(M,G) introduced in §4 is contained

in Ĝα
c (M,G). The goal of this section is to construct a continuous linear mapping

χ̃M : C(G) −→ Îc(M,G)

that approximates K̃M .

The main step will be the next proposition, which applies to the restrictions

ψn
M = K̃n

M : Cc,N (G) −→ Gα,n
c (M,G)

treated in the last section.

Proposition 8.1. Suppose that n ≥ 0, and that N is large relative to n. Then there is a uniquely determined

continuous linear transformation

χn
M : Cc,N (G) −→ In

c (M,G),

such that for any f ∈ Cc,N (G), the image of χn
M (f) in Gα,n

c (M,G) equals ψn
M (f). More precisely, the mapping

(8.1) f −→ ψn
M (γ, f) − χn

M (γ, f), f ∈ Cc,N (G),

is a continuous linear transformation from Cc,N (G) to the space Fα
c,n(V,G).

Proof. Recall that Ic(M,G) is contained in the space Gbd
c (M,G) of bounded germs. The first step is to construct

χn
M as a mapping from Cc,N (G) to the quotientGbd,n

c (M,G) of Gbd
c (M,G). As we observed in the proof of Lemma

4.3, any element in Gbd,n
c (M,G) can be identified with a family

φn =
{
φn

Ω : T ∈ Tc(M), Ω ∈ π0,c

(
TG­reg(R)

)}

of Taylor polynomials of degreen (in the coordinates `c(γ)) on the neighbourhoodsVΩ. In particular, Gbd,n
c (M,G)

is finite dimensional. The subspace In
c (M,G) consists of those families that satisfy Harish­Chandra’s jump

conditions (2.3).

Suppose that f belongs to Cc,N (G), for some N that is large relative to n. We define χn
M (f) as a family of Taylor

polynomials of degree n by means of the limits χM (σ, f) provided by Corollary 7.2. More precisely, we define

χn
M,Ω(γ, f), T ∈ Tc(M), Ω ∈ π0,c

(
TG­reg(R)

)
, γ ∈ VΩ,

to be the polynomial of degree n such that

(8.2) lim
γ→c

(
Xχn

M,Ω(γ, f)
)

= χM (σ, f), γ ∈ VΩ,

where X ranges over the invariant differential operators on T (R) of degree less than or equal to n, and where

σ = (T,Ω, X). If (T,Ω) is replaced by a pair (T ′,Ω′) that is W (M)M(R)­conjugate to (T,Ω), the corresponding

polynomial χn
M,Ω′(γ′, f) is W (M)M(R)­conjugate to χn

M,Ω(γ, f). This follows from Corollary 7.2 and the

analogous property for the (α, n)­jet ψn
M (γ, f). Therefore χn

M (f) is a well defined element in Gbd,n
c (M,G).
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Moreover, Corollary 7.2 tells us that each limit (8.2) is continuous in f . It follows that f → χn
M (f) is a continuous

linear map from Cc,N (G) to the finite dimensional space Gbd,n
c (M,G).

The main step will be to establish the continuity of the mapping (8.1), defined for some weight α that satisfies

the conditions of Lemma 6.3. This amounts to showing that for any triplet σ = (T,Ω, X) in Sc(M,G), and any

ε > 0, there is a continuous seminorm µ(f) on Cc,N (G) such that

(8.3)
∣∣X
(
ψn

M (γ, f) − χn
M (γ, f)

)∣∣ ≤ µ(f)|Dc(γ)|
−(α(X)+ε)‖`c(γ)‖

(n,X),

for γ ∈ VΩ. Observe that if deg |X | > n, (8.3) reduces to an inequality

|XK̃n
M (γ, f)| ≤ µ(f)|Dc(γ)|

−(α(X)+ε),

since Xχn
M (γ, f) = 0 and (n,X) = 0. We know from Lemma 6.3 that such an inequality actually holds for any

f in the full Schwartz space C(G). We may therefore assume that deg(X) ≤ n. We shall derive (8.3) in this

case from four other inequalities, in which µ1(f), µ2(f), µ3(f), and µ4(f) denote four continuous seminorms on

Cc,N (G).

We have first to combine Taylor’s formula with Lemma 7.1. This lemma actually applies only to the case that

dim(Gc/T ) > 0. However, if dim(Gc/T ) = 0, Dc(γ) equals 1, and the weight function α plays no role. In this

case, the estimate (8.3) is a direct application of Taylor’s formula, which we can leave to the reader. We shall

therefore assume that dim(Gc/T ) > 0.

We have fixed data n, σ = (T,Ω, X) and ε, with deg(X) ≤ n, for which we are trying to establish (8.3). For

later use, we also fix a positive number ε′, with ε′ < ε. At this point, we have removed from circulation the

symbols X and n in terms of which Lemma 7.1 was stated, so our application of the lemma will be to a pair of

objects denoted instead by Y and m. We allow Y to range over the invariant differential operators on T (R) with

deg(Y ) ≤ n+ 1. If

a = an > sup
Y

(
α+(Y )

)
= α(n+ 1) + (n+ 1) dim(Gc/T )−1,

as in Lemma 7.1, we choose m with

m > a+
n = an dim(Gc/T ).

The lemma applies to functions f ∈ Cc,N (G), forN large relative tom (which is the same as being large relative to

n, if m is fixed in terms of n). In combination with the fundamental theorem of calculus, it tells us that ψm
M (γ, f)

extends to a function on an open neighbourhood of the closure of VΩ(an,m) that is continuously differentiable

of order (n + 1). The derivatives of this function at γ = c are the limits treated in Corollary 7.2. They are

independent ofm, and can be identified with the coefficients of the polynomial χn
M (γ, f) on VΩ. We can therefore

regard χn
M (γ, f) as the Taylor polynomial of degree n at γ = c (relative to the coordinates `c(γ)) of the function

ψm
M (γ, f) on VΩ(an,m). Now if γ belongs to VΩ(an,m), the set

λt(γ) = c exp
(
t`c(γ)

)
, 0 < t < 1,

is contained in VΩ(an,m), and may be regarded as the line segment joining c with γ. Applying the bound of

Lemma 7.1 to the remainder term (of order (n+ 1)) in Taylor’s theorem, we obtain an estimate

∣∣X(ψm
M (γ, f) − χn

M (γ, f)
)∣∣ ≤ µ1(f)‖`c(γ)‖

(n,X),
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for any γ in VΩ(an,m). We are assuming that m > n and that α satisfies the conditions of Lemma 6.3. The

projection of ψm
M (f) onto Gα,n

c (M,G) therefore exists, and is equal to ψn
M (f). The definitions then yield a second

estimate ∣∣X(ψm
M (γ, f) − ψn

M (γ, f)
)
‖ ≤ µ2(f)|Dc(γ)|

−(α(X)+ε)‖`c(γ)‖
(n,X),

that is valid for any γ in VΩ. Combining the two estimates, we see that

(8.4)
∣∣X
(
ψn

M (γ, f) − χn
M (γ, f)

)∣∣ ≤ µ3(f)|Dc(γ)|
−(α(X)+ε)‖`c(γ)‖

(n,X),

for any γ in VΩ(an,m).

The functions ψn
M (γ, f) and χn

M (γ, f) in (8.4) both belong to the space Fα
c (V,G). Applying the estimate that

defines this space to each of the functions, we obtain a bound

∣∣X
(
ψn

M (γ, f) − χn
M (γ, f)

)∣∣ ≤ µ4(f)|Dc(γ)|
−(α(X)+ε′),

that holds for every γ in VΩ. Suppose that γ lies in the complement of VΩ(an,m) in VΩ. Then

|Dc(γ)| ≤ ‖`c(γ)‖
m′

,

for the exponent m′ = ma−1
n . Setting δ = ε− ε′ > 0, we write

|Dc(γ)|
−(α(X)+ε′) = |Dc(γ)|

−(α(X)+ε)|Dc(γ)|
δ ≤ |Dc(γ)|

−(α(X)+ε)‖`c(γ)‖
δm′

.

We are free to choose m to be as large as we like. In particular, we can assume that

δm′ ≥ (n,X),

and therefore that

|Dc(γ)|
−(α(X)+ε′) ≤ C ′|Dc(γ)|

−(α(X)+ε)‖`c(γ)‖
(n,X),

for some constant C′. Absorbing C ′ in the seminorm µ4(f), we conclude that

(8.5)
∣∣X
(
ψn

M (γ, f) − χn
M (γ, f)

)∣∣ ≤ µ4(f)|Dc(γ)|
−(α(X)+ε)‖`c(γ)‖

(n,X),

for any γ in the complement of VΩ(an,m) in VΩ.

The estimates (8.4) and (8.5) account for all the points γ in VΩ. Together, they yield an estimate of the required

form (8.3), in which we can take

µ(f) = µ3(f) + µ4(f).

We have established the required assertion that for N large relative to n,

f −→ ψn
M (γ, f) − χn

M (γ, f), f ∈ Cc,N (G),

is a continuous linear transformation from Cc,N (G) to Fα
c,n(V,G). From this, it follows from the definitions

that the image of χn
M (f) in Gα,n

c (M,G) equals ψn
M (f). In particular, ψn

M (f) lies in the subspace Gbd,n
c (M,G) of

Gn
c (M,G).

The space In
c (M,G) is in general a proper subspace of Gbd,n

c (M,G), by virtue of the extra constraints imposed

by the jump conditions (2.3). The last step is to show that for suitable N , χn
M takes Cc,N (G) to the smaller space

In
c (M,G). This will be an application of Lemma 6.1.
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Let ξ be a linear form on the finite dimensional space Gbd,n
c (M,G) that vanishes on the subspace In

c (M,G). The

mapping

Jξ : f −→ ξ
(
χn

M (f)
)

= ξ
(
ψn

M (f)
)
, f ∈ Cc,N (G),

is continuous, and is therefore the restriction to Cc,N (G) of a tempered distribution. Suppose that

f = hy − h, h ∈ C(G), y ∈ G(R).

Then
Jξ(f) = ξ

(
ψn

M (hy − h)
)

= ξ
(
K̃n

M (hy) − K̃n
M (h)

)

=
∑

Q∈F0(M)

ξ
(
gM,n

M

(
J

MQ

M,c(hQ,y)
))
,

by Lemma 6.1. The sum of the n­jets

gM,n
M

(
J

MQ

M,c(hQ,y)
)
, Q ∈ F0(M),

lies in the subspace In
c (M,G) on which ξ vanishes. The distribution Jξ thus annihilates any function of the form

hy − h, and is therefore invariant. On the other hand, if f0 ∈ C(G) is compactly supported, and vanishes on a

neighbourhood of the closed invariant subset Uc(G) of G(R), one sees easily from the definitions that K̃n
M (f0)

equals 0. It follows that the distribution Jξ is supported on Uc(G). We have established that Jξ belongs to the

space Dc(G), and is therefore a finite linear combination of distributions in the basis Rc(G). Increasing N if

ncessary, we can consequently assume that for each ξ, Jξ annihilates the space Cc,N (G). In other words, ψn
M takes

any function f ∈ Cc,N (G) to the subspace In
c (M,G) of Gbd,n

c (M,G). Since ψn
M (f) equals χn

M (f), the image of

χn
M is also contained in In

c (M,G).

We have now proved that for N large relative to n, f → χn
M (f) is a continuous linear mapping from Cc,N (G) to

In
c (M,G). We have also shown that the image of χn

M (f) in Gα,n
c (M,G) equals ψn

M (f). But Lemma 4.3 implies

that the mapping of In
c (M,G) into Gα,n

c (M,G) is injective. We conclude that χn
M (f) is uniquely determined.

With this last observation, the proof of the proposition is complete. �

The germs χn
M (f) share some properties with the (α, n)­jets K̃n

M (f) from which they were constructed. For

example, suppose that m ≥ n, and that N is large relative to m. Then if f belongs to Cc,N (G), both χn
M (f) and

χm
M (f) are defined. But ψn

M (f) = K̃n
M (f) is the projection of ψm

M (f) = K̃m
M (f) onto Gα,n

c (M,G). It follows that

χn
M (f) is the projection of χm

M (f) onto In
M (M,G).

We can reformulate this property in terms of the dual pairing between Dc(M) and Îc(M). Recall that Îc(M,G)

is the subspace of W (M)­invariant elements in Îc(M). The pairing

(8.6) 〈σ, φ〉, σ ∈ Dc(M), φ ∈ Îc(M,G),

therefore identifies Îc(M,G) with the dualDc(M)∗W (M) of the spaceDc(M)W (M) ofW (M)­covariants ofDc(M).

If σ belongs to the finite dimensional subspace

Dc,n(M) = {σ ∈ Dc(M) : deg(σ) ≤ n}

of Dc(M) spanned by Rc,n(M), the value

〈σ, φn〉 = 〈σ, φ〉
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depends only on the image φn of φ in In
c (M,G). With this notation, we set

(8.7) 〈σ, χM (f)〉 = 〈σ, χn
M (f)〉, σ ∈ Dc(M), f ∈ Cc,N (G),

for any n ≥ deg(σ) and for N large relative to n. In view of the projection property above, the pairing (8.7) is

independent of the choice of n. It is defined for any N that is large relative to deg(σ).

Another property that χn
M (f) inherits is the differential equation (6.6) satisfied by K̃M (f). We shall state it in

terms of the pairing (8.7).

Lemma 8.2. Suppose that z ∈ Z(G) and σ ∈ Dc(M), and that N is large relative to deg(σ) + deg(z). Then

(8.8) 〈σ, χM (zf)〉 = 〈zMσ, χM (f)〉,

for any f ∈ Cc,N (G).

Proof. The assertion is an reformulation of Lemma 6.2 in terms of the objects χn
M (f). Its proof, like that of

Lemmas 6.4 and 6.5, is quite straightforward. We can afford to be brief.

We choose positive integers n1 ≥ deg(σ) and n ≥ n1 + deg(z), and we assume that N is large relative to n. If

f belongs to Cc,N (G), zf belongs to the space Cc,N1(G), where N1 = N − deg(z) is large relative to n1. We can

therefore take the pairing

〈σ, χM (zf)〉 = 〈σ, χn1

M (zf)〉.

We can also form the pairing

〈zMσ, χM (f)〉 = 〈zMσ, χn
M (f)〉,

which can be written as 〈
σ, ∂
(
h(z)

)
χn

M (f)
〉

=
〈
σ,
(
∂
(
h(z)

)
χn

M (f)
)n1
〉
,

since the action of zM on Dc(M) is dual to the action of ∂
(
h(z)

)
on Îc(M,G). We have to show that the difference

〈σ, χM (zf)〉 − 〈zMσ, χM (f)〉 =
〈
σ, χn1

M (zf) −
(
∂
(
h(z)

)
χn

M (f)
)n1
〉

vanishes.

Combining Lemma 6.2 with the various definitions, we see that

χn1

M (zf) −
(
∂
(
h(z)

)
χn

M (f)
)n1

=ψn1

M (zf) −
(
∂
(
h(z)

)
ψn

M (f)
)n1

=
(
K̃n1

M (zf) − ∂
(
h(z)

)
K̃n

M (f)
)n1

=
(
K̃M (zf) − ∂

(
h(z)

)
K̃M (f)

)n1

=
∑

L6=M

(
∂L

M (zL)gG
L (fG,c)M

)n1

=
∑

L6=M

(
∂L

M (zL)gG,n
L (fG,c)M

)n1
.

We apply (5.3) inductively to the formal germs

gG,n
L (fG,c)M =

∑

ρ∈Rc(G)

gG,n
L (ρ)MfG(ρ), L 6= M,
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as in the proof of Lemma 6.5. SinceN is large relative to n, we conclude that these objects all vanish. The equation

(8.8) follows. �

Finally, it is clear that χn
M (f) inherits the symmetry property (6.9), relative to an isomorphism θ: G → θG over

R. If N is large relative to a given σ ∈ Dc(M), we obtain

(8.9) 〈θσ, χθM (θf)〉 = 〈σ, χM (f)〉,

for any f ∈ Cc,N (G). This property will be of special interest in the case that θ belongs to the group

Aut(G,K,M, c) of automorphisms of the 4­tuple (G,K,M, c).

We shall now construct χ̃M as an extension of the family of mappings {χn
M}.

Proposition 8.3. There is a continuous linear mapping

(8.10) χ̃M : C(G) → Îc(M,G)

that satisfies the restriction condition

(8.11) 〈σ, χ̃M (f)〉 = 〈σ, χM (f)〉, f ∈ Cc,N (G),

for any σ ∈ Dc(M) and N large relative to deg(σ), the differential equation

(8.12) 〈σ, χ̃M (zf)〉 = 〈zMσ, χ̃M (f)〉, z ∈ Z(G), f ∈ C(G),

for any σ ∈ Dc(M), and the symmetry condition

(8.13) 〈θσ, χ̃M (θf)〉 = 〈σ, χ̃M (f)〉, f ∈ C(G),

for any σ ∈ Dc(M) and θ ∈ Aut(G,K,M, c).

Proof. Let

Dc,1(M) = Dc,G­harm(M)

be the space of G­harmonic elements in Dc(M). This is a finite dimensional subspace of Dc(M), which is

invariant under the action of W (M) and, more generally, the group Aut(G,K,M, c). (Here we are regarding c

as a W (M)­orbit in Γss(M).) Choose a positive integer N1 that is large enough that the pairing (8.7) is defined

for every σ in Dc,1(M) and f in Cc,N1(G). We thereby obtain a continuous linear map

χM,1 : Cc,N1(G) −→Dc,1(M)∗,

which by (8.9) is fixed under the action of the group Aut(G,K,M, c). Let

(8.14) χ̃M,1 : C(G) −→Dc,1(M)∗

be any linear extension of this mapping to C(G) that remains fixed under the action of Aut(G,K,M, c). Since

Cc,N1(G) is of finite codimension in C(G), χ̃M,1 is automatically continuous. With this mapping, we obtain a

pairing 〈σ, χ̃M,1(f)〉, for elements σ ∈ Dc,1(M) and functions f ∈ C(G), that satisfies (8.11) and (8.13).

The extension of the pairing to all elements σ ∈ Dc(M) is completely determined by the differential equations

(8.12). According to standard properties of harmonic polynomials, the map

z ⊗ σ −→ zMσ, z ∈ Z(G), σ ∈ Dc,1(M),
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is a linear isomorphism from Z(G) ⊗ Dc,1(M) onto Dc(M). Any element in Dc(M) is therefore a finite linear

combination of elements

σ = z1,Mσ1, z1 ∈ Z(G), σ1 ∈ Dc,1(M).

For any σ of this form, we define

〈σ, χ̃M (f)〉 = 〈σ1, χ̃M,1(z1f)〉, f ∈ C(G).

Since z1,M isW (M)­invariant, the values taken by this pairing at a given f determine a linear form on the quotient

Dc(M)W (M) of Dc(M). The pairing therefore defines a continuous mapping (8.10) that satisfies the differential

equation (8.12). The restriction condition (8.11) follows from (8.12), the associated differential equation (8.8) for

〈σ, χM (f)〉, and the special case of σ ∈ Dc,1(M) that was built into the definition. The symmetry condition

(8.13) follows from the compatibility of Aut(G,K,M, c) with the action of Z(G), and again the special case of

σ ∈ Dc,1(M). Our construction is complete. �

Remarks. 1. The three properties of χ̃M can of course be stated without recourse to the pairing (8.6). The

restriction condition (8.11) can be formulated as the commutativity of the diagram

Cc,N (G)
χn

M−→ In
c (M,G)y
x

C(G)
χ̃M
−→ Îc(M,G),

for any n ≥ 0 and N large relative to n. The differential equation (8.12) has a dual version

χ̃M (zf) = ∂
(
h(z)

)
χ̃M (f), z ∈ Z(G), f ∈ C(G),

that is similar to (1.2). The symmetry condition (8.13) is essentially just the equation

θ(χ̃M (f) = χ̃M (θf), θ ∈ Aut(G,K,M, c), f ∈ C(G).

2. The mapping χ̃M is completely determined up to translation by an Aut(G,K,M, c)­fixed linear transformation

(8.15) C : C(G)/Cc,N1(G) −→Dc,G­harm(M)∗.

The space of such linear transformations is of course finite dimensional.
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§9. Completion of the proof

We shall now complete the proof of Theorems 5.1 and 5.1∗. We have to construct distributions (5.1) with L = M ,

and formal germs (5.2) with L = G, that satisfy the conditions (5.3)–(5.9). The key to the construction is the

mapping

χ̃M : C(G) −→ Îc(M,G)

of Proposition 8.3.

The distributions (5.1) are in fact built into χ̃M . If ρ belongs to Rc(M), we simply set

(9.1) JM (ρ, f) = 〈ρ, χ̃M (f)〉, f ∈ C(G).

Since χ̃M is continuous, the linear forms

f −→ JM (ρ, f), ρ ∈ Rc(M),

are tempered distributions. We must check that they are supported on Uc(G).

Suppose that f0 is a function in C(G) that is compactly supported, and vanishes on a neighbourhood of Uc(G).

As we noted near the end of the proof of Proposition 8.1, the definitions imply that the (α, n)­jet

K̃n
M (f0) = Jn

M (f0) −
∑

L6=M,G

∑

ρL∈Rc(L)

gL,n
M (ρL)JL(ρL, f0)

vanishes forn ≥ 0. Indeed, the weighted orbital integralJM (γ, f0) vanishes for γ nearUc(G), while our induction

hypothesis includes the assumption that the distributions JL(ρL, f) are supported on Uc(G). Given ρ ∈ Rc(M),

we choose any n ≥ deg(ρ). Then

JM (ρ, f0) = 〈ρ, χ̃M (f0)〉 = 〈ρ, χM (f0)〉

= 〈ρ, χn
M (f0)〉 = 〈ρ, ψn

M (f0)〉

= 〈ρ, K̃n
M (f0)〉 = 0,

by (8.11), (8.7) and Proposition 8.1. The distribution JM (ρ, f) is therefore supported on Uc(G).

We have now constructed the distributions (5.1), in the remaining case that L = M . The required conditions

(5.4)–(5.6) (with L = M ) amount to properties of χ̃M we have already established. The functorial condition (5.4)

concerns the (adically) convergent series

gM
M

(
JM,c(f)

)
=

∑

ρ∈Rc(M)

ρ∨JM (ρ, f).

Observe that

ρ
(
gM

M

(
JM,c(f)

))
= JM (ρ, f) = 〈ρ, χ̃M (f)〉,

for any ρ ∈ Rc(M). It follows that

(9.2) gM
M

(
JM,c(f)

)
= χ̃M (f), f ∈ C(G).

Since χ̃M (f) was constructed without recourse to the basis Rc(M), the same is true of gM
M

(
JM,c(f)

)
.
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To check the variance condition (5.5), we note that for f ∈ C(G) and y ∈ G(R), the function fy − f belongs to

each of the spaces Cc,N (G). Given ρ ∈ Rc(M), we may therefore write

JM (ρ, fy − f) = 〈ρ, χ̃M (fy − f)〉 = 〈ρ, χM (fy − f)〉

= 〈ρ, ψM (fy − f)〉 = 〈ρ, K̃M (fy − f)〉

=
∑

Q∈F0(M)

ρ
(
gM

M

(
J

MQ

M,c(fQ,y)
))

=
∑

Q∈F0(M)

J
MQ

M (ρ, fQ,y),

by Lemma 6.1. The formula (5.5) follows.

The differential equation (5.6) is even simpler. If z ∈ Z(G) and ρ ∈ Rc(M), we use (8.12) to write

JM (ρ, zf) = 〈ρ, χ̃M (zf)〉

= 〈zMρ, χ̃M (f)〉 = JM (zMρ, f).

This is the required equation.

To deal with the other assertions of the two theorems, we set

K ′M (f) = K̃M (f) − χ̃M (f) = K̃M (f) − gM
M

(
JM,c(f)

)
.

Then f → K ′M (f) is a continuous linear transformation from C(G) to Ĝc(M,G), which can be expanded in the

form

K ′M (f) = JM (f) −
∑

L∈L0(M)

∑

ρ∈Rc(L)

gL
M (ρ)JL(ρ, f).

Suppose that α is as before, a weight function that satisfies the conditions of Lemma 6.3. Then K′M (f) lies in the

subspace Ĝα
c (M,G) of Ĝc(M,G). For any n, K ′M (f) projects to the (α, n)­jet

K ′,nM (f) = K̃n
M (f) − χ̃n

M (f)

in Gα,n
c (M,G), which in turn comes with a representative

K ′,nM (γ, f) = K̃n
M (γ, f) − χ̃n

M (γ, f)

= JM (γ, f) −
∑

L∈L0(M)

∑

ρ∈Rc(L)

gL,n
M (γ, ρ)JL(ρ, f)

in Fα
c (V,G). We shall use the mappings K′,nM to construct the remaining germs (5.2). The argument at this point

is quite similar to that of the p­adic case [A3, §9].

Since we are considering the case L = G of (5.2), we take ρ to be an element in the basis Rc(G). If N is a large

positive integer, let fN
ρ denote a function in C(G) with the property that for any ρ1 in the subset Rc,N (G) of

Rc(G), the condition

(9.3) fN
ρ,G(ρ1) =

{
1, if ρ1 = ρ,

0, if ρ1 6= ρ,

holds. Suppose that n ≥ 0. Taking N to be large relative to n, we define

(9.4) gG,n
M (ρ) = K ′,nM (fN

ρ ).
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Then gG,n
M (ρ) is an element in Gα,n

c (M,G). Suppose that N ′ is another integer, with N ′ ≥ N , and that fN ′

ρ is a

corresponding function (9.3). The difference

fN,N ′

ρ = fN
ρ − fN ′

ρ

then lies in Cc,N (G). From Propositions 8.1 and 8.3, we see that

K ′,nM (fN
ρ ) −K ′,nM (fN ′

ρ ) = K ′,nM (fN,N ′

ρ )

= K̃n
M (fN,N ′

ρ ) − χ̃n
M (fN,N ′

ρ )

= ψn
M (fN,N ′

ρ ) − χn
M (fN,N ′

ρ ) = 0.

It follows that the (α, n)­jet gG,n
M (ρ) depends only on ρ and n. It is independent of both N and the choice of

function fN
ρ .

Suppose that m ≥ n, and that N is large relative to m. Then

gG,m
M (ρ) = K ′,mM (fN

ρ )

is an element in Gα,m
c (M,G). Since the image of K ′,mM (fN

ρ ) in Gα,n
c (M,G) equals K′,nM (fN

ρ ), by definition, the

image of gG,m
M (ρ) in Gα,n

c (M,G) equals gG,n
M (ρ). We conclude that the inverse limit

gG
M (ρ) = lim

←−
n

gG,n
M (ρ)

exists, and defines an element in Ĝα
c (M,G). This completes our construction of the formal germs (5.2), in the

remaining case that L = G. As we agreed in §4, we can represent them by asymptotic series

gG
M (γ, ρ) =

∞∑

n=0

g
G,(n)
M (γ, ρ),

where

g
G,(n)
M (γ, ρ) = gG,n

M (γ, ρ) − gG,n−1
M (γ, ρ),

and

(9.5) gG,n
M (γ, ρ) = K ′,nM (γ, fN

ρ ) = K̃n
M (γ, fN

ρ ) − χ̃n
M (γ, fN

ρ ).

Suppose that N is large relative to n, and that ρ lies in the complement of Rc,N (G) in Rc(G). Taking fN
ρ = 0 in

this case, we deduce that

gG,n
M (ρ) = K ′,nM (fN

ρ ) = 0.

In other words, gG,n
M (ρ) vanishes whenever deg(ρ) is large relative to n. This is the property (5.3). It implies that

for any f ∈ C(G), the series

gG
M (fG,c) = gG

M

(
JG,c(f)

)
=

∑

ρ∈Rc(G)

gG
M (ρ)fG,c(ρ)

converges in (the adic topology of) Ĝc(M,G).
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Before we establish other properties of the formal germs gG
M (ρ), let us first prove the main assertion of Theorem

5.1∗. Having defined the series gG
M (fG,c), we set

KM (f) = K ′M (f) − gG
M (fG,c)

= JM (f) −
∑

L∈L(M)

∑

ρ∈Rc(L)

gL
M (ρ)JL(ρ, f).

Then f → KM (f) is a continuous linear mapping from C(G) to Ĝc(M,G). For any n, KM (f) projects to the

element

Kn
M (f) = K ′,nM (f) − gG,n

M (fG,c)

in Gα,n
c (M,G), which in turn comes with a representative

Kn
M (γ, f) = K ′,nM (γ, f) − gG,n

M (γ, fG,c)

= K ′,nM (γ, f) −
∑

ρ∈Rc(G)

gG,n
M (γ, ρ)fG(ρ)

in Fα
c (V,G). We can also write

Kn
M (γ, f) = JM (γ, f) −

∑

L∈L(M)

∑

ρ∈Rc(L)

gL,n
M (γ, ρ)JL(ρ, f)

= JM (γ, f) − Jn
M (γ, f),

in the notation (5.11). By construction, f → Kn
M (γ, f) is a continuous linear mapping from C(G) to Fα

c (V,G).

Theorem 5.1∗ asserts that the mapping actually sends C(G) continuously to the space Fα
c,n(V,G).

Given n, we once again choose N to be large. It is a consequence of (5.3) that the sum in the first formula for

Kn
M (γ, f) may be taken over the finite subset Rc,N (G) of Rc(G). It follows that

Kn
M (γ, f) = K ′,nM (γ, f) −

∑

ρ∈Rc,N (G)

gG,n
M (γ, ρ)fG(ρ)

= K ′,nM (γ, f) −
∑

ρ∈Rc,N (G)

K ′,nM (γ, fN
ρ )fG(ρ).

The mapping

f −→K ′,nM (γ, f) = K̃n
M (γ, f) − χ̃n

M (γ, f)

from C(G) to Fα
c (V,G) is of course linear. Consequently,

Kn
M (γ, f) = K ′,nM (γ, f c,N ),

where

f c,N = f −
∑

ρ∈Rc,N (G)

fG(ρ)fN
ρ .

Observe that the mapping

(9.6) f −→ f c,N , f ∈ C(G),

is a continuous linear operator on C(G) that takes values in the subspace Cc,N (G) of C(G). In particular, the

function

Kn
M (γ, f) = K̃n

M (γ, f c,N ) − χ̃n
M (γ, f c,N )
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equals

ψn
M (γ, f c,N ) − χn

M (γ, f c,N ),

by the restriction condition (8.11). Composing (9.6) with the mapping (8.1) of Proposition 8.1, we conclude that

f −→Kn
M (γ, f), f ∈ C(G),

is a continuous linear mapping from C(G) to Fα
c,n(V,G). This is the main assertion of Theorem 5.1∗.

We have finished our inductive construction of the objects (5.1) and (5.2). We have also established the continuity

assertion of Theorem 5.1∗. As we noted in §5, this implies the assertion of Theorem 5.1 that the weighted orbital

integral JM (f) represents the same element in Ĝc(M,G) as the formal germ (5.10). We have therefore an identity

(9.7) gG
M

(
JG,c(f)

)
= JM (f) −

∑

L∈L0(M)

gL
M

(
JL,c(f)

)

of formal germs, which holds for any function f ∈ C(G). According to our induction assumption, the summands

in (9.7) with L 6= M are independent of the choice of bases Rc(L). The same is true of the summand with

L = M , as we observed earlier in this section. Since the other term on the right hand side of (9.7) is just the

weighted orbital integral JM (f), the left hand side of (9.7) is also independent of any choice of bases. We have

thus established the functorial condition (5.4) in the remaining case that L = G.

We can also use (9.7) to prove the differential equation (5.7). Suppose that z ∈ Z(G). In §6, we established the

identity (6.2) as a consequence of the two sets of equations (5.6) and (5.7). Since we now have these equations for

any L 6= G, we can assume that (6.2) also holds for any L 6= G. It follows that

∑

L∈L0(M)

gL
M

(
JL,c(zf)

)

=
∑

L∈L0(M)

∑

S∈LL(M)

∂S
M (zS)gL

S

(
JL,c(f)

)
M

=
∑

S∈L(M)

∑

L∈L0(S)

∂S
M (zS)gL

S

(
JL,c(f)

)
M
.

We combine this with (9.7) (f being replaced by zf ), and the differential equation (3.2) for JM (zf). We obtain

gG
M

(
JG,c(zf)

)

=
∑

S∈L(M)

∂S
M (zS)

(
JS(f) −

∑

L∈L0(S)

gL
S

(
JL,c(f)

))

M

=
∑

S∈L(M)

∂S
M (zS)gG

S

(
JG,c(f)

)
M

=
∑

ρ∈Rc(G)

( ∑

S∈L(M)

∂S
M (zS)gG

S (ρ)M

)
fG(ρ).

But

gG
M

(
JG,c(zf)

)
=

∑

ρ∈Rc(G)

gG
M (ρ)(zf)G(ρ) =

∑

ρ∈Rc(G)

gG
M (ẑρ)fG(ρ).

Comparing the coefficients of fG(ρ) in the two expressions, we see that

gG
M (ẑρ) =

∑

S∈L(M)

∂S
M (zS)gG

S (ρ)M , ρ ∈ Rc(G).
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This is the equation (5.7) in the remaining case that L = G.

It remains only to check the symmetry conditions (5.8), (5.9) and (5.9)∗. Given an isomorphism θ: G→ θG over

R, we need to prescribe the mapping

χ̃θM : C(θG) −→ ÎθG(θM, θG)

of Proposition 8.3 for the 4­tuple (G1,K1,M1, c1) = (θG, θK, θM, θc) in terms of the chosen mapping χ̃M for

(G,K,M, c). We do so in the obvious way, by setting

χ̃θM (θf) = θχ̃M (f), f ∈ C(G).

This mapping depends of course on (G1 ,K1,M1, c1), but by the symmetry condition (8.13) forG, it is independent

of the choice of θ. The conditions (8.11)–(8.13) for θG follow from (8.9) and the corresponding conditions for G.

Having defined the mapping χ̃θM , we then need only appeal to the earlier discussion of this section. If ρ belongs

to Rc(M), we obtain

JθM (θρ, θf) = 〈θρ, χ̃θM (θf)〉

= 〈θρ, θχ̃M (f)〉 = JM (ρ, f),

from (9.1). This is the condition (5.8) in the remaining case that L = M . For n ≥ 0, we also obtain

gθG,n
θM (θγ, θρ) = K̃n

θM (θγ, fN
θρ) − χ̃n

M (θγ, fN
θρ)

= K̃n
θM (θγ, θfN

ρ ) − χ̃n
M (θγ, θfN

ρ )

= K̃n
M (γ, fN

ρ ) − χ̃n
M (γ, fN

ρ )

= gG,n
M (γ, ρ),

from (9.5), (6.10) and the definition of χ̃θM (θf) above. This is condition (5.9)∗ in the remaining case that L = G.

Finally, we observe that

gθG
θM (θρ) = lim

←−
n

gθG,n
θM (θρ)

= lim
←−
n

θgG,n
M (ρ) = θgG

M (ρ).

This is the third symmetry condition (5.9), in the remaining case L = G.

We have now established the last of the conditions of Theorems 5.1 and 5.1∗. This brings us to the end of the

induction argument begun in §6, and completes the proof of the two theorems.

We observed in §5 that the objects we have now constructed are not unique. The definitions of this section

do depend canonically on the mapping χ̃M of Proposition 8.3, which is in turn determined by the mapping

χ̃M,1 in (8.14). But χ̃M,1 is uniquely determined only up to translation by the Aut(G,K,M, c)­fixed linear

transformation C in (8.15). The coefficients c(ρM , ρG) in (5.14), which were used in Proposition 5.2 to describe

the lack of uniqueness, are of course related to C . Suppose that the basis Rc(M) is chosen so that the subset

Rc,G­harm(M) = Rc(M) ∩ Dc,G­harm(M)

is a basis of Dc,G­harm(M). It then follows that

c(ρM , ρG) = 〈 tCρM , ρG〉, ρM ∈ Rc,G­harm(M), ρG ∈ Rc,N1(G).

For general ρM and ρG, the coefficient c(ρM , ρG) is determined from this special case by the relation (5.16).
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§10. Invariant distributions IM (ρ, f)

Weighted orbital integrals have the obvious drawback of not being invariant. Their dependence on the maximal

compact subgroupK is also not entirely agreeable. However, there is a natural way to construct a parallel family

of distributions with better properties. We shall show that these distributions satisfy the same formal germ

expansions as the weighted orbital integrals.

As we recalled in §1, elements in I(G) can be regarded as functions

fG : π −→ fG(π) = tr
(
π(f)

)
, f ∈ C(G), π ∈ Πtemp(G),

on Πtemp(G) (the set of irreducible tempered representations of G(R)), rather than Γreg(G) (the set of strongly

regular conjugacy classes in G(R)). The two interpretations are related by the formula

fG(π) =

∫

Γreg(G)

fG(γ)|D(γ)|
1
2 Θπ(γ)dγ, f ∈ C(G), γ ∈ Γreg(G),

where Θπ is the character of π, and dγ is a measure on Γreg(G) provided by the Weyl integration formula. We

have also noted that any invariant, tempered distribution I on G(R) factors through the space I(G). In other

words, there is a continuous linear form Î on I(G) such that

I(f) = Î(fG), f ∈ C(G).

This can be proved either by analyzing elements in I(G) directly as functions on Γreg(G) [B2] or by using the

characterization [A5] of elements in I(G) as functions on Πtemp(G).

We fix a Levi subgroup M ⊂ G and a maximal compact subgroup K ⊂ G(R), as in §3. For each Levi subgroup

L ∈ L(M), one can define a continuous linear transformation

φL = φG
L : C(G) −→ I(L)

in terms of objects that are dual to weighted orbital integrals. If f belongs to C(G), the value of φL(f) at

π ∈ Πtemp(L) is the weighted character

φL(f, π) = tr
(
ML(π, P )IP (π, f)

)
, P ∈ P(L),

defined on p. 38 of [A7]. In particular, IP (π) is the usual induced representation of G(R), while

ML(π, P ) = lim
λ→0




∑

Q∈P(L)

MQ(λ, π, P )θQ(λ)−1





is the operator built out of Plancherel densities and unnormalized intertwining operators between induced

representations, as on p. 37 of [A7]. Weighted characters behave in many ways like weighted orbital integrals. In

particular, φL(f) depends on K , and transforms under conjugation of f by y ∈ G(R) by a formula

(10.1) φL(fy) =
∑

Q∈F(L)

φ
MQ

L (fQ,y)

that is similar to (3.1).
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The role of the mappings φL is to make weighted orbital integrals invariant. One defines invariant linear forms

IM (γ, f) = IG
M (γ, f), γ ∈MG­reg(R), f ∈ C(G),

on C(G) inductively by setting

JM (γ, f) =
∑

L∈L(M)

ÎL
M

(
γ, φL(f)

)
.

In other words,

IM (γ, f) = JM (γ, f) −
∑

L∈L0(M)

ÎL
M

(
γ, φL(f)

)
.

This yields a family of tempered distributions, which are parallel to weighted orbital integrals, but which are

invariant and independent of K . (See, for example, [A7, §3].) We would like to show that they satisfy the formal

germ expansions of Theorems 5.1 and 5.1∗.

We fix the conjugacy class c ∈ Γss(M), as before. We must first attach invariant linear forms to the noninvariant

distributions JM (ρ, f) in (5.1). Following the prescription above, we define invariant distributions

IM (ρ, f) = IG
M (ρ, f), ρ ∈ Rc(M), f ∈ C(G),

inductively by setting

JM (ρ, f) =
∑

L∈L(M)

ÎL
M

(
ρ, φL(f)

)
.

In other words,

IM (ρ, f) = JM (ρ, f) −
∑

L∈L0(M)

ÎL
M

(
ρ, φL(f)

)
.

The invariance of IM (γ, f) follows inductively in the usual way from (3.1) and (10.1). As a general rule, the

application of harmonic analysis improves one property only at the expense of another. In the case at hand, the

price to pay for making JM (ρ, f) invariant is that the new distribution IM (ρ, f) is no longer supported on Uc(G).

We have in any case replaced the family (5.1) with a family

(10.2) f −→ IL(ρ, f), L ∈ L(M), ρ ∈ Rc(L),

of invariant tempered distributions. These new objects do have many properties in common with the original

ones. They satisfy the differential equation

(10.3) IL(ρ, zf) = IL(zLρ, f),

for each z ∈ Z(G). They also satisfy the symmetry condition

(10.4) IθL(θρ, θf) = IL(ρ, f),

for any isomorphism θ: G→ θG over R. In addition, the distributions satisfy the transformation formula

(10.5.1) IL(ρ′, f) =
∑

ρ

aL(ρ′, ρ)IL(ρ, f),

for {ρ′} and AL = {aL(ρ′, ρ)} as in (5.4.1). We leave the reader to check that these properties are direct

consequences of the corresponding properties in §5.
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It follows from (5.3) that the series

gL
M

(
IL,c(f)

)
=

∑

ρ∈Rc(L)

gL
M (ρ)IL(ρ, f)

converges in (the adic topology of) Ĝc(M,L). The continuity of the linear forms (10.2) implies, moreover, that the

mapping

f −→ gL
M

(
IL,c(f)

)

from C(G) to Ĝc(M,L) is continuous (in the complex topology of Ĝc(M,L)). Finally, (5.4.2) and (10.5.1) yield the

functorial property that for any L and f ,

(10.5) gL
M

(
JL,c(f)

)
is independent of the choice of basis Rc(L).

The distributions (10.2) play the role of coefficients in a formal germ expansion of the function IM (γ, f). Following

§5, we set

(10.6) In
M (γ, f) =

∑

L

∑

ρ

gL,n
M (γ, ρ)IL(ρ, f),

for any n ≥ 0, and for fixed representatives gL,n
M (γ, ρ) of gL,n

M (ρ) in Fα
c (M,L) as in (5.11). We then obtain the

following corollary of Theorems 5.1 and 5.1∗.

Corollary 10.1. We can choose the weight function α so that α(1) equals zero, and so that for any n, the

mapping

f −→ IM (γ, f) − In
M (γ, f), f ∈ C(G),

is a continuous linear mapping from C(G) to the space Fα
c,n(V,G). In particular, IM (f) has a formal germ

expansion given by the sum

(10.7)
∑

L∈L(M)

gL
M

(
IL,c(f)

)
=

∑

L∈L(M)

∑

ρ∈Rc(L)

gL
M (ρ)IL(ρ, f).

Proof. The second assertion follows immediately from the first, in the same way that the corresponding assertion

of Theorem 5.1 follows from Theorem 5.1∗. To establish the first assertion, we write

IM (γ, f) − In
M (γ, f)

as the difference between

JM (γ, f) − Jn
M (γ, f)

and ∑

L∈L0(M)

(
ÎL
M

(
γ, φL(f)

)
− ÎL,n

M

(
γ, φL(f)

))
.

The assertion then follows inductively from Theorem 5.1∗. �

Corollary 10.1 tells us that the sum (10.7) represents the same element in Ĝc(M,G) as IM (f). In other words, the

invariant distributions attached to weighted orbital integrals satisfy asymptotic expansions

IM (γ, f) ∼
∑

L

∑

ρ

gL
M (γ, ρ)JL(ρ, f).
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The invariant distributions IM (ρ, f) ultimately depend on our choice of the mapping χ̃M . It is interesting to note

that this mapping has an invariant formulation, which leads to posteriori to a more direct construction of the

distributions. To see this, we first set

(10.8) IK̃M (f) = IM (f) −
∑

{L∈L(M): L6=M,G}

gL
M

(
IL,c(f)

)
, f ∈ C(G).

Let α be a fixed weight function that satisfies the conditions of Lemma 6.3. Then

f → IK̃M (f) is a continuous linear transformation from C(G) to Ĝα
c (M,G).

Lemma 10.2. Suppose that f belongs to C(G). Then

(10.9) K̃M (f) − IK̃M (f) = gM
M

(
JM,c(f)

)
− gM

M

(
IM,c(f)

)
.

Proof. The proof is similar to that of Lemmas 6.1 and 6.2, so we shall be brief. The left hand side of (10.9) equals

∑

L1

ÎL1

M

(
φL1(f)

)
−
∑

L,L1

gL
M

(
ÎL1

L,c

(
φL1(f)

))
,

where the first sum is over Levi subgroups L1 ∈ L0(M), and the second sum is over pairs L,L1 ∈ L(M) with

M ( L ⊂ L1 ( G.

Taking the second sum over L1 outside the sum over L, we obtain an expression

∑

L1∈L0(M)



(
ÎL1

M

(
φL1(f)

)
−

∑

L∈LL1(M)

gL
M

(
ÎL1

L,c

(
φL1(f)

))
+ gM

M

(
ÎL1

M,c

(
φL1(f)

))

 .

By Corollary 10.1, the formal germ

ÎKL1

M

(
φL1(f)

)
= ÎL1

M

(
φL1(f)

)
−

∑

L∈LL1(M)

gL
M

(
ÎL1

L,c

(
φL1(f)

))

vanishes for any L1. The left hand side of (10.9) therefore equals

∑

L1∈L0(M)

gM
M

(
ÎL1

M,c

(
φL1(f)

))
.

By definition, this in turn equals the right hand side of the required formula (10.9). �

The lemma implies that the mapping

f −→ IK̃M (f) − K̃M (f), f ∈ C(G),

takes values in the subspace Îc(M,G) of Ĝα
c (M,G). We shall use this property to give invariant versions of the

constructions of §8. For any n ≥ 0, and N large relative to n, we can write Iψn
M for the restriction of IK̃n

M to the

subspace Cc,N (G) of C(G). If f is a function in Cc,N (G), the (α, n)­jet

Iψn
M (f) = ψn

M (f) −
(
K̃n

M (f) − IK̃n
M (f)

)
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then belongs to the image of In
c (M,G) in Gα,n

c (M,G). This yields the invariant analogue of Proposition 8.1. In

particular, there is a uniquely determined, continuous linear mapping

Iχn
M : Cc,N (G) −→ In

c (M,G)

such that for any f ∈ Cc,N (G), the image of Iχn
M (f) in Gα,n

c (M,G) equals Iψn
M (f). Following (8.7), we set

〈σ, IχM (f)〉 = 〈σ, Iχn
M (f)〉, σ ∈ Dc(M), f ∈ Cc,N (G),

for any n ≥ deg(σ) and N large relative to n. Then

〈σ, IχM (f)〉 = 〈σ, χM (f)〉 − 〈σ, K̃M (f) − IK̃M (f)〉.

Given the mapping χ̃M of Proposition 8.3, we set

(10.10) Iχ̃M (f) = χ̃M (f) −
(
K̃M (f) − IK̃M (f)

)
, f ∈ C(G).

Then Iχ̃M is a continuous linear mapping from C(G) to Îc(M,G) that satisfies the invariant analogue of the

restriction property (8.11). Moreover, it follows easily from the lemma that Iχ̃M also satisfies the analogues of

(8.12) and (8.13). Conversely, suppose that Iχ̃M is any continuous mapping from C(G) to Îc(M,G) that satisfies

the invariant analogues of (8.11)–(8.13). Then the mapping χ̃M (f) defined by (10.10) satisfies the hypotheses of

Proposition 8.3. Thus, instead of choosing the extension χ̃M of mappings {χn
M}, as in Proposition 8.3, we could

equally well choose an extension Iχ̃M of invariant mappings {Iχn
M}. To see the relationship of the latter with

our invariant distributions, we take any element ρ ∈ Rc(M), and write

IM (ρ, f) − JM (ρ, f)

=
〈
ρ, gM

M

(
IM,c(f)

)〉
−
〈
ρ, gM

M

(
JM,c(f)

)〉

=
〈
ρ, IK̃M (f) − K̃M (f)

〉

=
〈
ρ, Iχ̃M (f)

〉
−
〈
ρ, χ̃M (f)

〉
,

by Lemma 10.2 and the definition (10.10). It follows from the definition (9.1) that

(10.11) IM (ρ, f) = 〈ρ, Iχ̃M (f)
〉
, f ∈ C(G).

The invariant distributions can therefore be defined directly in terms of the mapping Iχ̃M .
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§11. Supplementary properties

There are further constraints that one could impose on the mapping χ̃M of Proposition 8.3 (or equivalently, the

invariant mapping (10.10)). Any new constraint makes the construction more rigid. It puts extra conditions on the

families of coefficients (5.14) and linear transformations (8.15), either of which describes the lack of uniqueness

of the construction. A suitable choice of χ̃M will also endow our distributions and formal germs with new

properties.

The most important property is that of parabolic descent. Suppose that M1 is a Levi subgroup of M , chosen so

that aM1 is orthogonal to the Lie algebra of K . Any element γ1 in M1,G­reg(R) obviously maps to an element

γ = γM
1 in MG­reg(R). The associated weighted orbital integral satisfies the descent formula

(11.1) JM (γ, f) =
∑

G1∈L(M1)

dG
M1

(M,G1)J
G1

M1
(γ1, fQ1),

in the notation of [A4, Corollary 8.2]. The coefficient dG
M1

(M,G1) is defined on p. 356 of [A4], while the section

G1 −→Q1 = QG1 , G1 ∈ L(M1), QG1 ∈ P(G1),

is defined on p. 357 of [A4]. We would like to establish similar formulas for our singular distributions and our

formal germs.

Suppose that c is the image in Γss(M) of a class c1 ∈ Γss(M1). If L belongs to L(M), and L1 lies in the associated

set LL(M1), we shall denote the image of c1 in Γss(L1) by c1 as well. For any such L and L1, there is a canonical

induction mapping σ1 → σL
1 from Dc1(L1) to Dc(L) such that

hL(σL
1 ) = hL1(σ1), σ1 ∈ Dc1(L1), h ∈ C(L).

Since we can view JL(·, f) as a linear form on Dc(L), the tempered distribution

JL(σL
1 , f), f ∈ C(G),

is defined for any σ1. We also write σ → σL1 for the adjoint restriction mapping from Dc(L) to Dc1(L1), relative

to the bases Rc(L) and Rc1(L1). In other words,

∑

ρ∈Rc(L)

φ1(ρL1)φ(ρ) =
∑

ρ1∈Rc1(L1)

φ1(ρ1)φ(ρL
1 ),

for any linear functionsφ1 andφonDc1 (L1) andDc(L), respectively, for which the sums converge. (The restriction

mapping comes from a canonical linear transformation

Îc(L) → Îc1(L1) between the dual spaces of Dc(L) and Dc1(L1). Its basis dependent formulation as a mapping

from Dc(L) to Dc1(L1) is necessitated by our notation for the formal germs gL
M (ρ).) We recall that as an element

in Ĝc(M,L), gL
M (ρ) can be mapped to the formal germ gL

M (ρ)M1 in Ĝc1(M1 |M,L).

Proposition 11.1. We can choose the mapping χ̃M of Corollary 8.3 so that for any M1 and c1, the distributions

(5.1) satisfy the descent formula

(11.2) JL(ρL
1 , f) =

∑

G1∈L(L1)

dG
L1

(L,G1)J
G1

L1
(ρ1, fQ1), L1 ∈ LL(M1), ρ1 ∈ Rc1(L1),
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while the formal germs (5.2) satisfy the descent formula

(11.3) gL
M (ρ)M1 =

∑

L1∈LL(M1)

dL
M1

(M,L1)g
L1

M1
(ρL1), ρ ∈ Rc(L).

Proof. We have to establish the two formulas for any L ∈ L(M). We can assume inductively that for each M1

and c1, (11.2) holds for L 6= M , and (11.3) holds for L 6= G. In particular, both formulas hold for any L in the

complement L̃(M) of {G,M} in L(M). We shall use this property to establish a descent formula for the formal

germ

K̃M (f)M1 = JM (f)M1 −
∑

L∈L̃(M)

gL
M

(
JL,c(f)

)
M1
.

The original identity (11.1) leads immediately to a descent formula

JM (f)M1 =
∑

G1∈L(M1)

dG
M1

(M,G1)J
G1

M1
(fQ1)

for the first term in the last expression for K̃M (f)M1 . We apply (11.2) and (11.3) inductively to the summands in

the second term

(11.4)
∑

L∈L̃(M)

gL
M

(
JL,c(f)

)
M1
.

We obtain
gL

M

(
JL,c(f)

)
M1

=
∑

ρ∈Rc(L)

gL
M (ρ)M1JL(ρ, f)

=
∑

L1∈LL(M1)

dL
M1

(M,L1)
∑

ρ∈Rc(L)

gL1

M1
(ρL1)JL(ρ, f)

=
∑

L1∈LL(M1)

dL
M1

(M,L1)
∑

ρ1∈Rc1(L1)

gL1

M1
(ρ1)JL(ρL

1 , f)

=
∑

L1∈LL(M1)

∑

G1∈L(L1)

dL
M1

(M,L1)d
G
L1

(L,G1)
( ∑

ρ1∈Rc1(L1)

gL1

M1
(ρ1)J

G1

L1
(ρ1, fQ1)

)
.

Therefore (11.4) equals the sum over L ∈ L̃(M) of the expression

(11.5)
∑

L1∈LL(M1)

∑

G1∈L(L1)

(
dL

M1
(M,L1)d

G
L1

(L,G1)
)
gL1

M1

(
JG1

L1,c1
(fQ1)

)
.

We can of course sum L over the larger set L(M), provided that we subtract the values of (11.5) taken when

L = M and L = G. If L = M , dL
M1

(M,L1) vanishes unless L1 = M1, in which case dL
M1

(M,L1) = 1. The value

of (11.5) in this case is

(11.6)
∑

G1∈L(M1)

dG
M1

(M,G1)g
M1

M1

(
JG1

M1,c1
(fQ1)

)
.

If L = G, dG
L1

(L,G1) vanishes unless G1 = L1, in which case dG
L1

(L,G1) = 1. The value of (11.5) in this case is

(11.7)
∑

G1∈L(M1)

dG
M1

(M,G1)g
G1

M1

(
JG1

G1,c1
(fQ1)

)
.
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Thus (11.4) equals the sum over L ∈ L(M) of (11.5) minus the sum of (11.6) and (11.7). The only part of (11.5)

that depends on L is the product of coefficients in the brackets. We shall therefore take the sum over L inside the

two sums over L1 and G1, which at the same time, we interchange. Then G1, L1 and L will be summed over

L(M1), LG1(M1), and L(L1) respectively. The resulting interior sum

∑

L∈L(L1)

dL
M1

(M,L1)d
G
L1

(L,G1)

simplifies. According to [A4, (7.11)], this sum is just equal to dG
M1

(M,G1), and in particular, is independent of

L1. We can therefore write (11.4) as the difference between the expression

∑

G1∈L(M1)

dG
M1

(M,G1)
∑

L1∈LG1(M1)

gL1

M1

(
JG1

L1,c1
(fQ1)

)

and the sum of (11.6) and (11.7). But (11.6) is equal to contribution to the last expression of L1 = M1, while (11.7)

equals the contribution of L1 = G1. We conclude that (11.4) equals

∑

G1∈L(M1)

dG
M1

(M,G1)
∑

L1∈L̃G1 (M1)

gL1

M1

(
JG1

L1,c1
(fQ1)

)
.

We have established that K̃M (f)M1 equals

∑

G1∈L(M1)

dG
M1

(M,G1)
(
JG1

M1
(fQ1) −

∑

L1∈L̃G1 (M1)

gL1

M1

(
JG1

L1,c1
(fQ1)

))
.

Since the expression in the brackets equals K̃G1

M1
(fQ1), we obtain a descent formula

(11.8) K̃M (f)M1 =
∑

G1∈L(M1)

dG
M1

(M,G1)K̃
G1

M1
(fQ1).

Suppose that n ≥ 0, and that N is large relative to n. The mapping χn
M of Proposition 8.1 then satisfies

χn
M (f)M1 = ψn

M (f)M1 = K̃n
M (f)M1

=
∑

G1∈L(M1)

dG
M1

(M,G1)K̃
G1,n
M1

(fQ1)

=
∑

G1∈L(M1)

dG
M1

(M,G1)ψ
G1,n
M1

(fQ1)

=
∑

G1∈L(M1)

dG
M1

(M,G1)χ
G1,n
M1

(fQ1),

for any f ∈ Cc,N (G). This implies that

〈σ, χM (f)〉 =
∑

G1∈L(M1)

dG
M1

(M,G1)〈σ1, χ
G1

M1
(fQ1)〉, f ∈ Cc,N (G),

for any induced element σ = σM
1 with σ1 ∈ Dc1(M1), and for N large relative to σ1.

We are now in a position to choose the mapping

χ̃M : C(G) −→ Îc(M,G)
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of Proposition 8.3. More precisely, we shall specify that part of the mapping that is determined by its proper

restrictions χ̃M (f)M1 . We do so by making the inductive definition

(11.9) 〈σ, χ̃M (f)〉 =
∑

G1∈L(M1)

dG
M1

(M,G1)〈σ1, χ̃
G1

M1
(fQ1)〉, f ∈ C(G),

for any properly induced element

σ = σM
1 , σ1 ∈ Dc1(M1), M1 ( M,

in Dc(M). The right hand side of this expression is easily seen to depend only on σ, as opposed to the inducing

data (M1, σ1). In fact, using the grading (1.5) of Dc(M), we can choose (M1, σ1) so that σ1 belongs to Dc1,ell(M1).

The condition (8.11) of Proposition 8.3 follows from the formula above for 〈σ, χM (f)〉. The conditions (8.12) and

(8.13) follow inductively from the corresponding conditions for the terms 〈σ1, χ̃
G1

M1
(fQ1〉. The formula (11.9) thus

gives a valid definition of the linear form χ̃M (f) on the subspace Dc,par(M) spanned by elements in Dc(M)

that are properly induced. For elements σ in the complementary subspace Dc,ell(M), we remain free to define

〈σ, χ̃M (f)〉 in any way that satisfies the conditions (8.12)–(8.13) of Proposition 8.3.

Having chosen χ̃M (f), we have only to apply the appropriate definitions. The first descent formula (11.2), in the

remaining case that L = M , follows as directly from (11.9) and (9.1). Notice that (11.2) implies a similar formula

gM
M

(
JG

M,c(f)
)
M1

=
∑

G1∈L(M1)

dG
M1

(M,G1)g
M1

M1

(
JG1

M1,c1
(fQ1)

)

for the formal germ gM
M

(
JG

M,c(f)
)
. Notice also that

KM (f)M1 =
∑

G1∈L(M1)

dG
M1

(M,G1)K
G1

M1
(fQ1),

since both sides vanish by Theorem 5.1. Combining these two observations with (11.8), we see that

gG
M (fG,c)M1 =

∑

G1∈L(M1)

dG
M1

(M,G1)g
G1

M1
(fQ1,c1).

Now as a linear form in f , each side of this last formula is a linear combination of distributions fG(ρ) in the basis

Rc(M). We can therefore compare the coefficients of fG(ρ). The resulting identity is the second descent formula

(11.3), in the remaining case that L = G. This completes the proof of the proposition. �

Corollary 11.2. Suppose that the mapping χ̃M is chosen as in the proposition. Then for any M1 and c1, the

invariant distributions (10.2) satisfy the descent formula

(11.10) IL(ρL
1 , f) =

∑

G1∈L(L1)

dG
L1

(L,G1)Î
G1

L1
(ρ1, fG1), L1 ∈ LL(M1), ρ1 ∈ Rc1(L1).

Proof. We can assume inductively that (11.10) holds for any L ∈ L(M) with L 6= M , so it will be enough to treat

the case that L = M . This frees the symbol L for use in the definition

IM (ρL
1 , f) = JM (ρL

1 , f) −
∑

L∈L0(M)

ÎL
M

(
ρL
1 , φL(f)

)
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from §10. We apply (11.2) to the first term JM (ρL
1 , f). To treat the remaining summands ÎL

M

(
ρL
1 , φL(f)

)
, we

combine an inductive application of (11.10) to IL
M (ρL

1 ) with the descent formula

φL(f)L1 =
∑

G1∈L(L1)

dG
L1

(L,G1)φ
G1

L1
(fQ1), L1 ∈ LL(M1),

established as, for example, in [A2, (7.8)]. We can then establish (11.10) (in the case L = M ) by following the

same argument that yielded the descent formula (11.8) in the proof of the proposition. (See also the proof of [A4,

Theorem 8.1].) �

For the conditions of Proposition 11.1 and its corollary to hold, it is necessary and sufficient that the mapping

χ̃M = χ̃G
M satisfy its own descent formula. That is,

χ̃M (f)M1 =
∑

G1∈L(M1)

dG
M1

(M,G1)χ̃
G1

M1
(fQ1)

for each M1 and c1. This in turn is equivalent to asking that the corresponding invariant mapping Iχ̃M = Iχ̃G
M

satisfy the descent formula

Iχ̃M (f)M1 =
∑

G1∈L(M1)

dG
M1

(M,G1)Î χ̃
G1

M1
(fG1),

again for each M1 and c1. Recall that χ̃M (f) can be identified with a W (M)­fixed linear form on Dc(M). Its

value at any element in Dc(M) is determined by the descent condition and the differential equation (8.12), once

we have defined χ̃M (f) as a linear form on the subspace

Dc,ell,G­harm(M) = Dc,ell(M) ∩ Dc,G­harm(M).

The mapping χ̃M is then uniquely determined up to an Aut(G,K,M, c)­fixed linear transformation

C : C(G)/Cc,N (G) −→Dc,ell,G­harm(M)∗.

There is another kind of descent property we could impose on our distributions and formal germs. This is

geometric descent with respect to c, the aim of which would be to reduce the general study to the case of c = 1.

One would try to find formulas that relate the objects attached to (G,M, c) with correspond objects for (Gc,Mc, 1).

This process has been carried out for p­adic groups. Geometric descent formulas for distributions were given in

Theorem 8.5 of [A3] and its corollaries, while the descent formula for p­adic germs was in [A3, Proposition 10.2].

These formulas have important applications to the stable formula. In the archimedean case, however, geometric

descent does not seem to play a role in the trace formula. Since it would entail a modification of our construction

in the case of c 6= 1, we shall not pursue the matter here.

Finally, it is possible to build the singular weighted orbital integrals of [A3] into the constructions of this paper.

Suppose that γc is a conjugacy class in M(R) that is contained in Uc(M), and has been equipped with M(R)­

invariant measure. The associated invariant integral gives a distribution

h−→ hM (γc), h ∈ C(M),

in Dc(M). We write Dc,orb(M) for the subspace of Dc(M) spanned by such distributions. Any element in

Dc,orb(M) is known to be a finite linear combination of distributions

h → hM (σ), for triplets σ =
(
T,Ω, ∂(u)

)
in Sc(M) such that u is Mc­harmonic. Since W (Mc, T ) is con­

tained in W (G, T ), any Mc­harmonic element is automatically G­harmonic. The space Dc,orb(M) is therefore
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contained in Dc,G­harm(M). The point is that one can define a canonical distribution JM (σ, f), for any σ in

Dc,orb(M) [A3, (6.5)]. This distribution is supported on Uc(G), and satisfies the analogue

JM (σ, fy) =
∑

Q∈F(M)

J
MQ

M (σ, fQ,y), f ∈ C∞c (G), y ∈ G(R),

of (5.5). It follows from (5.13) that JM (σ, f) can be chosen to represent an element in the family (5.1) (and in

particular, is a tempered distribution). Otherwise said, the constructions of [A3] provide a canonical definition

for a part of the operator χ̃M of Proposition 8.3. They determine the restriction of each linear form χ̃M (f) to the

subspace Dc,orb(M) of Dc(M). The conditions of Proposition 8.3 and [A3, (6.5)] therefore reduce the choice of

χ̃M to that of an Aut(G,K,M, c)­fixed linear transformation that fits into a diagram

Cc,N1(G) ↪→ C(G)
χ̃M
−→Dc,G­harm(M)∗ −→→ Dc,orb(M)∗,

in which the composition of any two arrows is predetermined. The mapping χ̃M is thus uniquely determined

up to an Aut(G,K,M, c)­fixed linear transformation

C : C(G)/Cc,N1(G) −→
(
Dc,G­harm(M)/Dc,orb(M)

)∗
.

However, the last refinement of our construction is not compatible with that of Proposition 11.1. This is because

an induced distribution ρ = ρM
1 in Dc(M) may be orbital without the inducing distribution ρ1 being so. The

conditions of Proposition 11.1 and of [A5] are thus to be regarded as two separate constraints. We are free to

impose either one of them on the general construction of Proposition 8.3, but not both together. The decision of

which one to choose in any given setting would depend of course upon the context.
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