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Generalized eigenvalues and conservative systems

Assume M positive definite. To solve
Mz"+ Kz =0

we convert it into a first order system by setting

y=Mz
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and getting

or

We apply Gauss elimination to factor

M=L'L, M=t ‘LML=1

L0 0 M-'][u-' o] _ 0 I
0 L7'||-K o0 0 L] T |-L'K'L' o

K,=L'K'~!

and then multiply

The matrix

1s still symmetric. We can find an orthogonal X such that

X 'K.X=0D
X1 0 0 I1[x o7 _ 0 7
0 X' |=-K. 0|0 X| " |=D 0
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where D is diagonal. So

Finally we use

it w=1+%. So we set

Wi 0 0
_ 0 Wo 0
Q_ 0 0 W3
and get
Q0 0 I][aQ !t o . 0 —_C
0 I|[-D 0 0 Il |- 0]
Thus if

vyl =




Solving the generalized eigenvalue problem 2

then
YAY-! = [_g %] A= YlAY, A= y-lCty
Finally
Ct [cos wit  —sinw;t
e“t ="
sin w;t cosw;t

Lower triangular systems

We want to find x such that Lz = ¢. We find g, #; etc.

fo,ol‘o = Co
Govo+Lliner+ -+ b ix = ¢
o = Co/fo,o

v = ¢ —ligxg— 1wy — -

We will call this with a parameter n, the dimension, so we can use partial vectors anmd matrices.

Cholesky factorization

We have
A o][A %] _Ja 'a
£ A0 Al |a A

which we solve by induction.

M =a
M=a
f=X"1q
U+ A A=A
AA=A— 1Y

Note that £%¢ is a square matrix with entries ¢;¢;.

Fort:=0ton—2
A=t = /my;
forj=i4+1ton—1
Ej,i = mjyi//\
forj=i4+1ton—1
fork=i+1toj
mj g =y — il

En—l,n—l =/ Mp—1n-1

Lower triangular inverses

To solve
x O A O 7
z X||¢ A|

xA=1 dz+X{=0

or

is the easiest way to do it inductively. Note that we should also have a routine for finding Lz where L is
lower triangular.



