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Suppose G to be a split reductive group defined over a field F . It is natural to ask, how does one do

computations in it? For arbitrary groups, there are two methods explained in [Cohen­Murray­Taylor:2005].
One of them applies formulas of Chevalley and Tits involving generators and relations, alongwith the Bruhat

decomposition. This is not usually very pleasant and often barely possible to do by hand, although it is quite

reasonable to use a computer for the task (and indeed the program MAGMA implements these methods). This
is a rather abstract process, and the difficulty of doing it seems to have intimidated many.

However, the so­called classical reductive groups are those with simple defining realizations as matrix
groups, in which computation is straightforward. Another significant property of the classical groups is that

they occur in infinite families: SLn for n ≥ 2; Sp2n for n ≥ 2; SOn for n ≥ 3. There are also the spin groups,

which one may work with either in terms of the Clifford algebra or as coverings of the orthogonal groups.
For each of these families there is an infinite series of inclusions such as

. . . ⊂ SLn ⊂ SLn+1 ⊂ . . .

This makes possible proofs and constructions by induction.

I deal with the spin groups elsewhere, because they are somewhat complicated, and require a more extended
treatment. Here I mention only that they are responsible for most of the ‘accidents’:

Sp2 = SL2

Spin3 = SL2

Spin4 = SL2 × SL2

Spin5 = Sp4

Spin6 = SL6 .

After a brief introduction to root data, I’ll discuss the classical groups in terms of these.

I should add, this essay is incomplete. It begain as notes to help me program calculations in classical groups,
and is updated often as I find additions useful.
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In all cases, εi is the character of the diagonal matrices taking x to xi,i and ε
∨

i the corresponding co­character

taking x to the diagonal matrix with xi,i = x but xj,j = 1 for i 6= j. Thus

〈εi, ε
∨

j 〉 =
{

1 if i = j
0 otherwise.

In this note I shall not usually distinguish multiplicative characters from their (additive) differentials.
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1. Root data and the structure of reductive groups

A reductve group defined over an algebraically closed field is is an algebraic group that does not contain a

unipotent normal subgroup. Equivalently, its maximal solvable normal subgroup is an algebraic torus. In
characteristic 0, it is one all of whose finite­dimensional algebraic representations are semi­simple. Without

further mention, I’ll require also that a reductive group be Zariski­connected. Over any field of definition

there exists a unique split reductive group defined by descent from its algebraic closure.

ROOT DATA. Split reductive groups are characterized by root data .

Suppose given a lattice L, which is to say a free module over Z of finite rank. Let L∨ be the dual lattice
Hom(L,Z), ∆ ⊂ L a finite subset of L, and α 7→ α∨ a map from ∆ to L∨. These data define a (based) root
datum L = (L,∆, L∨,∆∨) if the integral matrix C = (〈α, β∨〉) indexed by ∆2 is a positive definite Cartan
matrix . This means that

(a) cα,α = 2 for all α;
(b) cα,β ≤ 0 for all α 6= β;
(c) there exists a diagonal matrixDwith positive diagonal entries such thatCD is symmetric and positive

definite.

Modulo trivial variations, for example, the possible Cartan matrices of dimension 2 are

[

2 0
0 2

]

,

[

2 −1
−1 2

]

,

[

2 −1
−2 2

]

,

[

2 −1
−3 2

]

.

The first is reducible , the last three irreducible . All possible irreducible Cartan matrices have been classified.

For each α in ∆ the linear transformation

sα: λ 7−→ λ− 〈λ, α∨〉α

is a reflection in L, fixing vectors in the hyperplane α∨ = 0. The Weyl group of the datum is that generated

by the sα. If dα is the diagonal entry of the matrixD in condition (c), then

α •β = 〈β, α∨〉dα

defines aW ­invariant metric on the lattice L∆ spanned by ∆. The groupW acts trivially on a complement.

Therefore there exists on L a Euclidean metric invariant under the Weyl group. Because the groupW takes

L into itself, it is finite.

The set Σ of roots of the datum is the smallestW ­stable subset of L containing ∆, which is therefore also the

W ­orbit of ∆. The coroots are the transforms of ∆∨ under the dual transformations of the Weyl group.

The Cartan matrix gives rise to its Dynkin diagram . This is a finite graph whose nodes are indexed by ∆,

with a directed edge from α to β precisely when 〈α, β∨〉 6= 0. In this case the edge is indexed by 〈α, β∨〉. For
the groups we are looking at

0 ≤ nα,β = 〈α, β∨〉〈β, α∨〉 ≤ 3 ,

and in the graphical representation of the diagram this is indicated by an arrow from α to β if |〈α, β∨〉| > 1,
as well as the multiplicity of edges.

Here are the Dynkin diagrams of the non­trivial systems of dimension two:

The Cartan matrix is irreducible if and only if the Dynkin diagram is connected. The classification of Cartan

matrices reduces to the classification of irreducible ones. The map λ 7→ (〈λ, α∨〉 is a homomorphism from L
to L∨∆∨ The root datum is said to be semi­simple, for reasons that will be apparent later on, if this is injective.
The classification of semi­simple data is well known. But in general the classification of root data involves
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theK­theory of certain group algebras. For example, there are two inequivalent root data of dimension two.
As we shall see later, one corresp[onds to the group GL2 and the other to SL2 × Gm.

Example. Take L = Zn with basis εi, dual basis ε
∨

i . Let ∆ be the set of εi − εi+1 for 0 ≤ i ≤ n − 2. The

simple reflections swap εi with εi+1, which generate the symmetric group Sn. The elements of ∆∨ are the
ε∨i − ε∨i+1.

◦————­ ◦

ROOT DATA OF REDUCTIVE GROUPS. How, exactly, do root data relate to reductive groups? Suppose G
to be reductive defiend over F , which is algebraically closed. Let B be a maximal solvable subgroup of G,

and T a maximal torus inB. All choices ofB are conjugate inG, and all choices of T are conjugate inB. The
group T acts by the adjoint action on the Lie algebra g. Since T is a torus, g decomposes into eigenspaces.

That corresponding to the trivial character of T is the Lie algebra t of T itself, and the other eigenspaces

are one­dimensional. The non­trivial characters λ for which gλ 6= 0 are the roots of g with respect to T .
Those λ occurring in the adjoint action on b are the positive roots . The roots are a subset Σ of X∗(T ). Let
Σ+ the subset of positive roots. There exists a subset ∆ of Σ+ with the property that every root in Σ+ is a
non­negative integral combination of elements in ∆. These are the simple roots determined by the choice of

B.

Example. The simplest examples are the groups GLn, with T the diagonal matrices, B the upper triangular

matrices. (We’ll see more about this later.)

◦————­ ◦

Fix for each α in ∆ an element eα 6= 0 in gα. All choices are conjugate with respect to the adjoint action

of T . This choice now determines a frame for g, the triple (B, T, {eα}). The set of frames is a principal

homogeneous space under the adjoint action of the quotient of G by its center. There exists in g−α a unique
e−α such that hα = [eα, e−α] satisfies α(hα) = 2. These data determine a unique embedding of sl2 into g,

taking
[

0 1
0 0

]

7→ eα

[

1 0
0 −1

]

7→ hα

[

0 0
1 0

]

7→ e−α .

Applying knowngenerators and relations forSL2, one deduces that this gives rise in turn to a homomorphism

ϕα from SL2 toG. Define the coroot

α∨: Gm −→ T ⊆ G, x 7−→ ϕα

([

x 0
0 1/x

])

.

It depends only on the choice of B and T , not on the choice of frame. Let ∆∨ ⊂ X∗(T ) be the set of coroots.

There exists a unique involution θ of G acting as t 7→ t−1 on T and inducing the map eα 7→ −e−α, called
the canonical involution determined by the frame. There exists for each root λ /∈ ∆ a choice of eλ 6= 0 in gλ

such that θ(eλ) = −e−λ. The eλ are unique up to sign and, together with a suitable basis of t, make up a

Chevalley basis of g. (There are different definitions of this in the literature, but in all cases θ(eλ) = ±e−λ.)
To each eλ is associated a homomorphism ϕλ from SL2 toG.

Let tλ be the image of
[

1 0
0 −1

]

with respect to ϕλ. Hence [eλ, e−λ] = tλ. Furthermore

[tλ, eµ] = 〈µ, λ∨〉eµ .
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If we set L = X∗(T ), then (L,∆, L∨,∆∨) is a root datum. The group L∨ may be identified with the
cocharacter latticeX∗(T ). The group G and frame (B, T, {eα}) are said to realize the datum.

For every α in ∆, let ṡα be the image under ϕα of

[

0 1
−1 0

]

.

If w is any element ofW , it can be expressed as a product ofm elementary reflections si of least length. The
product

ẇ = ṡ1 . . . ṡm

depends only on w. The normalizer of T in G fits into an exact sequence

1 −→ T −→ NG(T ) −→ W −→ 1

and the map w 7→ ẇ is a section. Since ṡ2α = α∨(−1), computation in NG(T ) reduces to computation in

W and T . The group G(C) is the disjoint union of double cosets BẇB, and every element of G(C) has
a canonical representive. Using formulas of Chevalley and Tits, one can multiply explicitly (see [Cohen­

Murray­Taylor:2005]).

Chevalley proved in 1955 the astonishing result that every root datum can be realized, even in arbitrary

characteristic. In effect, root data classify reductive groups up to isomorphism. I say ‘astonishing’ because,

as will become apparent later on, small characteristic—especially characteristic two—causes serious trouble
in finding explicit realizations. In any case, if the base field is not assumed to be algebraically closed, root

data classify split groups.

The rest of this essay will describe the root data of what are called the ‘classical’ groups—essentially those

with explicit realizations as matrix groups in relatively small dimensions. Thus orthogonal groups are called

classical (dimension O(n2) if n is the rank), but the spin groups (dimension 2n) are not.

DERIVED ROOT DATA. Suppose G to be a reductive group with root datum (L,∆, L∨,∆∨). There are

several other groups associated to G—its derived group Gder, the simply connected covering Gsc of Gder,
the centre ZG of G, its adjoint quotient Gadj, the maximal torus S in ZG, the maximal torus quotient. How
are all these determined by the root datum of G?

• The center ZG is contained in T . It may be disconnected, but it is a diagonalizable group, determined

by its character group X∗(ZG). For example, if G = SLn then ZG is isomorphic to the group µn of n­th
roots of unity, and X∗(ZG) is isomorphic to Z/n. More generally, the embedding determines a surjective
homomorphism from X∗(T ) to X∗(ZG). The roots are trivial on the center, so that the root lattice L∆ is in

the kernel. This gives an isomorphism

X∗(ZG) = X∗(T )/L∆ .

• As a consequence, the center is finite, or equivalentlyG is semi­simple, if and only ifL/L∆ is finite. In this
case,

L∆ ⊆ L ⊆ dual of L∨∆∨ .

In programming, it is useful to distinguish between weights—i.e. elements of L—and root vectors—i.e.

weights in the span of ∆. Any weight determines an element of the dual of L∨∆∨ , and may be assigned the
partial coordinate vector (〈v, α∨〉). Any root vector may be expressed as a sum

∑

cαα, but also as a weight

vector.

• A semi­simple group is in addition simply connected if the embedding of L∨∆∨ into L∨ is an isomorphism.

In this case, a weight v is therefore completely specified by the array (〈v, α∨〉). The fundamental weights are

the basis of L dual to ∆∨. Row α of the Cartan matrix C holds the coordinates 〈α, β∨〉 of the root α with
respect to the basis of fundamental weights. These rows span the root lattice. The fundamental weights may
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be expressed as fractional linear combinations of the simple roots in terms of C−1. The quotient L/L∆ may
be computed by finding the Smith normal form of the transpose of the Cartan matrix. This gives us a basis

λi of L and an array of ni > 0 such that (niλi) is a basis of L∆.

• The derived group Gder of G is the maximal semi­simple subgroup of G. What is its root datum? The
embedding of Gder in G determines an embedding of its maximal torus Tder into T , hence a surjection from

L to Lder = X∗(Tder). This induces an isomorphism

Lder = L/AnnL(∆∨) .

• Let Tquot be the maximal torus quotient of G. Then X∗(Tquot) embeds into X∗(T ). Its image is equal to

AnnL(∆∨). This is the same asX∗(G).

• What is the root datum of Gadj? Because of the exact sequence

1 −→ ZG −→ G −→ Gadj −→ 1 ,

we have also an exact sequence

0 −→ Ladj −→ L −→ X∗(ZG) −→ 0 ,

so that Ladj = L∆.

• The group ZG contains a maximal torus S. The embedding of S into ZG is equivalent to a surjective map

fromX∗(ZG) toX∗(S). Its kernel is the torsion subgroup ofX∗(ZG).

If Gsc is the simply connected covering of Gder, the product map from S ×Gsc to G is surjective. Hence:

1.1. Proposition. Any reductive group can be represented as a quotient of a product of a semi­simple, simply
connected one and a torus.

This enables a classification of root data.

CONSTRUCTION. Root data are the DNA of reductive groups—from a small amount of data an enormous

and complicated structure is assembled.

In the previous section I have recalled how a reductive group gives rise to a root datum. Conversely, and

perhaps more miraculously, every root datum L gives rise to a reductive group, which can be constructed

through a series of steps.

Step 1. The root datum gives ∆ ⊂ L, as well as the formula for simple reflections. From this one can

construct all the roots and coroots, distinguishing the positive ones.

Step 2. The construction of the split semi­simple Lie algebra corresponding to a given root system was done

initially for almost all systems case by case, depending on particular representations. This has been done
uniformly for all systems by an idea due originally and independently toChevalley andHarish­Chandra. The

precise result is Theorem 1 in §VII.1 of [Jacobson:1962]. A version of this was later applied to the construction

of Kac­Moody algebras. If n = |∆|, the Lie algebra in question is defined as a certain quotient of the free Lie
algebra determined by 3n generators eα, hα, fα for α in ∆.

Step 3. In general, whenever g is a reductive Lie algebra, suppose eλ to be a generator of gλ. Then

[eλ, eµ] =







an element of t if µ = −λ
Nλ,µeλ+µ if λ+ µ is a root

0 otherwise.

In particular, if λ is a negative root and µ positive, [eλ, eµ] = 0 unless λ = −µ. Furthermore, if [eλ, eµ] =
Nλ,µeν then

[eθ
λ, e

θ
µ] = Nλ,µe

θ
ν .
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In practice, for classical groups it seems easiest to compute Lie brackets by machine as you would by
hand. First find a Chevalley basis in the sense I have defined above. Then to each root associate a matrix,

implementing it as a list of pasrticular ei,j . At the same time as this list is registered, associate also to each

(i, j) the corresponding root. This is well defined. Use the rule for products of elementary matrices to
compute the brackets of the eλ.

If the eλ are part of a Chevalley basis, the structure constantsNλ,µ are integers, relatively simple to determine
up to sign. Explicit formulas for Lie brackets and group products are due originally to Chevalley. They

are explained in [Carter:1972], and in slightly greater generality in [Cohen­Murray­Taylor:2005]. Chevalley

discovered how the eλ 6= 0 for each root λ can be specified, and then how to find ε(λ, µ) such that

[eλ, eµ] = ε(λ, µ)(pλ,µ + 1)e−ν

whenever λ+ µ+ ν = 0. Here pλ,µ is the distance of µ from the left hand end of the λ­string through it. Tits

discovered how to describe NG(T ) explicitly. One can also find simple formulas for the action of NG(T ) on
g.

Step 4. The last step is from the Lie algebra to the group determined by the root datum. The final result is of
a smooth reductive group scheme over Z. There are in the literature many ways to do this, but as far as I can

see none are perfect. It is perhaps best done in a uniform way by ideas explained roughly in [Kostant:1966],

but this is not a complete account. Other relevant references are [Demazure­Grothendieck:1962/4], [Conrad­
Gabber­Prasad:2015], [Steinberg:1967], and [Lusztig:2009].

In the rest of this essay, I’ll define the classical groups, and determine for each one a certain subset of
fundamental data. Eventually, these will include

◦ a maximal torus T

◦ a Borel subgroupB containing T

◦ the latticeX∗(T )

◦ the centre ZG

◦ the Lie algebra

◦ a Chevalley basis of g, as matrices

◦ the roots Σ

◦ the simple roots ∆

◦ the coroots Σ∨

◦ the subset ∆∨

◦ the special embeddings of SL2

◦ the Weyl groupW

◦ the fundamental weights, as elements of the dual of L∨∆∨

But at the moment I am content with less.

Every classical group G comes with a fixed embedding into some GLn(C). In all cases, I shall normalize

things in such a way that the subgroup of upper triangular matrices will be the Borel subgroup of G, the
subgroup of diagonal matrices will be the torus T , and the canonical involution will takeX to tX−1. Because

I am interested in writing programs, I’ll label the simple roots for a group of semi­simple rank r by indices

in [0, r − 1]. With a shift of 1, I’ll follow the conventions of [Bourbaki:1965].
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2. The general linear groups

The simplest reductive groups are the general linear and special linear groups. The group GLn contains the
subgroup SLn of all n× nmatrices of determinant 1.

The group GLn contains as maximal torus the subgroup T of diagonal matrices, and as Borel subgroup the

group B = TN of upper triangular matrices. The centre ZG is the group of scalar matrices. The center ZSL

of the derived group SLn is isomorphic to the group µn of n­th roots of unity. For general fields of definition,

its group of rational points may hence be quite small. The dualX∗(ZSL) is canonically isomorphic to Z/n.

CHARACTER LATTICE. The latticeX∗(T ) has as basis the characters εi (for 0 ≤ i < n), with

εi(t) = ti,i .

LIE ALGEBRA. The Lie algebra ofGLn is the vector space ofn×nmatrices, with bracket [X,Y ] = XY −Y X .

That of SLn is the subspace of matrices of trace 0.

The elementary matrix ei,j is that with zero entries everywhere except in location (i, j), where it is 1. The

matrix product is

(2.1) ei,j ·ek,ℓ =
{

ei,ℓ if j = k
0 otherwise.

This is one of the basic formulas underlying all computation in matrix groups. It can be roughly visiualized:













































































(i, j) (i, ℓ)

(j, ℓ)

The canonical involution takes ei,j to −ej,i, and the ei,j make up a Chevalley basis of g = gln. The ei,i span

the Lie algebra of T . If t = (ti,i) is in T then

t ·ei,j · t
−1 = (ti,i/tj,j)ei,j

so the ei,j with i 6= j are the generators of the root spaces. The roots are parametrized by such pairs.

Lie brackets follow from (2.1) :

[ei,j , ek,ℓ] =











ei,i − ej,j if i = ℓ and j = k
ei,ℓ if i 6= ℓ and j = k

−ek,j if i = ℓ and j 6= k
0 otherwise.

Computation in GLn is the basis of calculations in other classical groups.

The roots are (in additive notation) the αi,j = εi − εj for i 6= j. The corresponding root space is spanned by
the elementary matrix ei,j . The positive roots are those with i < j. The simple roots are the αi = εi − εi+1.

Every positive root can be expressed as a linear combination of simple roots:

αi,j = αi + · · · + αj−1 .
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COROOTS. Let ε∨i be the homomorphism from Gm to GLn taking t to the diagonal matrix with si,i = t and
sj,j = 1 for j 6= i.

The coroots are the ε∨i − ε∨j with i 6= j. The simple ones are those with j = i + 1, and these are a basis of

X∗(Tder) for SLn, which is simply connected.

Another basis of weights is made up of the fundamental weights

̟0 = ε0

̟1 = ε0 + ε1

. . .

̟n−1 = ε0 + ε1 + · · · + εn−1

If σ is the standard representation on C
n, then̟i is the highest weight of

∧i+1
σ. The dominant weights are

those of the form
∑n−1

0 ci̟i with ci integral, ci ≥ 0 for i < n.

For SLn, the latticeX
∗(Tder) is the quotient ofX

∗(T ) by̟n. The images of the εi with i < n form a basis of
Lder = X∗(Tder).

The the projection from X∗(Tder) onto X∗(ZSL) takes (ci) to
∑

ci modulo n. The quotient Lder/L∆ is

isomorphic to Z/n, and we can see this very explicitly. Let

ψ0 = ε0

ψ1 = ε1 − ε0

. . .

ψk = εk − εk−1 (2 ≤ k < n− 1) .

Then the ψi clearly make up a basis of Lder. But since ε0 + · · · + εn−1 = 0, the weights

nψ0 = nε0

= nε0 − (ε0 + · · · + εn−1)

= (ε0 − ε1) + · · · + (ε0 − εn−1)

= (n− 1)α0 + (n− 2)α1 + · · · + αn−2

ψk = −αk−1 (k ≥ 1)

make up a basis of L∆.

SL(2) EMBEDDINGS. For a positive pair (i, j), the embedding of SL2 intoG corresponding to αi maps a 2×2
matrix into a block in entries [i, j]× [i, j]. For j = i+ 1 this is a simple 2× 2 block. For example, with n = 4,
i = 0, j = 2:

[

a b
c d

]

7−→







a ◦ b ◦

◦ 1 ◦ ◦

c ◦ d ◦

◦ ◦ ◦ 1






.

WEYL GROUP. The Weyl group is Sn, acting by permutation on diagonal entries. There are in this case two

natural sections of the sequence

1 −→ T −→ NG(T ) −→W −→ 1 .

One of them takes place in GLn, with image the permutation matrices, and is a homomorphism. The other

takes place in SLn, and is Tits’ map w 7→ ẇ. In general, this sequence does not split.
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DYNKIN DIAGRAM. The Cartan matrix has

〈αi, α
∨

j 〉 =

{

2 if i = j
−1 if j = i± 1

0 otherwise.

For example, that for SL4 is






2 −1
−1 2 −1

−1 2 −1
−1 2







The diagram is

0 1 n−2 n−1

3. Preliminaries concerning isometry groups

Fix for the rest of this essay the n× n symmetric matrix

ωn =







0 . . . 1

. . .

1 . . . 0






.

It is its own inverse. The operator
X 7−→ ω tX ω

swaps entries of X along the SW­NE axis, and in particular takes diagonal matrices to diagonal matrices.

Explicitly, it takes the elementary matrix ei,j to en−1−j,n−1−i. For convenience I set m = n − 1 −m, and
write this as e

j,i
.





































(i, j)

(j, i)

Suppose Ω to be either

ωn or

[

0 −ωm

ωm 0

]

,

a non­degenerate symmetric or anti­symmetricmatrix of size n×n. It satisfies the equationΩ2 = ±I . Define

GΩ to be the group of allm×mmatrices such that

tXΩX = cΩ

in which c = µ(X) is a scalar. We can rewrite this equation as

(3.1) X ∗X = ∗XX = c I with ∗X = Ω−1 tX Ω .
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It is a Zariski­closed algebraic subgroup of GLn, since the condition to be a scalar amounts to a set of
polynomial identities. The map X 7→ µ(X) is then a character of G. Let SΩ be the subgroup in which

µ(X) = 1. Its Lie algebra is the space of allX such that

(3.2) tXΩ + ΩX = 0 or X = −∗X .

Because Ω−1 = ±Ω, the transpose adjoint tX−1 will lie in G when X does. This will be the canonical
involution of G. It is also true that Ω itself lies in S.

The diagonal matrices inGwill form amaximal torus T . The subgroup of upper triangular matrices will be a
Borel subgroup (i.e. maximal solvable), because the involutionX 7→ Ω tXΩ takes an upper triangular matrix

to another one. Every t in T will satisfy the condition ti,iti,i = µ(t) for all i. I recall that εi is the character of

the diagonal matrices taking t to ti,i. Let εi be its restriction to T .

The group SΩ will also contain elements





X 0 0
0 I 0
0 0 ω tX−1ω



 (X ∈ GLk)





I 0 0
0 X 0
0 0 I



 (X ∈ Sℓ)

for everym such that 2k ≤ n and ℓ ≤ n. Here Sℓ is the group defined by the central ℓ× ℓminor of Ω.

To help mental calculation later on, I offer the diagram

0 1 n−2 n−1i i = n−1−i. . . . . .

i i

4. The symplectic groups

Now let G = GSp2n, the group of symplectic similitudes of a non­degenerate alternating form in 2n
dimensions. Here, I take

Ω = Ω2n =

[

0 ωn

−ωn 0

]

,

and then

GSp2n = {X | tXΩX = cΩ}

for some non­zero scalar c = µ(X).

The associated alternating form is
∑n−1

0
(xiyi − xiyi) .

There is an exact sequence

1 −→ Sp2n −→ GSp2n

µ
−→ Gm −→ 1 .

One section of the map µ takes c to

µ∨(c) =

[

In 0
0 cIn

]

.
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Remark. Other choices of alternating matrix are common. They are all equivalent, since any two non­
degenerate symplectic forms of the same dimension are equivalent. One common choice is

[

0 −In
In 0

]

.

This would be convenient in many circumstances, but the choice I have made has the great virtue that the

upper triangular matrices inG form a Borel subgroup.

◦————­ ◦

The group Sp2n contains the matrices

[

X 0
0 ω tX−1ω−1

]

(X ∈ GLn)





I 0 0
0 X 0
0 0 I



 (X ∈ Sp2m)

[

I X
0 I

]

(ω tXω−1 = X) .

This last condition means thatX is symmetric with respect to the NE–SW axis.

LIE ALGEBRA. The Lie algebra of Sp2n is the vector space of 2n× 2n such that tXΩ + ΩX = 0. There are
four distinct types making up a basis. Two of these come from the embedding of GLm, and two from he
skew­symmetric matrix S. I list those in b:

(a) the semisimple elements

(ei,i − ei+1,i+1) + (ei−1,i−1 − ei,i) (0 ≤ i < n) ;

(bi) the elements in the copy of gln:

ei,j − e
j,i

(0 ≤ i < j < n) ;

(bii) the cross­diagonal elements:

ei,i (0 ≤ i < n) ;

(biii) the remainder in the upper right block:

ei,j + ej,i (0 ≤ i < n ≤ j < 2n− 1) ;

(c) the transposes of elements in (b).

















































(i, j)

(j, i)

Each of these elements contains in its expression some unique ei,j in the region

{0 ≤ i < n, 0 ≤ j < i} .
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In computation it is useful to index it by (i, j).

MAXIMAL TORUS. The maximal torus is the group of diagonal matrices

a =











a0 ◦ . . . ◦ ◦

◦ a1 . . . ◦ ◦

. . .
◦ ◦ . . . a2n−2 ◦

◦ ◦ . . . ◦ a2n−1











with a0a2n−1 = a1a2n−2 = . . . = an−1an = µ(a). If εi is the restriction to T of εi, thenX
∗(T ) has as basis

the εi, for 0 ≤ i < n together with µ, which is in additive notation the common sum εi + ε2n−1−i.

ROOTS. For 0 ≤ i < n let

αi = εi − εi+1 .

The αi are the simple roots. The last one is αn−1 = εn−1− εn, but in terms of the chosen basis it is 2εn−1−µ.

The positive roots on Tder may be expressed in two ways.

εi − εj =
∑

i≤k<j αk (0 ≤ i < j < n)

2εi = 2
∑

i≤k<n−1 αk + αn−1 (0 ≤ i < n− 1)

εi + εj =
∑

i≤k<j αk + 2
∑

j≤k<n−1 αk + αn−1 (0 ≤ i < j < n)

There are n(n− 1)/2 + n(n− 1)/2 + n = n2 roots in all.

WEYL GROUP. The Weyl group is the semi­direct product (±1)∆ ⋊ Sn, acting by signed permutations
(εi) 7→ (ε±1

σ(i)).

SL(2) EMBEDDINGS. For 0 ≤ i < n − 1, the embedding of SL2 into G corresponding to αi is that for the

copy of GLn. For αn−1, it is the central embedding of SL2. For example, when n = 2:

[

a b
c d

]

7−→







1 ◦ ◦ ◦

◦ a b ◦

◦ c d ◦

◦ ◦ ◦ 1







This is consistent with an earlier remark, since SL2 = Sp2.

LIE BRACKETS. This subsection is meant to help in detailed calculations. It will give very explicit formulas
for elements of the Lie algebra of upper triangular matrices in sp2n. The non­trivial cases come in two

flavours: (1) those pairs lying the embedded copy of gln. This we already know; (2) those pairs with the first

in the embedded gln and the second associated to the upper right square.

(a) The site (k, ℓ) lies on the cross­diagonal. We are looking at

[ei,j − ej,i, ek,k
] = [ei,j , ek,k

] − [ej,i, ek,k
]

= ei,j ·ek,k
− e

k,k
·ej,k − e

j,i
·e

k,k
+ e

k,k
·e

j,i

This vanishes unless j = k, and is in that case equal to e
i,k

+ e
k,i

. Furthermore, i < j = k, so that these are

two distinct terms.

(b) It does not, so that we are therefore looking at

[ei,j − ej,i, ek,ℓ + e
ℓ,k

]
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with 0 ≤ i < j < n, 0 ≤ k < n− 1 < n ≤ ℓ < 2n− 1. This comes in two pieces. The first is

[ei,j , ek,ℓ + e
ℓ,k

] = [ei,j , ek,ℓ] + [ei,j , eℓ,k
]

= ei,j ·ek,ℓ − ek,ℓ ·ei,j + ei,j ·eℓ,k
− e

ℓ,k
·ei,j

= ei,j ·ek,ℓ + ei,j ·eℓ,k
.

Keep in mind thatm lies in [0, n) if and only ifm lies in [n, 2n).

The second is
[−ej,i, ek,ℓ + e

ℓ,k
] = −[ej,i, ek,ℓ] − [ej,i, eℓ,k

]

= ek,ℓ ·ej,i
− e

j,i
·ek,ℓ + e

ℓ,k
·e

j,i
− e

j,i
·e

ℓ,k

= ek,ℓ ·ej,i + e
ℓ,k

·ej,i .

Comparing these expressions, we see that they vanish unless j = k or j = ℓ. If j = k, two terms sum to

ei,ℓ + e
ℓ,i
. If j = ℓ, we get e

i,k
+ ek,i. These two cases do not overlap. But it can happen that i = k, in which

case we get 2e
k,k

.

COROOTS. The torus T is identified with a subtorus of the diagonal torus in GLn, and hence the lattice
L∨ = X∗(T ) with a subtorus of the lattice spanned by the ε∨. Cocharacters in X∗(T ) may therefore be

identified with their images in Z2n. As a basis:

ε∨i = ε∨i − ε∨2n−1−i (0 ≤ i < n)

µ∨ =
∑2n−1

n
ε∨i .

The simple coroots are

α∨i =

{

ε∨i − ε∨i+1 0 ≤ i < n
ε∨n−1 otherwise.

FUNDAMENTAL WEIGHTS.
̟0 = ε0

̟1 = ε0 + ε1

. . .

̟n−1 = ε0 + ε1 + · · · + εn−1

together with µ.

THE CENTRE. The weights αi = εi − εi+1 for 0 ≤ i ≤ n− 2 together with εn−1 make up a basis of weights,
while the αi for 0 ≤ i ≤ n− 2 together with αn−1 = 2εn−1 make up a basis of roots. So Lder/L∆ = Z/2.

DOMINANT WEIGHTS. The dominant weights are integral linear combinations

n−1
∑

0

ck̟k + cnµ

with ck ≥ 0 for 0 ≤ k < n.

The weight ε0 is the highest weight of the defining representation of G, its embedding into GL2n. The
other weights of this representation are the εm with 1 ≤ m < 2n (recall that for m < n ≤ 2m we have

εm = µ− ε2n−1−m).

The highest weight ε0 = ̟0 is minuscule —i.e. all weights are in a single Weyl orbit.

DYNKIN DIAGRAM.
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The Cartan matrix has

〈αi, α
∨

j 〉 =











2 if i = j
−1 if i < n− 1 and j = i± 1
−2 if i = n− 1, j = n− 2

0 otherwise.

For example, when n = 2:






2 −1
−1 2 −1

−1 2 −1
−2 2







The Dynkin diagram is

0 1 n−2 n−1

5. Even orthogonal groups

In this section and the next I’ll look at orthogonal groups—in this section for quadratic forms of even

dimension, and in the next those of odd. But there are certain features in common.

ALL DIMENSIONS. Let Ω = ωN , with u◦v the associated inner product. Let (ui) be the standard basis, so

that

(5.1) ui ◦uj =
{

1 if j = N − 1 − i
0 otherwise.

The groupGΩ is that of allX such that
tXΩX = cΩ

for some c = µ(X) 6= 0, OΩ is the subgroup with µ = 1, and SOΩ to be subgroup of OΩ with det = 1. The
maximal torus of SO is made up of the diagonal matrices











x0

x1

. . .
1/x1

1/x0











.

The Lie algebra is the set ofN ×N matrices such that

tXΩ + ΩX = 0 or X = −Ω tXΩ .

This translates to the condition xi,j = −xN−1−j,N−1−i. In other words, the matrix is hence skew­symmetric

around theNE­SW axis where i+ j = n−1. Its entries are determined by the ones in the region i+ j < n−1,
and the dimension of the Lie algebra is henceN(N − 1)/2. It has as basis the matrices

ei,N−1−j − ej,N−1−i

for 0 ≤ i < j < N . The corresponding linear transformation

uk 7−→

{

ui if k = N − 1 − j
−uj if k = N − 1 − i

0 otherwise.

otherwise expressed as
v 7−→ (v ◦uj)ui − (v ◦ui)uj ,

because of (5.1) .

There are some types of these in common to bothN odd andN even. Let n = ⌊N/2⌋.
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(a) the semisimple elements

(ei,i − ei+1,i+1) + (ei−1,i−1 − ei,i) (0 ≤ i < n) ;

(bi) from the copy of GLn:

ei,j − e
j,i

(0 ≤ i < j < n) ;

(bii) from the upper right block

ek,ℓ − e
ℓ,k

(0 ≤ k < n− 1 < n ≤ ℓ < 2n− 1) ;

(c) transposes of elements in (b).

The group ON contains the matrices





Ik 0 0
0 X 0
0 0 Ik



 (X ∈ ON−2k) ,

which allows induction.

EVEN DIMENSIONS. Now assume N = 2n. Let ω = ωn, so that

Ω =

[

0 ω
ω 0

]

.

It corresponds to the quadratic form

2x0x2n−1 + · · · + 2xn−1xn .

The group SOΩ contains the matrices

[

X 0
0 ω tX−1ω−1

]

(X ∈ GLn)

[

I X
0 I

]

(ω tXω−1 = −X) .

This last condition means thatX is skew­symmetric with respect to the NE–SW axis.

The simple roots are the αi = εi − εi+1 for 0 ≤ i < n− 1 and εn−2 + εn−1. The first few come about from
GLn. The last from the nilpotent matrix







◦ ◦ 1 ◦

◦ ◦ ◦ −1
◦ ◦ ◦ ◦

◦ ◦ ◦ ◦







in SO4.

The positive roots of SOΩ are the

εi − εj (0 ≤ i < j < n− 1)

εi + εj (0 ≤ i < j < n− 1)

SO(4). What happens in general is best understood if one looks first at the case n = 2. Here, there is a

homomorphism from SL2 × SL2 to SO(4) that accounts for, among other things, the basic embeddings of

SL2 in general. In effect, although I won’t elaborate, this product is Spin(4), and the map to be described is
the canonical quotient.
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This is clearest of one uses a different realization of Ω. Identify the vector space withM2 and

Ω(x) = det(x):

[

x0 x1

x2 x3

]

7−→ x0x3 − x1x2 .

The sign is not quite right, but I’ll adjust that in a moment.

The group SL2 × SL2 maps to SO(Ω) through the action

X 7→ A ·X ·B−1 .

At first, I take as my basis ofM2 the matrices

m1 =

[

1 0
0 0

]

, m2 =

[

0 1
0 0

]

, m3 =

[

0 0
1 0

]

, m4 =

[

0 0
0 1

]

.

With respect to this basis, left multiplication takes

[

a b
c d

]

7→







a 0 b 0
0 a 0 b
c 0 d 0
0 c 0 d






,

and right multiplication takes

[

a b
c d

]

7→







d −c 0 0
−b a 0 0

0 0 d −c
0 0 −a a






.

Note that
[

d −c
−b a

]

= ω

[

a −b
−c d

]

ω−1

so that if I change the right action to

Ω 7−→ Ω ·ωB−1ω

the matrix of the right action becomes







a −b 0 0
−c d 0 0

0 0 a −b
0 0 −c d






.

Now I finally adjust the sign of Ω. Instead of

x0x3 − x1x2

I want

x0x3 − x1x2 .

so I change the sign of my second basis matrix. The left and right action matrices now become







a 0 b 0
0 a 0 −b
c 0 d 0
0 −c 0 d






,







a b 0 0
c d 0 0
0 0 a −b
0 0 −c d






.
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This can be seen more intelligently by identifyingM2 ⊕M2 with the four­dimensional Clifford algebra of Ω
and SL2 × SL2 with the spin group.

SL(2) EMBEDDINGS. The first n− 1 embeddings from SL2 are the ones into GLn. That for αn embeds the

Lie algebra as it does for SO4, which itself is embedded into every SO2n.

LIE BRACKETS. These are much like the ones for sp2n, and I won’t give details.

DYNKIN DIAGRAM.

The Cartan matrix has

〈αi, α
∨

j 〉 =











2 if i = j
−1 if i, j < n− 1 and j = i± 1
−1 if i = n− 3, j = n− 1

0 otherwise.

For n = 2:






2 −1
−1 2 −1 −1

−1 2 0
−1 0 2







The Dynkin diagram is

n−2

n−1

0 1 n−3

There is an automorphism swapping εn−1 and −εn, hence αn−1 and αn, which comes from conjugation by

the matrix






I ◦ ◦ ◦

◦ ◦ 1 ◦

◦ 1 ◦ ◦

◦ ◦ ◦ I







in O2n, which swaps the two embeddings of SL2 exhibited above.

The fundamental weights of the covering spin groups:

̟i =







ε1 + · · · + εi if 0 ≤ i ≤ n− 3
(1/2)(ε1 + · · · + εn−3 + εn−2 − εn−1) if i = n− 2
(1/2)(ε1 + · · · + εn−3 + εn−2 + εn−1) if i = n− 1

CENTER. The center of GO is made up of the scalar matrices. That of SO2n is made up of {±I}.

6. Odd orthogonal groups

Let ω = ωn and

Ω =





◦ ◦ ω
◦ 1 ◦

ω ◦ ◦





It is the matrix of the quadratic form

2x0x2n + · · · + 2xn−1xn+1 + x2
n .
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The elements in the Lie algebra are thoseX inM2n+1 such that tXΩ+ΩX = 0. In addition to types occurring
in both even and odd dimensions, we have here the matrices





0 x 0
0 0 −tx ω
0 0 0



 .

The group GO contains matrices





I x −x · tx ω/2
0 1 −tx ω
0 0 I









A 0 0
0 1 0
0 0 ω tA−1ω



 (A ∈ \GLn)





I 0 X
0 1 0
0 0 I



 (ω tXω = −X)

The simple roots are αi = εi − εi+1 for 0 ≤ i < n− 1 and εn−1. The first several come about from GLn, the

last from the nilpotent matrix










◦ ◦ ◦ ◦ ◦

◦ ◦ 1 ◦ ◦

◦ ◦ ◦ −1 ◦

◦ ◦ ◦ ◦ ◦

◦ ◦ ◦ ◦ ◦











on which the torus acts as xn−1.

SO(3). I want to explain here the map from SL2 to SO(3) that identifies SL2 with Spin(Ω) and PGL2 with
what is sometimes called Pin(Ω).

6.1. Proposition. There exists a unique homomorphism from SL2 to SO(3) taking

[

1 x
0 1

]

7−→





1 x −x2/2
0 1 −x
0 0 1





[

t 0
0 1/t

]

7−→





t2 0 0
0 1 0
0 0 1/t2





w =

[

0 −1
1 0

]

7−→





0 0 1
0 −1 0
1 0 0



 .

Proof. The standard three­dimensional representation of SL2 acts on symmetric vectors e20, e0e1, e
2
1. With

respect to the basis with−e12/2 the matrices of this representation are as above.

We have already seen that the image is contained in SO(3). Uniqueness is because these matrices generate
SL2.

Explicit formulas for an arbitrary matrix in SL2 are messy, but for any fixed matrix they can be found from
the Bruhat decomposition SL2 = B ⊔BwB.
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SL(2) HOMOMORPHISMS. The first n− 1 maps from SL2 arise through embeddings into GLn, while the last
through the map into SO(3).

Why does the copy of SL2 corresponding to αn−1 not embed, while those for the others do? For n = 5 this is

OK because the standard copy of SL2 contains the centre, while that of the central SL2 does not. So it is the
first that collapses. This agrees with the fact that although the root systems for B2 and C2 are the same, the

indexing of simple roots is different.

DYNKIN DIAGRAM. The Cartan matrix has

〈αi, α
∨

j 〉 =











2 if i = j
−1 if j < n− 1 and j = i± 1
−2 if j = n− 1, i = n− 2

0 otherwise.

For example when n = 2:






2 −1
−1 2 −1

−1 2 −2
−1 2







The diagram is

0 1 n−2 n−1

FUNDAMENTAL WEIGHTS. Of the covering spin group.

̟i = ε0 + · · · + εi (0 ≤ i < n− 1)

̟n−1 = (1/2)(ε0 + · · · + εn−1)
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11. ——, La géométrie des groupes classiques , Springer, 1955.

12. Nathan Jacobson, Lie algebras , Wiley, 1962.

13. Bertram Kostant, ‘Groups over Z’, pp. 90–98 in [Borel­Mostow:1966].

14. George Lusztig, ‘Study of a Z­form of the coordinate ring of a reductive group’, Journal of the American
Mathematical Society 22 (2009), 739–769.

15. Robert Steinberg, Lectures on Chevalley groups , Yale University Mathematics Department, 1967.


