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Algebraic structures and fields of definition

I have written this essay in order to summarize in one place what one needs eventually to classify algebraic
groups, mainly reductive groups over local fields. Since this essay is partly directed to those who work

mostly with groups defined over R, who might not be familiar with algebraic geometry, I include a very short
introduction to affine algebraic varieties.

Although my original motivation for this essay was to understand the classification and structure of reductive

groups, I deal with this topic elsewhere.

I wish to thank Christophe Cornut for correcting an embarrassing error in my original explanation of Weil’s
restriction of scalars.
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Following [Springer:1966], I take the action of a Galois group to be on the left, and in a superscript: x 7→ σx.
Thus στx = σ(τx). If g and h are in the same group, then

gh = ghg−1, hg = g−1hg .

1. Introduction

I explain the basic problem by an example. The equation xy− 1 = 0 determines an algebraic variety defined
over R, and its set of R­rational points may be identified with the non­zero elements of R through projection

onto either axis. This algebraic variety is an algebraic group, with multiplication defined coordinate­wise:

(x1, y1) · (x2, y2) = (x1x2, y1y2) .

On the other hand, the unit group of z in C with |z| = 1 may be identified with the points (x, y) in R2 such
that x2 + y2 = 1. This also is an algebraic group defined over R, where the group operation is defined by

complex multiplication as described in terms of real and imaginary components:

(x1, y1) · (x2, y2) = (x1x2 − y1y2, x1y2 + x2y1) .

As algebraic varieties over R these two are certainly distinct, since the set of real points on one is compact,

while on the other it is not.

But now consider the set of points (x, y) in C2 such that x2 + y2 = 1. Since we can write this as

(x+ iy)(x− iy) = 1 ,



Algebraic structures and fields of definition 2

there is a map from this set to the complex hyperbola xy = 1, taking (x, y) to (x + iy, x − iy). The map is
invertible, since given (u, v) with uv = 1 we can solve for x, y:

u = x+ iy

v = x− iy

x = (u+ v)/2

y = (u− v)/2i .

Thus the two varietiesx2+y2 = 1 and xy = 1 are isomorphic overC, although not overR. This demonstrates

a common and important phenomenon, which is what I hope to explain in this note and a sequel specifically

about algebraic groups.

More precisely, what I want to do in this essay is explain very generally how to classify algebraic varieties
and other algebraic structures defined over a field F that become isomorphic to a given one over a Galois

extension E/F . This general theory will be useful in classifying and describing reductive groups over
arbitrary fields although, as I have already mentioned, in the present version I do not say much about these

problems.

The algebraic varieties above are affine algebraic varieties—those defined by a set of polynomials in some
vector space—and in fact I am going to work only with affine varieties. Since I am writing for those who are

not necessarily experts in algebraic geometry, I include a short explanation of what’s important here.

The origin of results about descending fields of definition is [Weil:1956], but this used Weil’s own terminology

in algebraic geometry, now obsolete. The current standard reference is §V.4 of [Serre:1959]. [Milne:2009] is a
somewhat different account of much of the same material.

2. Galois conjugation on vector spaces

If U is a vector space over the field F and E/F is a finite Galois extension, define for each σ in G = G(E/F )
the F ­linear automorphism

(2.1) σ ⊗ I: e⊗ u 7−→ σe ⊗ u

on the space E ⊗F U . Using a basis of U , and knowing that EG = F , one sees that the subspace of fixed
points of all these is U itself. This section is concerned with the converse problem: given a vector space V
over E, how to classify all F ­subspaces U of V such that E ⊗F U = V ?

If V is a vector space overE, and σ in G, a σ­linear automorphism of V is an F ­linear automorphism ϕ such
that

ϕ(ev) = σe ϕ(v) .

for all e in E, v in V . I’ll call a homomorphism σ 7→ ϕσ from G to AutF (V ) conjugation­compatible if each
ϕσ is σ­linear. The maps in (2.1) define such a homomorphism.

There is one way to characterize such homomorphisms that will be useful later on. Let E be the set of all g in

AutF (V ) that are σ­linear for some σ = σ(g) in G. It is a group with a canonical projection to G. If (vi) is a
basis of V over E, then the map ∑

xivi 7−→
∑

σxivi

is in E , so this projection is surjective, and the sequence

1 −→ GLE(V ) −→ E −→ G −→ 1

is exact. The following is just a matter of definition.

2.2. Lemma. A conjugation­compatible homomorphism from G is equivalent to a splitting of this exact
sequence.
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Given a conjugation­compatible homomorphism ϕ, let

V ϕ = {v ∈ V |ϕσ(v) = v for all σ ∈ G} .

For example, a basis of V over E gives rise to a splitting ϕ with V ϕ equal to the F ­space spanned by the

basis.

Here is the basic result of Galois descent:

2.3. Theorem. Let E be a finite Galois extension of F , and suppose V to be a vector space over E. The
map taking ϕ to V ϕ is a bijection between conjugation­compatible homomorphisms from G = G(E/F ) to
AutF (V ) and subspaces U such that the canonical map from E ⊗F U to V is an isomorphism.

In this case, the conjugation σ ⊗ I on E ⊗ U is identified with ϕσ .

Proof. The only troublesome point is to show thatE⊗F V
ϕ = V . The proof of this will occupy the rest of this

section, and will involve a sequence of rather elementary results in linear algebra. In following the argument,

it might be useful to keep in mind that if V = E we are recovering a basic theorem of Galois theory.

2.4. Lemma. The Galois transformations of E are linearly independent over E.

This is a basic result from Galois theory, but I’ll sketch the proof here. Suppose

∑
σ∈G

cσσ = 0 .

For each σ in G the map taking e to σ(e) is multiplicative. So the result follows from this well known
proposition:

2.5. Lemma. If G is a group and E a field, any set of distinct homomorphisms

χ: G −→ E×

are linearly independent over E.

Proof. I’ll prove by induction on n that if ∑

χ

ciχi = 0

with n coefficients ci then all the ci vanish. For n = 1 this is immediate, since the values of the characters are
non­zero.

Suppose this to be true for m < n and suppose such a relation

(2.6)

n∑

i=1

ciχi = 0

where we may assume cn = 1. Substituting xg for x in

n−1∑

i=1

ciχi(x) + χn(x) = 0

we get

0 =
n−1∑

i=1

ciχi(x)χi(g) + χn(x)χn(g)

=
n−1∑

i=1

χn(g)
−1χi(g)ciχi(x) + χn(x)
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and subtracting this from the original equation (2.6) we get

n−1∑

i=1

ci
(
χn(g)

−1χi(g)− 1
)
χi(x)

for each x. By induction, each coefficient vanishes. Choose g such that χn(g) 6= χ1(g). But then by induction

each ci = 0 for i ≤ n− 1, hence also cn = 0.

The cross productE ◦F G is the vector space E ⊗F F [G] with product

(e ⊗ σ) · (f ⊗ τ) = e σf ⊗ στ .

Its multiplicative identity is 1⊗ I .

The following is immediate:

2.7. Lemma. Suppose σ 7→ ϕσ to be a homomorphism from G to AutF (V ). It is conjugation­compatible if
and only if

(e⊗ σ): v 7−→ eϕσ(v)

defines V as a module over E ◦F G.

As a particular case of Lemma 2.7, the Galois action on E makes E into a module over E ◦F G. Lemma 2.4
implies that the associated ring homomorphism into EndF (E) is injective. Since dimensions agree, it is an

isomorphism.

Now for a last step. Say [E:F ] = n. The vector space V is a module over E ◦F G, hence by the previous
remark over M =Mn(F ), and with this isomorphism goes one of E with Fn.

2.8. Lemma. Suppose V to be any module over M = EndF (U) with U a vector space of finite dimension
over F . The canonical map from U ⊗F HomM (U, V ) to V is an isomorphism.

Proof. There is a canonical map from U ⊗F Û to M , taking u⊗ û to the linear transformation

v 7−→ 〈û, v〉u .

It is a bijection, and therefore

V = HomM (M,V ) = HomM (U ⊗F Û , V ) = U ⊗F HomM (U, V )

for trivial reasons.

In our case U = E as a module overE ◦F G ∼= EndF (E). If f is in HomF (E, V ) then it is in HomE◦FG(E, V )
if and only if

f(eσx) = eϕσ(f(x))

for all e, x in E. This happens if and only if ϕσ(f(1)) = f(1) and therefore

HomE×G(E, V ) = V ϕ .

This concludes the proof of Theorem 2.3.

Remarks. The isomorphism of E ◦F G with EndF (E) is a special case of a more general construction of

central simple algebras over F , as we shall see in a later section.

Later on, we shall be interested in applying Theorem 2.3 to vector spaces with added structure. In that case,

GLE(V ) will be replaced by a group AutE(V ) of automorphisms preserving structure.
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3. Extensions and cohomology

In this section I’ll recall what we’ll need to know later about cohomology groups H•(G,A) in low degree,

whereG is a group and the groupA—possibly non­abelian—is one on whichGacts through a homomorphism

to Aut(A). My principal reference has been [Maclane:1963].

ZERO­COHOMOLOGY. If A is any group on which G acts, the group H0(G,A) is the subgroup of a in A such
that a = aσ for all σ inG. A G­equivariant map from A toB gives rise to a canonical map from H0(G,A) to

H0(G,B). A short exact sequence
1 7−→ A 7−→ B 7−→ C 7−→ 1

thus gives rise to an exact sequence

(3.1) 1 7−→ H0(G,A) 7−→ H0(G,B) 7−→ H0(G,C)

of groups. The last map is not necessarily surjective, but the disparity can be measured., as we shall see
shortly.

ONE­COHOMOLOGY. Suppose given a short exact sequence

1 −→ A −→ E −→ G −→ 1

in which G is a finite group. At first I do not make any further assumption on the extension. Given g in G,
choose sg in E projecting onto it. The map

x 7−→ sgxs
−1

g

is an automorphism of A, which in general will depend on the particular lift sg. Any other choice projecting
onto gwill be of the form asg, and conjugation by it will differ from the original one by an inner automorphism

of A. We therefore get a canonical homomorphism from G to the group Out(A) = Aut(A)/Int(A) of

outer automorphisms of A, which is called the kernel of the extension. These do not necessarily lift to
automorphisms of A, unless we make some further assumption. One possible assumption is that A be

abelian. We shall look at this case in a later section.

Another interesting assumption is that the extension splits, which means that there is a homomorphism from
G back to E . Any choice of splitting s gives rise to a conjugation action ofG onA, a 7→ ga, where ga = sgas

−1
g .

It is important to realize that this may well vary with the particular splitting. A splitting gives a bijection
from A×G to E , (a, g) 7→ asg. This is an isomorphism of E with the semidirect product A⋊G, made up of

pairs (a, g) and multiplication

(a, g)(b, h) = (agb, gh) .

There will in general be many splittings. If we are given one, we can get another by composing the first with
conjugation by an element of A, in which case the two are said to be equivalent. The problem that H1(G,A)
solves is to a classify equivalence classes of splittings.

Fix one splitting, so we may identify E with A ⋊G, in which sg = (1, g). We get also a fixed action of G on
A. Any section of the projection from A⋊G to G takes g to some (ag, g). The following is straightforward:

3.2. Lemma. The section g 7→ (ag, g) is a splitting if and only if

agh = ag
gah

for all g, h in G.

Let Z1(G,A) be the set of maps G→ A satisfying this cocycle condition.

Suppose we are given splitting defined by the cocycle (ag). Since

(b, 1)(ag, g)(b
−1, 1) = (bag

gb−1, g) ,
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the conjugated splitting is defined by the cocycle

(3.3) bag
gb−1 .

which is said to be cohomologous to the original one. I define H1(G,A) to be the set of cocycles Z1(G,A)
modulo this equivalence. It is a set, not necessarily a group, but it does have a distinguished element—the
cocycles equivalent to the trivial one, those of the form b gb−1.

Remark. In one common convention, the sections are of the form σbσ rather aσσ. The functions bσ satisfy

the condition
bστ = bτσbτ .

The formula bσ = aσσ translates between the two conventions.

◦ ————­ ◦

In partial summary:

3.4. Proposition. The map taking ag in Z1(G,A) to the corresponding splitting of A⋊G induces a bijection
of H1(G,A) with the classes of splittings modulo conjugation by elements of A.

So far, all I have done is to make a more or less tautologous translation from one language to another. What

are the advantages of this translation? One is the existence of long exact sequences. Suppose given

1 7−→ A 7−→ B 7−→ C 7−→ 1 .

A G­equivariant map from X to Y gives to one from H1(G,X) to H1(G, Y ). In addition, suppose given c
in H0(G,C). Choose b in B with image c. Then for each g in G, ag = bgb−1 lies in A, and (ag) defines a

cocycle in Z1(G,A). In this way we get a connecting map from H0(G,C) to H1(G,A).

3.5. Proposition. A short exact sequence

1 7−→ A 7−→ B 7−→ C 7−→ 1

of groups on which G acts compatibly gives rise to an exact sequence

H0(G,B) 7−→ H0(G,C) 7−→ H1(G,A) 7−→ H1(G,B) 7−→ H1(G,C)

of pointed sets.

Proof. Left as exercise.

This means, for example, that the subset of H0(G,C) that maps to the distinguished element of H1(G,A) is
the image of H0(G,B). It answers a question raised by (3.1) , but raises a new one: can we measure how far

the right hand map is from being surjective?

Example. I’ll give here a variant of the well known Hilbert’s Theorem 90. The following is a basic result in
the cohomology of Galois groups. We’ll see later why one could have predicted it.

3.6. Proposition. Suppose E/F to be a Galois extension with group G. Then H1(G,GLn(E)) = {1}.

Proof. Every element γ = (g, σ) in the semi­direct product corresponds to a linear transformation in

AutF (V ):
πγ : x 7−→ g ·σx ,

is a σ­linear map fromEn to itself. Here v is expressed as a column vector. A 1­cocycle (gσ), which amounts

a splitting of the semi­direct product, therefore gives rise to a Galois­compatible homomorphism π from G
to AutF (V ). We may therefore apply Theorem 2.3 to deduce that if U is the space of all v in En such that

πσ(v) = v for all σ in G, then U is an F ­vector space such that En = U ⊗F E.

Let (ui) be an F ­basis of U , expressed as a matrix u of column vectors. Let x = uy. Then u is fixed by the

Galois action, so
σx = uσy .
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But then
πγx = gσ

σx = gσ
σuσy = uσy

so
gσ = uσu−1 .

This is all really just a rephrasing of the of elementary fact that if U and W are any two F ­subspaces of V
such that E ⊗F U = E ⊗F W = V , then there exists g in GLE(V ) taking U to W .

◦ ————­ ◦

TWO­COHOMOLOGY. Suppose now A to be abelian, and again consider a short exact sequence

1 −→ A −→ E −→ G −→ 1 .

As we have seen, this gives rise to an action of G on A. Suppose we choose a section g 7→ sg from G to E . If
g and h lie in G then

sgsh = ag,hsgh

for some unique ag,h in A. Associativity imposes a condition on the factors ag,h. Since

(sg sh)sk = ag,h sghsk

= ag,hagh,k sghk

sg(sh sk) = sgah,kshk

= sgah,ks
−1

g ·sgshk
= sgah,ks

−1

g ag,hk ·sghk
= gah,k ag,hk ·sghk ,

we deduce the identity

(3.7) ag,hagh,k = gah,kag,hk .

Define Z2(G,A) to be the set of maps from G×G to A satisfying this condition.

Suppose we replace the given section by bg sg . Then

bgsg ·bhsh = bg
gbhsgsh

= bg
gbhag, hsgh

= bg
gbhag, hb

−1

gh ·bghsgh .

The cocycles ag,h and are said to be cohomologous, and H2(G,A) is defined to be the set of equivalence
classes of two­cocycles. It contains the cocycles

bg
gbhb

−1

gh

equivalent to the trivial two­cocycle.

Two extensions ofG byA are said to be equivalent if there exists an isomorphism between them that induces
the identity on both G and A.

3.8. Proposition. The map from extensions toZ2(G,A) induces a bijection of equivalence classes of extensions
of G by A with H2(G,A).

THE CONNECTING MAP. Suppose we are given a short exact sequence of G­modules

1 −→ A −→ B −→ C −→ 1 ,



Algebraic structures and fields of definition 8

with A contained in the centre of B. The projection from B to C gives us a map

H1(G,B) −→ H1(G,C) .

Suppose we are given a cocycle cg representing a cohomology class inH1(G,C). Let bg be any element of B
projecting onto cg . Define

ag,h = bg
gbhb

−1

gh .

It defines a two­cocycle in Z2(G,A), and we get in this way a map

H1(G,C) −→ H2(G,A) .

3.9. Proposition. Suppose given the short exact sequence of G­groups

1 −→ A −→ B −→ C −→ 1 ,

with A in the centre of B. The corresponding sequence

H1(G,B) −→ H1(G,C) −→ H2(G,A)

is an exact sequence of pointed sets.

It would be instructive to see this interpreted in terms of extensions of A by G.

Remark. We’ll see later how H2 classifies central simple algebras over F .

THREE­COHOMOLOGY. [Maclane:1963] and [Springer:1966] define sets H2(G,A) when A is not necessarily

abelian, in terms of the kernel G→ Out(A). [Borovoi:1993] shows how useful this construction is.

4. Tensor structures

In this section I’ll explain some simple examples relating Galois cohomology and isomorphism classes of

certain structures on a vector space.

TENSOR STRUCTURES. IfV is a finite­dimensional vector space overF , let V̂ be the space ofF ­linear functions

on it. A tensor structure T on V is a finite set of tensors in
⊗

•
V ⊗F

⊗
•
V̂ . An isomorphism of tensor

structures is one of vector spaces taking one tensor structure into the other. The group AutF (T ) ofF ­rational
automorphisms of (V, T ) is a subgroup of GLF (V ). If V is assigned a basis, it becomes a group of matrices

with entries in F .

Here are some examples:

♦ Suppose the characteristic of F not to be 2. A quadratic form on V may be identified with a linear function

on the symmetric tensors S2V .

♦ Again suppose the characteristic of F not equal to 2. An alternating form A is a linear function on
∧2
V .

♦ A ring structure on V is a product V ⊗V → V satisfying certain properties. A unit in the ring is an element

of V .

Suppose given (V, T ) defined over F . If E/F is any field extension, this structure gives rise in the obvious

way to a tensor structure on E ⊗F V .

The following problem is very natural:
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Suppose (V, T ) to be defined over F and E/F Galois. Classify all the F ­rational tensor structures
on V that become isomorphic to T over E.

♦ Suppose V to be F 2 (assumed not to be of characteristic 2) and T to be the quadratic form xy. Those tensor

structures isomorphic to this one over E are those nondegenerate quadratic forms Q(v) which possess an

isotropic vector in VE = E ⊗F V (i.e. a v 6= 0 with Q(v) = 0). In particular, if E is separably closed then
these are all the non­degenerate quadratic forms on V .

There is a very useful, if somewhat tautological, way to solve the problem I posed above. Suppose S and

T given on V . They will be isomorphic over E if and only if there exists an element α of GL(VE) such
that α(S) = T . But since S and T are both F ­rational, this implies that σα will also take S to T , and then

fσ = ασα−1 will lie in AutE(T ). The map σ 7→ fσ will be a cocycle. The map taking S to this cocycle is a

map from structures S to Z1(G,AutE).
4.1. Theorem. The map defined above from S to Z1(G,AutE(T )) induces a bijection of isomorphism classes
of tensor structures (V, S) that become isomorphic to T over E with H1(G,AutE(T )).
Proof. The only slightly tricky point is surjectivity. If given a cocycle fσ inAutE(T ), according to Proposition
3.6 there exists α in GLE(V ) with ασα−1 = fσ . Then S = α−1T is fixed by the Galois action, hence

F ­rational.

♦ The groupGLn is the automorphism group of vector spaces. ThereforeH1(G,GLn(E)) should parametrize

isomorphism classes of vector spaces over F that become isomorphic to En over E. Of course all vector
spaces over F of the same dimension are isomorphic, which leads us to Proposition 3.6.

♦ Symplectic structures on a vector space are unique, so this tells us that H1(G, Sp(V )) = {1}.

♦ But ifQ is a non­degenerate quadratic form onEn, thenH1(G, O(Q)) classifies quadratic forms on Fn that
become isomorphic to Q over E. It is not generally trivial.

♦ As I have already remarked, if A is abelian then any extension of A by a group G gives rise to a unique

action of G on A. How can we classify extensions like this

(4.2) 1 −→ C
× −→ E −→ G(C/R) −→ 1

in which G acts by conjugation? The extension is completely determined by a single element σ whose image
is conjugation z 7→ z. Its square α = σ2 will lie in C×. Since

σ(σσ) = σα

= ασ

= (σσ)σ

= ασ ,

we deduce that α lies in R×. Conversely, any choice of α in R× will determine an extension.

4.3. Lemma. Up to isomorphism, there are two extensions like (4.2) , depending on whether α2 is positive or
negative.

In other words, H2(G,C×) hs two elements.

Proof. Conjugation of σ by z changes α to zzα.

The extension determines an algebra over R of dimension 4 whose center is R. It contains a copy of C and

an C­basis 1, ε such that
εz = zε, ε2 = α .

If α = 1, we recover the algebra C ◦F G which, as we have seen, is isomorphic to M2(R). Otherwise, we

recover the Hamiltonian quaternions H.

In general, a central simple algebra over F is one that becomes Mn(E) over some Galois extension

E/F . They are classified by H1(G(E/F ),PGLn(E)), and also constructed explicitly by using cocycles
in Z2(G(E/F ), E×) derived from the connecting map H1 → H2.
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5. Affine varieties

From a naive point of view, an algebraic variety defined over a field F is the set of points in some Fn

satisfying a set of polynomial equations Pi(x) = 0. But this is certainly not the right definition. For example,

the variety x2 + y2 + 1 = 0 has no points at all with coordinates in R, but it would not be wise to think
that it is trivial as an algebraic variety. The same equation specifies points also in C, and there are lots of

(x, y) in C2 satisfying it. Very generally, a collection of polynomials Pi with coefficients in a field F is also a

collection of polynomials with coefficients in any extension field E/F . An algebraic variety defined over F
also determines an algebraic variety defined over every field extension E/F , and this should be considered

as part of its nature. Base field extension is one feature of algebraic varieties that must be taken into account.

Another thing to be aware of is that an algebraic variety can have several incarnations. For example, projection
onto the x­axis allows us to identify the real line x = y with the x­axis. An algebraic variety must not be
identified with a particular set of points or with an explicit realization in a vector space.

So I ask:

What is the proper definition of an (affine) algebraic variety defined over a field F ?

The answer is, its coordinate or affine ring AF [V ]. Let F be an algebraically closed extension of F .

If V is defined by polynomial equations Pi(x) = 0 (where x = (x1, . . . , xn)) with coefficients in the
fieldF thenAF [V ] is the ring made up of the restrictions of all polynomial functions P (x1, . . . , xn)

in F [x] to the points in F
n

satisfying these equations.

There are a number of things to keep in mind when considering this definition, which is slightly subtle.

The first is that the condition of algebraic closure is important. As I have already said, one feature of an

algebraic variety defined over a field F is that it determines also an algebraic variety over any field extension
of F . If two varieties are to be considered the same, a minimal condition is that there must be a bijection

between the points on each of them with coordinates in every field extension of F , and in particular in an

algebraic closure F . This is a fairly straightforward requirement. What is not quite so obvious is to what
extent looking only at F is sufficient. This is what the Nullstellensatz asserts, as I’ll recall in a moment.

There is another problem. Let I be the ideal of F [x] generated by the Pi. The set of points where all the Pi

vanish is the same as the set where all P in I vanish. There is hence a canonical map from the quotient ring

F [x]/I to the ring of functions on the zero set of the polynomials Pi in F
n

. Why don’t I define the affine ring

of the variety defined by the Pi to be F [x]/I? Because the map from F [x]/I to the ring of functions on the
zero set is not necessarily an injection. The ringAF [V ] that I have defined is the quotient of F [x] by the ideal

of of all polynomials that vanish on the points on the variety with coordinates in F . It includes the original

Pi as well as all of the ideal I in F [X ] that they generate, but it might include other polynomials as well. To
see a simple example, let P1(x, y) = x2 and P2(x, y) = y2. The set of common zeroes for this pair is just the

origin, but the polynomials x and y also vanish there, and are not in the ideal generated by x2 and y2.

Hilbert’s Nullstellensatz clears up these matters. This was formulated originally in §II.3 of [Hilbert:1893].
(Violating the usual convention of naming theorems, this result is both non­trivial and due to Hilbert.) The

traditional approach to it, which is somewhat abstract, is presented succinctly in [Grayson:2000]. The theorem

has been taken up more recently in [Tao:2007], in which a constructive version is formulated. Another recent
exposition can be found in [Arrondo:2006].)

The Nullstellensatz asserts roughly (even in Hilbert’s version) that if I is a polynomial ideal of F [x] the set of

points in F
n

in the zero set of I is sufficiently large. If P (x) = 0 for all P in I andQn ∈ I , then we also have

Q(x) = 0. So certainly every polynomial in the radical
√
I of I , the ideal generated by all such Q, vanishes

on the zero set of I . If the zero set were small, there might well be other polynomials that vanish on this set.
This is exactly what happens if F is not necessarily algebraically closed. But the Nullstellenatz tells us that

this does not happen if F is algebraically closed:

5.1. Proposition. (Nullstellensatz) If F is algebraically closed and Q(x) = 0 for all points x in the zero set of
I then Q lies in the radical of I .
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The projection from F [x]/I to AF [V ] factors through F [x]/
√
I . Therefore the definition above says that the

affine ringAF [V ] determined by the ideal I in F [x] is the ring F [x]/
√
I . As one consequence, the ringAF [V ]

possesses no nilpotent elements other than 0—it is said to be reduced. (Grothendieck has generalized the

notion of variety to that of scheme, in which he allows non­reduced affine rings. This is in many circumstances
exactly the right thing to do, but schemes will not play a role here.)

The affine ring alone does not determine the structure of an affine algebraic variety. There is an extra ingredient

only implicit in what we have been discussing. Suppose V to be an affine variety in Fn determined by the
ideal I in F [x]. For σ an automorphism of F the conjugate σV will be the affine variety determined by the

ideal σI . It will contain, for example, all the points σx as x ranges over the zero set of I in Fn. The affine

ring of σV is the quotient F [x]/σI . It is isomorphic to F [x]/I , since P 7→ σP is an isomorphism. But the
two varieties V and σV are generally distinct. What goes wrong is that an embedding of a variety into Fn

embeds F into the ring of functions on the variety. The isomorphism P 7→ σP is not compatible with that

embedding. It is necessary to take into account not only the isomorphism class of the ring AF [V ], but also
the embedding ι = ιV of F into AF [V ] that makes it into an F ­algebra. Different embeddings may in fact

correspond to non­isomorphic algebraic varieties.

In this essay, therefore:

Definition. An affine algebraic variety defined over the field F is a pair (A, ι) where A is a ring
and ι:F →֒ A an embedding, such that (a) A is finitely generated over the image of F and (b) A is
reduced.

Two algebraic varieties (A1, ι1) and (A2, ι2) are isomorphic when there exists an isomorphism
ϕ:A1 → A2 such that ϕ(ι1(x)) = ι2(x) for all x in F .

I’ll often write A as AF to emphasize succinctly the role of the embedding of F .

The simplest examples of affine varieties are the affine spaces An over F , with affine rings F [x] =
F [x1, . . . , xn]. If AF [V ] is generated by n variables, then V may be embedded into An.

This definition is due to Chevalley, although it was extended greatly by Serre and Grothendieck. It has many
virtues, although they are not all immediately manifest. It is not obviously geometric in nature, but it still

somehow manages to encapsulate the geometry in algebraic geometry without losing an algebraic flavour.
But in order to see this, certain natural questions must be answered.

• What does this definition have to do with the usual one in terms of zero sets? This question has several

different components. One is, how does the zero set of a collection of polynomials determine its affine ring?
I have already answered this, in two statements—(1) if I is an ideal in the polynomial algebra F [x] then the
affine ring defining the variety whereP = 0 for all P in I is the quotient ringF [x]/

√
I ; (2) ifF is algebraically

closed, the affine ring may be identified with the restrictions of polynomials to the zero set of I .

•A second component of the same question is, if the variety is to be dissociated from any particular incarnation
in some affine space, what are the points of the variety? That is to say, we would like to identify these points

independently of a representation of AF as a quotient of some F [x]. How can we do this? If A = F [x]/I , a

point x = (xi) in the variety with coordinates in any field E containing F is one for which P (x) = 0 for P
in I . Every such point x determines by evaluation at x a ring homomorphism εx from AF [V ] to E, taking

P to P (x), compatible with the embedding of F into E. Conversely, any such homomorphism ε determines
the point

(
ε(xi)

)
in En. This identifies the E­rational points of the variety with such homomorphisms. The

natural answer to the question is therefore:

A point of the variety V determined by the affine ring (AF , ι), rational over the field E containing
F , is a homomorphism from AF to E compatible with the embeddings of F into both.

This definition does have peculiarities—it allowsE to be the quotient field ofA itself if it exists. This is called

a generic point of the variety. Such points are a major part of Weil’s approach to algebraic geometry, the

precursor of Grothendieck’s.

The truly geometric points of the variety are those whose coordinates are algebraic over F . Since AF [V ]
is finitely generated over F , the image of the corresponding homomorphism ε will be a finite algebraic
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extension of F . Its kernel Ker(ε) will be a maximal ideal of AF [V ]. This suggests a second answer to the
question:

A point of the variety V determined by the affine ring (AF , ι), rational over the field extensionE/F ,
is a maximal ideal m of AF .

There is something to be proven, namely that if m is a maximal ideal of AF [V ] thenAF [V ]/m is an algebraic
extension of F . This is in fact another version of Hilbert’s Nullstellensatz. In many expositions, for example

[Grayson:2000], this is its principal formulation.

• What are maps from one variety to another? If ϕ:U → V is an algebraic map of algebraic varieties and f is
in the affine ring of V , then the pull­back f◦ϕ is an affine function on U . This induces a ring homomorphism

ϕ∗ fromAF [V ] toAF [U ] compatible with the embeddings ofF . Indeed, as a matter of definition an algebraic

map ϕ from U to V is neither more nor less than such a homomorphism:

AF [U ]AF [V ]

F

ιV ιU

ϕ∗

Such a homomorphism determines, for example, an associated map from points of U to points of V , since if

we are given ε:AF [U ] → E then ε ◦ϕ∗ is anE­rational point of V . It is important to realize that an ‘algebraic
map’ from one variety to another is defined by its formula, not its action on E­valued points. There might
be none!

Of course
(ϕψ)∗ = ψ∗ϕ∗ .

• What are the irreducible components of the variety? A variety can be the union of several subvarieties. For

example, the variety xy = 0 is the union of x and y axes. The characteristic feature of a reducible variety is
the existence of zero­divisors in its affine ring—here, x and y. The product xy vanishes on the variety, but

neither of its factors vanishes identically on it. A variety is irreducible if AF [V ] is an integral domain, and

absolutely irreducible if A⊗F F is irreducible. The variety defined by x2 + y2 = 0 is irreducible over R but
not over C, where it breaks into the lines x + iy = 0 and x − iy = 0. In general, a variety is the union of a

finite number of irreducible components. An affine variety is said to be Zariski­connected if its affine ring is

not the direct sum of two subrings. If F = C, this means that the variety is topologically connected.

• What is the direct product of two varieties? If f and g are functions in A[U ] and A[V ], then f(u)g(v) is an

affine function on U × V . This map induces an isomorphism of A[U ]⊗A[V ] with A[U × V ].

• Tangent vectors. If ϕ is a ring homomorphism from AF [V ] to the ‘dual ring’ F [ε]/(ε2), the coefficient of ε
is a derivation. Such homomorphisms parametrize points x of V together with a tangent vector at x.

•Restriction of scalars. IfE/F is a finite field extension of degree d then a variety defined overE of dimension

n determines one of dimension nd defined over F . This construction is called restriction of scalars. The

non­canonical way to construct it is to assign a basis toE as a vector space overF , and write out the equations
defining E in terms of the coordinates of elements of E. I’ll present a coordinate­free definition later on.

For example, the multiplicative group of C is a one­dimensional group over C, but by assigning it real and
imaginary coordinates it becomes a two­dimensional group over R. More specifically, the complex points of

C× may be identified with the pairs (w, z) in C2 with wz − 1 = 0. If we set w = u + iv, z = x + iy this

becomes a pair of equations with coefficients in R:

ux− vy = 1

vx+ uy = 0 .

Therefore the complex points of the variety wz − 1 = 0 may be identified with the real points of the

two­dimensional variety in R
4 defined by this pair of equations.
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• What is the conjugate of a variety? Suppose E/F to be a finite Galois extension with group G. Suppose V
to be defined by equations Pi = 0, where the Pi have coefficients in E. If σ: x 7−→ σx is the automorphism

of En induced by one of E/F , the σ­conjugate σV is that defined by the polynomials σPi whose coefficients

are the σ­conjugates of the coefficients of the Pi. The Galois group also acts on points in En by conjugating
coordinates. Since σP (σx) = σ(P (x)), theE­rational points on σV are the σx with x an E­rational point of V .

If the coordinate ring of V is AE [V ] = E[x]/I then the coordinate ring AE [
σV ] of its conjugate is E[x]/σI .

For both, the embedding ι of E is the restriction of the canonical one into E[x]. The map taking P to σP
from AE [V ] to AE [

σV ] is an isomorphism of the two rings, but the two varieties may very well be distinct,
because the isomorphism is not compatible with the corresponding embeddings of E. Instead:

5.2. Proposition. If σ is an automorphism of E then the map taking P to σP is an isomorphism of
(AE [V ], ι ◦σ−1) with (AE [

σV ], ι).

Proof. Because the following diagram is commutative:

E[x]/IσE[x]/I

E E

ιι·σ−1

σ

I

We therefore have a definition of the conjugate variety independent of an embedding into some En.

• What is the Galois action on points? If E/F is a Galois extension with Galois group G, V is embedded in

affine space, and x = (xi) is a point on V with coordinates in E, then the conjugate σx by σ in G is the point
(σxi), which is a point of σV . How do we translate this operation in terms of the intrinsic definition of points?

An E­rational point of V is a homomorphism ε from AE making the left hand diagram below commutative.

EAE [V ]

E

ε

ι

EAE [V ]

E

σ·ε

ι·σ−1

The right hand one is an E­rational point of σV . So if ε is an E­rational point of V , its conjugate is σ◦ε. If x
corresponds to the maximal ideal m, σx corresponds to the same maximal ideal, but the embedding of F is

different.

• What is the conjugate of a map? An algebraic map from one variety to another is defined by its graph, or
equivalently by a ring homomorphism in the inverse direction. This corresponds to the observation that if

f :U → V is an algebraic map between two algebraicE­varieties, composition with f is anE­map and a ring

homomorphism from A[V ] to A[U ]. The map is uniquely determined by this homomorphism.

5.3. Proposition. If ϕ is an algebraic map from U to V , then (σϕ)∗ = ϕ∗.

In other words, the map of affine rings is the same, but with twisted embeddings of E:

AE [U ]AE [V ]

E E

ι·σ−1ι·σ−1

ϕ∗

I

Equivalently, it is the map determined by the graph conjugate. Explicitly:

[σf ](x) = σ(f(σ
−1

x)) .
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6. Descending fields of definition

An affine variety defined over F , say with affine ring AF , determines one over any extension field E of F .

Its affine ring is

AE = E ⊗F AF ,

together with the canonical embedding of E. This is called extending the base field. Under what circum­
stances does a variety defined over E arise in this way? When can one descend the field of definition? In
how many different ways? What can we say about the structure of a descent?

DESCENT AND EXTENSIONS. Suppose E/F to be a finite Galois extension with group G. If V is defined over
F by the ideal I then σI = I , and V is may be identified with any of its G­conjugates. Thus in order for a

variety V over E to arise from one over F , it is necessary that it be isomorphic to each of its conjugates σV .
But—as shown by counterexamples in [Mestre:1991]—this is not a sufficient condition. What is required is

some coherence of the isomorphisms.

Suppose V to be defined over F with AF = AF [V ]. Then AE = AE [V ] = E ⊗F AF is its affine ring over

E, with canonical embedding of E. For each σ in G, Φσ = σ ⊗ I is a ring automorphism of AE such that
Φσ(e) =

σe. Furthermore,AF is the subring AΦ

E of AE whose elements are fixed by all Φσ .

Conversely, suppose V to be an arbitrary variety defined over E. For each σ in G, let Eσ be the set of all ring

automorphisms Φ of AE [V ] such that Φ = σ onE. As I might have observed earlier, the map f 7→ (f∗)−1 is
an isomorphism of AutE(V ) with EI .

It might happen that Eσ is empty, but there is a simple criterion that this does not happen. Reformulating

Proposition 5.2 slightly, we see that an isomorphism ϕ: V → σV is equivalent to a ring automorphism ϕ∗

making the following diagram commutative, and hence lying in Eσ :

AE [V ]AE [V ]

E E

ιι

σ

ϕ∗

In fact, elements of Eσ are in bijection with isomorphisms of V with σV . If I assume that V be isomorphic to
σV for all σ, the sequence

(6.1) 1 −→ AutE(V ) −→ E −→ G −→ 1 .

is exact.

A splitting of this sequence amounts to a map σ 7→ Φσ from G to AutF (AE(V )) such that

(a) Φσ(e) =
σe;

(b) Φστ = ΦσΦτ .

I’ll call such a map a descent datum for V . Given a descent datum Φ, the subring AE [V ]Φ is that of all

elements inAE [V ] fixed by each Φσ . Theorem 2.3 tells us that such subrings are precisely those subringsAF

such that AE [V ] = E ⊗F AF .

6.2. Lemma. Given a descent datum Φ, the subring AE [V ]Φ is finitely generated over F .

Proof. Suppose xi to be one of the generators of AE(V ) and let N = |G|. Then

P (x) =
∏

σ∈G

(x− xσi ) =
N∑

m=0

ai,mx
m

is a polynomial with coefficients in AG such that P (xi) = 0. If B is the ring generated by all the ai,m then it

is a Noetherian ring such that A is finitely generated as a module over B. Hence AG , which contains B, is

also finitely generated over B, and is also finitely generated as a ring.
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The ring AE [V ]Φ is therefore the affine ring of an algebraic variety defined over F . This proves half of the
following, and the remaining half is straightforward:

6.3. Proposition. The map taking a descent datum Φ to the subring AE [V ]Φ is a bijection between descent
data and affine varieties over F isomorohic to V over E. Two descent data give rise to isomorphic varieties
over F if and only if they are conjugate by an automorphism in AutE(V ).

DESCENT AND COHOMOLOGY. Suppose now that we are given a Galois extension E/F and a variety V
defined over E, as well as descent data (Φσ) of the variety V to F . The space AE [V ]Φ is the same as AF [V ].
Conjugation by the automorphisms Φσ defines an action of G on AutE(V ).

How can we classify all of the varieties defined over F that are isomorphic to V over E?

Each one will be defined by a descent datum (gσΦσ) with gσ in AutE(V ). The equivariance condition means

that (gσ) is a 1­cocycle in Z1(G,AutE(V )): gστ = gσ
σgτ . Proposition 6.3 implies that two such cocycles give

rise to isomorphic varieties over F if and only if they are cohomologous.

In other words:

6.4. Proposition. In these circumstances, equivalence classes of descents of V from E to F are parametrized
by the cohomology set H1(G,AutE(V )).

CONJUGATION OF POINTS. In practice, the following question often arises: Given descent data (Φσ), how do
we characterize the F ­rational points of V among the E­rational ones?

If V is embedded in En and AE [V ] = E[x]/I with I ⊂ F [x], then conjugation x 7→ σΦ(x) = (σxi) takes

E­rational points of V to other E­rational points of V .

In fact, this conjugation of points can be characterized independently of an embedding into En. A point is
determined by its evaluation of polynomials. If P (x) =

∑
pix

i then

P (σΦ(x)) =
∑

pi
σxi =

σ
(∑

σ−1

pix
i
)
,

which can be rephrased as

(6.5) P (σΦ(x)) =
σ([Φσ−1 (P )])(x)) .

This formula defines the conjugate point σΦ(x) purely in terms of descent data.

If the point x is in V (E), then it is in V (F ) if and only if σ(P (x)) = [Φσ−1P ](x) for all P in AE . Hence, with
this definition:

6.6. Proposition. An E­rational point of V is F ­rational if and only if σΦ(x) = x for all σ.

Suppose we are given the conjugation associated with one descent datum Φ. What is the conjugation for the

datum Ψσ = gσΦσ? It is

(6.7) σΨ(x) = gσ
σx .

You can easily check that with this definition (στ)Ψ = σΨτΨ.

RESTRICTION OF SCALARS. SupposeV to be a variety defined over the Galois extensionE/F . LetU =
∏

G
V τ .

There is a canonical isomorphism of U with Uσ that just permutes the factors. This defines the structure of
a variety RE/FU defined over F . It is the same as what I called before the variety obtained by restriction of

scalars from E to F .

6.8. Proposition. There is a canonical bijection of the F ­rational points of RE/FU with theE­rational points
of U .

Proof. The conjugation on points (xτ ) takes xσ to τxσ . So the fixed points are the points with xσ = σx for

some x a point of V .

Remark. Mestre’s examples of varieties for which E does not split are not easy to explain, but there is a related
phenomenon that is rather simple. Consider the multiplicative group of Hamiltonian quaternions H, acting
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by left multiplication on H. This representation is irreducible, since its commuting algebra is the ring of right
multiplications, which may be identified withH. It is also defined over R. But over C the commuting algebra

becomesM2(C), and the representation decomposes into two copies of the spin representation of dimension

2. This irreducible representation is therefore isomorphic to its conjugate, but is not definable over R.

Remark. Grothendieck made a generalization of the theory of descent into a major component of algebraic
geometry. For this see [Grothendieck:1958–60]. For a short account, look at Chapter 16 of [Milne:2009].

7. Real varieties

The case E/F = C/R is special, since the algebraic closure of R has finite degree over it, and a descent can

be characterized entirely in terms of point conjugation. This is because the equation (6.5) can be rewritten

now, with σ a complex conjugation, as

σ
(
P (σΦ(x)

)
= [Φσ(P )])(x) ,

since because C is algebraic an affine function is determined by its values on complex points.

I’ll look now at some examples. Suppose G to be a split reductive group defined over R. There exists on

G(C) a well defined conjugation g 7→ g such that G(R) is the subgroup of g with g = g. Real forms of G are
parametrized by certain equivalence classes of algebraic automorphisms σ of G(C) such that σσ = I—to σ
corresponds the conjugation g 7→ σ(g)g.

Every reductive group posses at least one non­trivial automorphism, the canonical involution θ, which is
rational overR. For classical groups in a suitable coordinate system, this takes a matrixX to tX−1. It is defined

over R by its action on a maximal torus and root spaces in the Lie algebra. The real form corresponding to

this is always a compact connected group.

Example. The conjugation defining GLn(R) in GLn(C) takes X to X . That defining the compact unitary

group U(n) is

X 7−→ tX
−1

.

Example. Let H = Hn be the skew­diagonal n× n matrix with

hi,j =
{
1 if j = n+ 1− i
0 otherwise.

for n = 2m+ 1. For example

H3 =




◦ ◦ 1
◦ 1 ◦

1 ◦ ◦


 .

Note that −H lies in SO(H). The real group G = SO(Hn) is the split form of the orthogonal group of

dimension n. Under the assumption that n be odd, there are no outer automorphisms of G and the center
of G is trivial, and the real forms of G are parametrized by H1(G(C/R, SO(C)), which also parametrizes

real quadratic forms of dimension n. There is one of these for every k ≤ m, with matrix H2k ⊕ In−2k . For

example, if n = 3 are just two, the hyperbolic form H3 and the positive definite one. The conditions that a
matrix X belong to SO(H) are that

det(X) = 1, tXHX = H

or
tX−1 = HXH−1 .

For many groups the canonical involution is an outer automorphism, but that is not the case here. The

compact form of G is the group of matrices X in G(C) such that tX
−1

= X . It is clearly compact since it is

a closed subgroup of SU(n). Of course it must be isomorphic to the compact SOn, but how does that work
out explicitly?
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I start with an observation in dimension 2. Suppose e, f an orthonormal basis of R2. Then

〈if, if〉 = −1 .

If we choose the complex basis
e− if√

2
,

e+ if√
2

then

〈e− if, e+ if〉 = 2 .

so that if

S =
1√
2
·
[

1 1
−i i

]

then
tS ·S =

[
◦ 1
1 ◦

]
= H2 .

7.1. Lemma. If
tFRX = Q

then
X 7→ Y = FXF−1

is an isomorphism SO(R) → SO(Q).

Proof. Because tXRX = R if and only if

tX tFQFX = tFQF .

In our case R = I , so then X 7−→ SXS−1 is an isomorphism of SO(H2) with the orthogonal group ∨(2).
Sure enough

[
1 1

−i i

] [
z ◦

◦ 1/z

] [
1 1

−i i

]−1

=
1

2i

[
i(z + 1/z) 1/z − z
z − 1/z i(z + 1/z)

]
=

[
cos(θ) − sin(θ)
sin(θ) cos(θ)

]

if z = eiθ .

Similarly, if

S =




1/
√
2 ◦ 1/

√
2

◦ 1 ◦

−i/
√
2 ◦ i/

√
2




then
tS S = H3 .

Therefore X 7→ SXS−1 is an isomorphism of SO(H3) with SO(3). But S = SH . This implies that if
tX

−1

= X then SXS−1 is real. This in turn gives an explicit isomorphism of the compact form of SO(H3)
with SO(3). The same argument works for all n.
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