
Last revised 5:29 p.m. December 20, 2023

Essays on representations of real groups

Introduction to Lie algebras

Bill Casselman

University of British Columbia
cass@math.ubc.ca

This essay is intended to be a self­contained if rather brief introduction to Lie algebras. I begin with an
extremely brief introduction to differential geometry, which is mainly concerned with different ways to

consider vector fields. The first several sections after that deal with Lie algebras as spaces of invariant

vector fields on a Lie group. This early treatment is intended, among other things, to motivate the
eventual introduction of abstract Lie algebras, with which all the later sections are concerned.

The first and second parts are not intended to be complete in all minor points, but just to give a rough

idea of how things go. The later parts, on the contrary, are intended to be as complete as possible, but
only treat results that lead without too much digression to the final goal of understanding semi­simple

and reductive Lie algebras. In the third part I sketch the proof that semi­simple Lie algebras give rise

to root systems, although I do not discuss the consequences of this. In particular, I do not say anything
about the structure of root systems or results about semi­simple Lie algebras that depend on it, such as

the structure of the centre of the enveloping algebra or the classification of irreducible representations.
That is another story.

In much of this account, I have followed the standard references [Jacobson:1962], [Serre:1965], and

[Serre:1966]. However, although nothing I do is without some basis already in the literature, I believe

that some aspects of the proofs in the third part are new. One thing I’d like to point out is my use
of primary decompositions of finite­dimensional modules over nilpotent Lie algebras, which I found

in [Jacobson:1962]. I find it to be both interesting and illuminating, especially in the proof of Cartan’s
criterion for solvability, where I find it to be the natural tool. I’m surprised one doesn’t come across it

more often. Because of the role of the Jacquet and Whittaker functors in the theory of representations of

real reductive Lie algebras, it deserves to be better known.

The amount of space allotted to various topics will probably look idiosyncratic to some. But for this I offer
no explanation other than that I became interested in pursuing things often left out in other expositions

of this material. The overall length of this essay is still rather less than that of most other introductions,
so I probably need to make no apology for what I hope to be at least amiable bavardage.
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Throughout, I’ll use multi­indices k in Nn:

|k| =
∑

ki, xk =
∏

xki

i , k! =
∏

ki! and f (k) =
∂|k|f

∂xk
=

(∏ ∂ki

∂xki

)
f .

Part I. Differential geometry

1. Manifolds

A topological manifold of dimension n is a topological space that is locally homeomorphic to an open

subset of Rn. I impose further the requirement that the space be Hausdorff, and also a requirement of

‘second countability’. This means that there exists a countable set of pairs (Ui, ϕi) in which (a) each Ui

is an open subset of M and ϕi a homeomorphism onto an open subset of Rn; (b) the Ui cover M . As a

consequence:

1.1. Lemma. Every open subset of a manifold is the union of a countable set of relatively compact open
subsets Ui that can be embedded in Rn.

In particular, the manifold itself is a countable union of relatively compact open subsets.

Proof. It suffices to find a countable basis for the topology of Rn. For this, one can take the disks with

rational centre and rational radii.

1.2. Lemma. There exists a countable sequence of compact sets

C1 ⊂ . . . ⊂ Ci ⊂ Ci+1 ⊂ . . .

with Ci ⊂ C◦
i+1 whose union is all of M .

Proof. We can find a countable basis of open sets {Ki} for the topology on M such that each Ki is

compact. Using these, we can define by induction the increasing union {Ci} of compact subsets whose

union is all of M :

Cm =





∅ if m ≤ 0
K1 if m = 1
K1 ∪ . . . ∪Kr if m > 1 and r is least with Cm−1 ⊂ ∪r

1Ki

Sure enough, we have

C◦
i ⊂ Ci ⊂ C◦

i+1 ⊂ Ci+1 ⊂ C◦
i+2 .

If (Ui, ϕ) and (Uj , ϕj) are two pairs in a cover ofM , each of the mapsϕi andϕj determines an embedding

of the overlap Ui ∩ Uj into Rn, and ϕiϕ
−1
j is a homeomorphism of ϕj(Ui ∩ Uj) with ϕi(Ui ∩ Uj). The

manifold is smooth if these homeomorphisms are diffeomorphisms—i.e. smoothly invertible smooth
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maps—of ϕj(Ui ∩ Uj) with ϕi(Ui ∩ Uj). I shall call such a set of pairs (Ui, ϕi) a defining or Euclidean

cover of M .

There is no condition on the smooth function ϕiϕ
−1
j other than that it be a diffeomorphism. The figure

below shows a possibility. The basic fact of calculus is that although these maps in the large can be quite

exotic, they become better and better approximated by linear maps at small scale:

A continuous function on M is called smooth when its restriction to each defining Ui is smooth with

respect to the coordinates associated to ϕi. The definition suggests a natural way to construct smooth

functions on M . Suppose we are given a defining cover (Ui, ϕi), and for each i a smooth function fi on
Xi = ϕ(Ui) in Rn, to which is associated a function

[ϕ∗fi](u) = fi(ϕi(u))

on Ui. This will define a smooth function on all of M if

fi(ϕi(ϕ
−1
j (u)) = fj(u)

on Uj .

Two defining covers (Ui, ϕi), (Vj , ψj) are equivalent if and only if the set of smooth functions determined

by these on overlaps are the same.

Suppose
ϕ:M → N

to be a continuous map from one manifold to another. If f is a continuous function on N , then [ϕ∗f ](x)
is a continuous function on M . The map ϕ itself is smooth if ϕ∗f is smooth whenever f is. In practice,
such maps can be obtained from pasting together maps defined on a cover of M .

Remark. In general, it is the diffeomorphisms on overlaps that define the structure of M . All manifolds

are locally the same, but it has been known since the mid twentieth century that some topological
manifolds possess globally inequivalent smooth structures! To gets some idea of what this means, look

at the Wikipedia article on exotic spheres listed among the references.

◦ ————­ ◦

Example. Let S be the unit circle in C. Define V+ to be the complement of −1, and V− the complement of

1. Each of these is parametrized by R, through stereographic projection, for example V+ in the following
figure. The point (x, y) on the circle corresponds to z+ = y/(1 + x) in R. And on V− it corresponds to

z− = y/(1− x) = 1/z+.
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(x, y)

(0, y/(x+ 1))

Example. The space P1(R) is the set of lines through the origin in R2. The open sets are determined by
the R×­invariant open sets in the complement of the origin. This space is the union of two open sets U0

and U∞, each isomorphic to R. The first is the set of lines intersecting the line y = 1, the second the set

of lines intersecting x = 1. Each is parametrized by its point of intersection, either (x, 1) or (1, y). Since

[x 1 ] = x [ 1 1/x ]

we see that y = 1/x on U0 ∩ U∞.

For example, the function 1/(x2 + 1) on U0 extends to a smooth function on all of P1(R) that is equal to

y/(y2 + 1) on U∞.

Similarly, the space Pn−1(R) is the set of lines through the origin in Rn. It is covered by the open sets Ui

(1 ≤ i ≤ n) of lines that intersect the hyperplane xi = 1. The point of intersection determines a bijection

of Ui with Rn−1.

Remark. The space P1(R) may in fact be identified with the unit circle S in C. If z is a point in S, define

ℓ(z) to be the line through
√
z and −√

z. This is certainly well defined, and it can be seen to be smooth
by looking at what it does on each of V0 and V∞. What’s slightly peculiar about this map is that it is a

diffeomorphism of the two manifolds, but not an isomorphism of algebraic varieties. (This is related to
results of John Nash about smooth manifolds and real algebraic manifolds.)

◦ ————­ ◦

REGULAR SUBMANIFOLDS. Recall that if f is a smooth function onRn, then grad(f) is the array (∂f/∂xi).
Many smooth manifolds arise as a consequence of this:

1.3. Proposition. Suppose f to be a smooth function on Rn, and let M be the hypersurface f(x) = 0. If
grad(f) does not vanish anywhere on M , it is a smooth manifold.

For example, spheres of non­zero radius are manifolds.

Proof. We must define coordinate patches and verify smooth overlap compatibility.

Suppose x to be a point of M , so that f(x) = 0. By assumption, some ∂f/∂xi 6= 0 at x. There exists
some affine change of coordinates such that x is the origin and ∂f/∂xi = 0 if i < n and 1 if i = n.

The hyperplane xn = 0 is presumably the hyperplane tangent to the variety f = 0 passing through the

origin. The basic idea is to use the approximation by this hyperplane to parametrize the hypersurface
locally.

Let τ be the smooth map taking

x = (x1, . . . , xn−1, xn) 7−→ (x1, . . . , xn−1, f(x)) .

Its Jacobian is 


1 0 . . . 0
0 1 . . . 0
. . . . . . . . . . . .

∂f/∂x1 . . . . . . ∂f/∂xn



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which is I at x = 0. By the inversion theorem (§III.6 in [Courant:1936]) it possesses a local inverse in
some open neighbourhood U of the origin. Then U ∩ τ−1(Rn−1) is equal to U ∩ {f = 0}, hence τ
parametrizes it.

Smooth compatibility on overlaps is a straightforward consequence of this construction.

Example. Consider the unit sphere Sn−1, embedded in Rn. It is covered by the open hemispheres

U+
i = {x | 0 < xi ≤ 1}, U−

i = {x | − 1 ≤ xi < 0} .

Projection from either of these onto the hyperplane where xi = 0 is a bijection with the interior of the

open unit disk in Rn−1. Explicitly, on U±
i

xi = ±
√
1−

∑
j 6=i

x2j .

Example. The orthogonal group is made up of real matrices X such that

On = {X ∈Mn(R) | tXX = I} .

It too is a manifold. I’ll not give full details here, but just show what happens near the identity I .

The points of the tangent hyperplane at I are those of the form I +X in which t(I +X)(I +X) = I
up to order two. This means that tX +X = 0, or that X lies in the vector space Λn of anti­symmetric
matrices. The role played by the variable xn above is now played by the subspace of symmetric matrices

Sn, since Mn = Λn ⊕ Sn. We expect that, for X anti­symmetric and small, the map taking X + Y to

(X, t(I +X + Y )(I +X + Y )− I) is a locally invertible map to Mn. But

t(I +X + Y )(I +X + Y )− I = tX +X + tXX + tY + Y + tXY + tY X + tY Y

=
(
Y X −XY

)
+ tXX + tY + Y + tY Y .

The matrix Y X −XY is anti­symmetric, so what we want to show is that for small X the map

Y 7−→ −XX + tY + Y + tY Y

is invertible—i.e. that for X small there exists Y making this vanish. But since tX = −X and tY = Y ,

this amounts to
I +X2 = (I + Y )2

which can be solved by I + Y =
√
I +X2. This makes sense because I +X2 is symmetric, and positive

if X is small.

◦ ————­ ◦

VECTOR BUNDLES. If M and N are smooth manifolds, there is an obvious way in which to define the

direct productM ×N as one. But there is also a more subtle, if similar, way to make new manifolds from

old ones, that generalizes the construction of products. Suppose B, M to be manifolds, π: B → M a
surjective continuous map. Suppose that there exists a cover of M by open sets Ui and on each π−1(Ui)
a bijection ϕi with Ui × Rn compatible with projection to Ui. The fibre over u is the inverse image

π−1(u), isomorphic to Rn. On the fibre over a point u on ϕj(Ui ∩ Uj) the map ϕiϕ
−1
j is required to be

an invertible linear transformation, smoothly varying with u. There exists a unique manifold structure

on B compatible with these maps, and also a unique compatible vector space structure on each fibre
π−1(u). The set (B, π,M) and the covers (Ui, ϕi) make up a vector bundle over M of fibre dimension

n.

A smooth section s of a vector bundle (B, π,M) is a smooth map s fromM toB such that π(s(m)) = m.

The set of Γ,M,B) of all smooth sections is a module over C∞(M). A vector bundle is completely
characterized by this module. Better, if M is connected, any module over C∞(M) that is finitely
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generated and projective is the space of sections of some unique vector bundle. (These things are proved
in Chapter 11 of [Nestruev:2003].)

The simplest example is the product M × Rn, the trivial bundle of fibre dimension n. Others are more

interesting. Every vector bundle over an open disk is trivial, as is shown nicely in the note by Dan Freed.

It uses the parallel transport associated to a connection.

Example. Let M = P1(R). Let B be the set of pairs (ℓ, x) where ℓ is a line through the origin in R2—i.e.

a point of M—and x is a point on ℓ. Let π be the obvious projection from this onto M .

Let V0 = π−1(U0), V∞ = π−1(U∞). A point in V0 amounts to a line through some (x, 1) together with
a point on that line. We can parametrize that line by R, taking t to the point (tx, t). Similarly, we can

parametrize points on a line through (1, y) by taking s to (s, sy). Thus we have a bijection of R×R with

V0, taking (x, s) to the pair (〈〈x, 1〉〉, (sx, s), and similarly one of V∞. Here 〈〈x, y〉〉 is the line through
(x, y). On the overlap U0 ∩U∞ we can define a bijection of V0 with V∞. These define coordinate patches

for B.

1.4. Proposition. Every smooth section of B over M vanishes somewhere.

Proof. The manifold M is the quotient of the unit circle S in R2 by ±1, since every line through the
origin in R2 passes through opposite points on the unit circle. The map z 7→ z2 identifies this quotient

with S itself, so in fact P1(R) with S. Suppose we had a section ℓ 7→ (ℓ, x(ℓ)). If x(ℓ) is a non­zero point

on ℓ then x/‖x‖ is a point on S, so a non­zero section of B would give rise to a map back from M to S.
However, there are no such maps, as one can verify by considering what such a map has to look like on

each Ui.

Example. LetM be the two­sphere S2 in R3. At a point α = (a, b, c) ofM the tangent plane is the surface

Tα = α+ α⊥ ,

where α⊥ is the plane through the origin perpendicular to α. LetB be the set of all pairs (α, v) with α in
M and and v in α⊥. One can verify easily the definition of a vector bundle, applying the covering {U±

i }
discussed earlier. Here, too, this is not a product bundle:

1.5. Proposition. Every continuous vector field on the unit sphere in R3 must vanish somewhere.

Proof sketch. Suppose ϕ to be a map from the unit circle to itself. Its index is the number of times it
wraps around, which is also the integral

1

2π

∫ 2π

0

ϕ∗(dθ) .

It varies continuously with ϕ, but it also takes dsicrete values, which means that it remains constant.

Suppose x to be a point in R2, C a positively oriented circle with x in its interior, v a non­zero vector

field defined throughout the interior of C, including C itself.

For each c in C, let θ(c) be the angle of rotation from v(c) to τ(c), the positively oriented tangent vector

at c. As c travels around C, the angle θ(c) describes a closed path in the unit circle. As the following
figure shows, its index is 1 near x, but as C expands it does not change.



Introduction to Lie algebras 7

If a vector field on the sphere never vanishes, this index near at every point is 1. But this contradicts the

fact that the orientation of the equator is different with respect to the two poles.

2. Advanced calculus

My principal reference for this section is [de Rham:1969].

EUCLIDEAN SPACE. The following is a familiar assertion about the Taylor series of a smooth function:

2.1. Lemma. Suppose U to be a convex open neighbourhood of the origin in Rn. If f is a smooth function
on U then for any m it may be expressed as

f(x) =
∑

|k|<m

f (k)(0)
xk

k!
+

∑

|k|=m

xkfk(x)

where each fk is a smooth function on U .

Proof. I follow [Courant:1936] and [Courant:1937], and I first look at the case of dimension one. The
fundamental theorem of calculus tells us that

(2.2) f(x)− f(0) =

∫ x

0

f ′(s) ds .

An easy estimate tells us that the integral is O(x), but a simple trick will do better. If we set s = tx this
equation becomes

f(x) = f(0) + x

∫ 1

0

f ′(tx) dt ,

and the integral

f1(x) =

∫ 1

0

f ′(tx) dt

is a smooth function of x. Applying induction to f ′ in (2.2) gives us

f(x) =
∑

k<m

ckx
k + xmfm(x)

with fm(x) smooth. An easy calculation tells us that ck = f (k)(0)/k!.

In any dimension, for x in U define
ϕ(t) = f(tx) .

Then

ϕ(1)− ϕ(0) =

∫ 1

0

ϕ′(t) dt ,

which because of our assumption and the chain rule translates to

f(x)− f(0) =

m∑

i=1

xi

∫ 1

0

∂f

∂xi
(tx) dt =

n∑

i=1

xifi(x)
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with fi(x) smooth. Again apply induction.

If U is any open neighbourhood of p, let m0 be the maximal ideal of f in C∞(U) vanishing at p. The
embedding of C[x] into C∞(U) induces a ring homomorphism from C[x]/(x− p)m in C∞(U)/mm

p

2.3. Corollary. This ring homomorphism is an isomorphism.

A well known result of Émile Borel asserts that this remains true in m = ∞, but I shan’t need that.

BUMP FUNCTIONS. Since et grows more rapidly than any power of t as t→ ∞, the Taylor series of e−1/t

(for t > 0) at the origin vanishes identically, so the function

ϕ(x) =
{
0 if t ≤ 0
e−1/t otherwise

is smooth on all of R. Its graph looks like this:

x = 0 x = 1

y = e−1/t

The function e−1/te−1/(1−t) then vanishes of infinite order at both 0 and 1, so the function specified to
be 0 outside the interval [0, 1] and e−1/te−1/(1−t) inside it is also smooth on all of R. If

A =

∫ 1

0

ϕ(t) dt

then

ψ(x) =
1

A

∫ x

−∞

ϕ(t) dt

vanishes for t ≤ 0 and is equal to 1 for xe1, while being positive in (0, 1). Its graph looks like this:

x = 0 x = 1

y = e−1/te−1/(1−t)/A

accumulated area

Let
η(x) = ψ(x+ 1)− ψ(x) .

It measures the distance between the functionψ shifted to the left by 1 andψ itself. It is also characterized

by

η(x) =

{
ψ(x+ 1) if x ≤ 0
1− ψ(x) otherwise.

Here is its graph:
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−3 −2 −1 0 1 2 3

y = ψ(x)y = ψ(x+ 1)

−3 −2 −1 0 1 2 3

y = η(x)

The function η(x) is even. It vanishes for |x|e1 or, equivalently, η(x) 6= 0 if and only if |x| < 1. It takes
value 1 at 0 and takes values everywhere else in (0, 1). It is a bump function.

The special form of η gives it a very useful property. For k ≤ ℓ in N we have

η(x+ℓ) + η(x+ ℓ− 1)) + · · ·+ η(x + k)

=
(
ψ(x+ ℓ+ 1)− ψ(x+ ℓ)

)
+
(
ψ(x+ ℓ)− ψ(x + ℓ− 1)

)
+ · · ·+

(
ψ(x + k + 1)− ψ(x + k)

)

= ψ(x + ℓ+ 1)− ψ(x+ k) .

It vanishes for x ≤ −(ℓ + 1), xe1 − k, and in the range [−ℓ,−k] is identically equal to 1. It is an

approximation to the characteristic function of the interval [−ℓ,−k]. For example, with ℓ = 1, k = −1:

−3 −2 −1 0 1 2 3

y = ψ(x− 1)y = ψ(x+ 2)

−3 −2 −1 0 1 2 3

y = η(x+ 1) + η(x) + η(x− 1)

Taking limits as k → −∞, ℓ→ ∞:

2.4. Lemma. For any x in R the sum ∑
λ∈Z

η(x − λ)

is locally finite and equal to 1.

Something similar happens in all dimensions. On Rn define the norm

|x| = supi|xi| ,

and set

ηn(x) =
∏n

1
η(xi) .

This is a smooth function on Rn, centred at 0. It is equal to 1 at 0, and takes values in [0, 1] everywhere.

It is worth noting formally:

2.5. Lemma. Suppose x in Rn. Then ηn(x) 6= 0 if and only if |x| < 1.

In other words, the support of ηn is a cube centred at the origin.
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2.6. Proposition. The infinite sum ∑
λ∈Zn

ηn(x− λ)

is locally finite and identically equal to 1.

Proof. Because it is equal to ∏n

1

(∑
λi∈Z

η(xi − λi)
)

which according to Lemma 2.4 is identically 1.

Suppose A to be a compact subset of Rn contained in an open set U . Let B be the closed complement of
U , and for x in Rn let

dist(x,B) = infb∈B |a− b| .
The function dist(x,B) is continuous, and vanishes only on B. On the compact set A it therefore takes
a minimum value δ = dist(A,B) > 0. For any a in A the disk |x− a| < δ is contained in U .

2.7. Corollary. Suppose A ⊂ Rn to be a compact subset, ε > 0. Let Λ be the set of all λ in Zn such that
there exists some point a of A such that |a− ελ| < 1. The sum

∑
λ∈Λ

η(x− ελ) .

is equal to 1 for every x in A, and vanishes if |x− a|e2ε for all a in A.

2.8. Corollary. Suppose A ⊂ Rn to be compact, B a closed set in the complement of A. There exists a
smooth function equal to 1 on A that vanishes on B.

A

B

Proof. Apply Corollary 2.7 with ε < dist(A,B)/2.

PARTITIONS OF UNITY. Let M be a smooth manifold.

2.9. Proposition. Suppose {Aα} to be a covering of M . There exists a countable, locally finite covering
by open sets {Vi} such that each V i is compact and contained in some open Ui that is in turn contained
in some Aα.

Proof. Apply Lemma 1.2 to obtain a sequence of relatively compact open sets Ci that coverM , such that

Ci ⊂ C◦
i+1.

Each Ωi = Ci − C◦
i−1 is compact, M is the union of the Ωi, and Ωi is disjoint from Ci−2.
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Ωi

Ci−2

If x is in M , it will lie in some Ωi, and there will exist (i) some open coordinate patch U containing it

which is in turn contained in some Aα as well as in Ci+1 − C◦
i−1 and (ii) some open V with V ⊂ U .

The compact set Ωi will be covered by a finite number of these V . The union of all of these as i varies
provides the cover we want.

2.10. Corollary. Suppose given an open covering {Aα} ofM .. There exists a countable family of smooth
functions {fi} on M such that (a) fi(x)e0 for all x; (b) the support of fi is contained in some Aα; (c) the
colection of sets supp(fi) is locally finite;

∑
fi(x) = 1 for all x.

Proof. Replace the Aα if necessary by a refinement of coordinate patches. Find a covering by sets

Vi ⊂ Ui as in the previous result. By Corollary 2.8 there exists a smooth function ϕie0 equal to 1 on Vi
with support in Ui. Define

fi(x) =
ϕi(x)∑
ϕi(x)

.

2.11. Proposition. If A is a compact subset of M and B a closed subset of its complement, then there
exists a smooth function that is 1 on A and vanishes on B.

Proof. Combine Corollary 2.8 with Corollary 2.10.

2.12. Corollary. Suppose A to be a compact set contained in the open set U , f a smooth function on U .
There exists a smooth function on all of M whose restriction to A is the same as f .

Proof. Let χ have support in U , χ = 1 on A. Then fχ is the function we want.

MAXIMAL IDEALS ON M . Suppose x to be a point in M , and let mx be the maximal ideal of C∞(M)
consisting of functions on M vanishing at x. Suppose U to be any neighbourhood of x diffeomorphic to
an open subset of Rn, and let ux be the maximal ideal of functions in C∞(U) vanishing at x.

2.13. Proposition. Suppose M to be a smooth manifold, x a point on M , and suppose U to be a neigh­
bourhood of x. The canonical homomorphism from C∞(M)/mm

x to C∞(U)/umx is an isomorphism.

Proof. Suppose f to be in C∞(U). Choose V a neighbourhood of x with V compact and included in U .
According to Proposition 2.11, there exists ϕ in C∞(M) equal to f on V . Then f − ϕ is identically 0 in a

neighbourhood of x. Apply:

2.14. Lemma. Any function in C∞(M) vanishing identically in the neighbourhood of x is in every mm
x .

Proof. Let F be such a function. Choose χ in C∞(M) vanishing identically near x and identically 1 on
the support of F . Then χmF = F for all m.

RECOVERING M FROM ITS SMOOTH FUNCTIONS. Any point p of M gives rise to a ring homomorphism

ep: C
∞(M) −→ R, f 7−→ f(p) .

2.15. Proposition. Any homomorphism of R­algebras fromC∞(M) to R is equal to ep for some p inM .

Proof. I take this from Chapter 7 of [Nestruev:2003]. Let

C1 ⊂ . . . ⊂ Ci ⊂ C◦
i+1 ⊂ Ci+1 ⊂ . . .

be the sequence of compact sets guaranteed by Lemma 1.2. Let σi be a function equal to 0 in Ci−1 and 1
in the complement of C◦

i . The series σ =
∑
σi is locally finite and σ−1(I) is compact if and only if I is.
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Suppose F to be an R­homomorphism from C∞(M) to R that is equal to no ep. But two R­algebra
homorphisms are equal if and only if their kernels are equal, so this means that Ker(F ) is distinct from

all mp.

Hence for each p there exists fp with fp(p) 6= 0 but F (fp) = 0. Let Up be the set of all x such that

fp(x) 6= 0. It is a neighbourhood of p, and these cover M .

The set σ−1(F (σ)) is compact, so covered by a finite number of the Ux, say the Ui corresponding to pi
with σ(pi) = F (σ). Let

g = (σ − F (σ))2 +
∑

i
f2
pi
,

so that F (g) = 0. If σ(x) 6= F (σ) then the first term does not vanish, while if σ(x) = F (σ) then some
term in the second sum does not vanish. Hence g(x) > 0 for all x, g is invertible in C∞(M), and

F (g) 6= 0, a contradiction.

3. Tangent vectors

The basic model for tangent vectors in differential geometry is velocity. Suppose

γ: t 7−→ [x1(t) . . . xn(t) ]

to be a parametrized path in Rn. Its velocity at t is

limh→0
γ(t+ h)− γ(t)

h
= [x′1(t) . . . x′n(t) ] .

In low dimensions the velocities can be plotted graphically:

To each parameter value t is assigned an array determining the location of γ(t), and attached to this

location is a second array determining its velocity. The velocity itself does not have a location—a particle
moving in space may well have the same velocity at different points on the path. The velocity represents

the translation of a parallel vector based at the origin.

Tangent vectors in Rn are thus simple to characterize in terms of arrays. But how are tangent vectors on
an arbitary manifold to be defined?

NOTATION. In the figure above, it should be clear that coordinate arrays play at least two distinct roles,

and I want to introduce notation that will take this into account.

Let me begin with a very general situation. If G is any group, a principal homogeneous space for G
is something on which the group acts transitively and for which all isotropy subgroups are trivial. Of

course if you fix any particular point, it becomes a copy of G itself, but in practice there might not be

any canonical choice of a particular point, and it can be confusing to try to make one. In the case I am
interested in, the group will be the additive group of Rn. In one interpretation of Rn, points record

location, and in the other displacement. I shall try to keep these roles separate by expressing the set of
locations by Rn, and the displacements by R n. The latter is a vector space: following one displacement
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by another amounts to addition of vectors, and you can also multiply a displacement by a scalar, getting
u+ v or cv. In the other, one can displace a location by a vector: p 7→ q = p+ v. Or subtract one location

from another by a displacement: p = q − v. Or interpolate two locations, since

(1− s)p+ sq = p+ s(q − p) .

But adding two locations doesn’t make sense. So the two different notions are distinguished by what
operations you can perform on them.

I’ll also distinguish the vector dual R̂
n

from R n. It is made up of linear functions on Rn. In contrast

with a common convention, for reasons I’ll mention later, vectors in Rn will be row vectors, and those in

R̂
n

will be columns. Thus an element of R̂
n

is a matrix

v̂ =



v̂1
. . .

v̂n


 ,

and duality is expressed by a matrix multiplication:

〈v, v̂〉 = v · v̂ .

VECTOR DERIVATIVES. If f is a smooth scalar function defined on an open subset U of Rn and v is in Rn

then

lim
t→0

f(x+ tv)− f(x)

t
= [∇vf ](x)

exists and defines a smooth function on U . This is a linear function of both f and v. It is a derivation in
the sense that

(3.1) ∇v(fg) = (∇vf) ·g + f · (∇vg) .

Because of this, ∇v vanishes on every m2
x, and hence defines a linear functional on the finite­dimensional

vector space mx/m
2
x. Likewise, f determines a linear functional df on Rn—i.e. the image of f − f(x)

in mx/m
2
x. The variables xi determine a basis dxi of mx/m

2
x, with dual basis ∂/∂xi associated to the

standard basis vector εi. Explicitly, we can write

df =
∑(

∂f

∂xi

)
dxi

and then

〈v, df〉 =
∑

vi

(
∂f

∂xi

)

if v =
∑
vi(∂/∂xi).

We now have the linear approximation

f(x+ v) = f(x) + 〈v, df〉x +O(‖v‖2)

near any point x ofU . This holds equally for the components of any smooth function of several variables.

If x(t) is a smooth function from U ⊆ Rn to Rm we have for small h in Rn the linear approximation

x(t+ h) ∼ x(t) + [h1 . . . hn ]



∂x1/∂t1 . . . ∂xm/∂t1
. . . . . . . . .

∂x1/∂tn . . . ∂xm/∂tn


 = x(t) + h

[
∂x

∂t

]
.
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This leads immediately to the chain rule. Suppose we are given two maps

t −→ x(t), Rn −→ Rn

x −→ f(x), Rn −→ R

Define F (t) to be the scalar function f(x(t)). Then the composition of functions amounts to matrix
multiplication of the linear approximations. Hence

[
∂F

∂t

]

t

=

[
∂x

∂t

]

t

[
∂f

∂x

]

x(t)

,

or [
∂f

∂x

]

x(t)

=

[
∂x

∂t

]−1

t

[
∂F

∂t

]

t

.

In these circumstances F = x∗f , so we can rephrase this:

x∗
[
∂f

∂x

]
=

[
∂x

∂t

]−1

t

[
∂ (x∗f)

∂t

]

t

.

And in a commutative diagram:

ϕ∗

ϕ∗

f(x) F (t)

∂f
∂x

[

∂x
∂t

]

−1
∂F
∂t

There is yet another formulation. Suppose first of all that

ϕ: t 7−→ x(t), U ⊆ Rn −→ Rm

to be any smooth map. If f is any smooth scalar function on a subset of x(U) then x∗f is a smooth
function onU , and if f is inmk

x(t) thenx∗f is inmk
t . The map x thus induces a linear map frommx(t)/m

2
x(t)

to mt/m
2
t , hence also a dual map x∗ from tangent vectors at t to those at x(t).

Now suppose x to be locally invertible. Then at x(t) we have two bases of the tangent space—the ∂/∂xi
and the x∗(∂/∂ti). The first can therefore be expressed in terms of the second. The diagram above asserts
that in fact

(3.2)

[
∂
∂x

]
=

[
∂x
∂t

]−1

x∗

[
∂
∂t

]
.

Example. Let f(x) be a smooth function of one variable, and set F (t) = f(x(t)). The basic formula now
reads

df

dx
=
dF
dt

/
dx
dt

To see how this goes, say x = 1/t, and F (t) = f(1/t). Then dx/dt = −1/t2 and

f ′(x) = −t2F ′(t) .

Example. Polar coordinates amount to a map from R2 to R2:

(r, θ) 7−→ (x, y) = (r cos(θ), r sin(θ)) .
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Thus [
∂x/∂r ∂y/∂r
∂x/∂θ ∂y/∂θ

]
=

[
cos(θ) sin(θ)

−r sin(θ) r cos(θ)

]

and then
∂

∂x
= cos(θ)

∂

∂r
− sin(θ)

r

∂

∂θ
∂

∂y
= sin(θ)

∂

∂r
+

cos(θ)

r

∂

∂θ
.

◦ ————­ ◦

CHANGE OF VARIABLES. The characterization of tangent vectors at a point x in Rn as linear functionals

on mx/m
2
x can be transferred immediately as a definition to an arbitrary manifold.

3.3. Definition. Suppose M to be a manifold. A tangent vector at a point x of M is a linear functional on
the space mx/m

2
x.

Proposition 2.13 assures us that the dimension of mx/m
2
x is the same as that of M , say n. The set of all

tangent vectors is that of all pairs (x, v) in which v is a tangent vector at x. IfM ⊆ Rn we know that this
can be identified with the direct product M × R n.

But now suppose we are given two pairs (U,ϕ) and (V, ψ). Let x, y be the associated coordinate functions

on U , V , and that v is a tangent vector at a point p in U ∩ V . If

v =
∑

ai ·∂/∂xi ,

is a vector expressed in x­coordinates, what is its expression

v =
∑

bi ·∂/∂yi

in y­coordinates? The following is an immediate consequence of (3.2) :

3.4. Proposition. The vectors

u =
∑

ai ·∂/∂xi, v =
∑

bi ·∂/∂yi)

are equal if and only if
b = a (∂x/∂y)−1 .

This leads to:

3.5. Corollary. The set of tangent vectors on a manifold is a vector bundle on it.

Proof. Local isomorphisms on overlaps are specified by the Proposition.
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4. Vector fields and derivations

A vector field on M assigns a vector v(p) to every point p of M . It is said to be smooth if in every
coordinate patch it is of the form

∑
vi(x)

∂

∂xi

for smooth functions vi(x).

There is an algebraic characterization of vector fields. A derivation of a ringR over R is an R­linear map
D from R to itself such that

D(rs) = D(r)s + rD(s)

for all r, s in R. The condition of R­linearity means neither more nor less than that it annihilates the

constants. It is clear that a vector field on M determines a derivation of C∞(M), but even better a
derivation of C∞(U) for every open U ⊆M . Conversely:

4.1. Theorem. Every derivation of C∞(M) is that associated to some smooth vector field on M .

The proof begins with the case that M is an open subset of Rn.

4.2. Proposition. IfU is an open subset ofRn, then everyR­linear derivation of C∞(U) is that determined
by a smooth vector field.

Proof. Suppose D to be a derivation of C∞(U). Let vi = D(xi) (a function of x). We want to show that

D(f) =
∑

i

vi
∂fi
∂xi

,

and it suffices to show this at any point p = (pi) of U . In some convex neighbourhood of p

f(x)− f(p) =
∑

(xi − pi)fi(x)

Df =
∑

i

D(xi)fi + (xi − pi)Dfi

[Df ](p) =
∑

i

vi(p)fi(p)

[Df ](p) =
∑

i

vi(p)
∂f

∂xi
(p) .

4.3. Lemma. If D is a derivation of C∞(M) then the support of Df is contained in the support of f .

Proof. It has to be shown that if f vanishes on an open set U in M , then so does Df . Suppose p to be

a point of U . We can find a smooth function ϕ which is 1 on the support of f and vanishes at p. Then
ϕf = f and [

D(ϕf)
]
(p) = [Df ](p)ϕ(p) + f(p)[Dϕ](p) = 0 .

So Df = D(ϕf) also vanishes at every point of U .

As a consequence:

4.4. Lemma. If f =
∑
fi is a locally finite sum of functions in C∞(M) and D is a derivation of C∞(M),

then the sum
∑
Dfi is also locally finite and equal to Df .

4.5. Proposition. IfM is an arbitrary manifold, U an open subset of M , andD a vector field onM , there
exists a unique derivation of C∞(U) that agrees with the restriction of functions from M to U .

Proof. Suppose f in C∞(U). We must defineDf as a smooth function on U . Choose a partition of unity

(ψi, Ui) and compatible coordinate charts ϕi) on U . if f lies in C∞(U), we have

f =
∑

fi (fi = ψif) .
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Each fi may be extended to a smooth function on all of M , equal to 0 outside the support of fi Since
the Ui make a locally finite covering, the sum DUf =

∑
Dfi is also locally finite, and hence a smooth

function on U . I claim that DU is a derivation of C∞(U). But if f =
∑
fi and g =

∑
gi then the sum

fg =
∑

i,j
figj

is also locally finite. According to the previous Lemma, so are the sums

D(fg) =
∑

D(figj) =
∑

D(fi)gj + fiD(gj) = DU (f) ·g + f ·DU (g) .

MISCELLANEOUS. • If X and Y are two vector fields, their Poisson bracket [X,Y ] is the difference
XY − Y X . It is a priori a differential operator possibly of order 2, but in fact it is a vector field. This can

be seen by a local computation, but also by checking directly that it is a derivation.

• The vector bundle dual to the tangent bundle is the cotangent bundle T∨
M , whose fibre at a point p is

mp/m
2
p. It is not quite obvious how to directly construct that bundle, nor how to construct more generally

a bundle over M whose fibre at p is mm−1
p /mm

p , nor yet a bundle whose fibre at p is Cp/mm
p .

• Any vector field on a smooth manifold determines on it a flow, which determines a trajectory through
each point tangential to the vector field at that point. In local coordinates, this comes down to solving

an ordinary differential equation. More precisely, if the vector field is X then the trajectory of the flow

starting at the point x of G is a smooth path t 7→ E(t) = EX(t) satisfying the differential equation
E′(t) = XE(t) and initial condition E(0) = x. In local coordinates, if X =

∑
Xi(x)(∂/∂xi) and

E(t) =
(
xi(t)

)
then d/dt maps to

∑
i(dxi/dt)(∂/∂xi) and the differential equation is that determined

by system of equations

dxi/dt = Xi(x) .

Locally, it follows from well known results on about dependence on initial conditions that the flow

determines a one­parameter family of diffeomorphisms.

Part II. Lie algebras and vector fields

5. The Lie algebra of a Lie group

Now suppose G to be a Lie group—that is to say, a smooth differentiable manifold with a smooth

structure as topological group. This means that multiplication G ×G → G and the inverse G → G are
smooth maps.

The Lie algebra Lie(G) of G is defined to be the space of left­invariant vector fields on G. If g is any

element of G and f a smooth function defined in the neighbourhood U of g then L∗
gf is the pullback of

f to g−1U , a neighbourhood of I , defined by the formula L∗
gf(x) = f(gx). This induces a linear map

Lg,∗ from the tangent space at I to that at g:

〈Lg,∗X, f〉 = 〈X,L∗
gf〉

That the function of g is smooth is a consequence of the following elementary remark: suppose M and

N to be manifolds, n a point ofN and V a vector at n. It determines at each point ofM ×{n} a ‘vertical’
vector field. For any smooth function on M ×N the function V ·f evaluated on M is smooth. This is to

be applied to G × {1}. Conversely, any element X of g determines a smooth vector field, which I’ll call

RX for reasons to be seen in a moment, on all of G. It is invariant with respect to all left G­translations.
It is unique subject to the two conditions that it be left­invariant and agree with X at I . Therefore:

5.1. Proposition. The map taking a left­invariant vector field to its value at 1 is an isomorphism ofLie(G)
with the tangent space at 1.

The flow associated to RX is also left­invariant—if EX(t) is the trajectory starting at I , the trajectory at
g is gEX(t). The flow on G is generated by the left translations of the trajectory EX(t) starting at I . The
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defining equation for EX implies that EX(s)EX(t) = EX(s + t), which because of continuity implies
that EX(t) = EtX(1). This last is written as the Lie exponential map exp(tX). That is to say

RXF (g) =
d

dt
F
(
g exp(tX)

)∣∣∣
t=0

.

Let’s look at some examples.

Example. The additive group R of real numbers. The space g is R. The invariant vector fields are the

a d/dx where a is a constant. The corresponding flow x(t) satisfies the differential equation

x′(t) = a

and the flow starting at x is x(t) = x+ at.

Example. The multiplicative group of non­zero real numbers R×. The space g may again be identified
with R, where a corresponds to the vector ad/dx at 1. Multiplicative translation by x takes a at 1
to ax d/dx. The invariant vector fields are therefore the ax d/dx, the differential equation of the flow
x′(t) = ax(t), and the corresponding flow at 1 takes t to exp(ta). The connected component of positive

real numbers is isomorphic to the additive group through the exponential map, but both exp and its

inverse log are analytic functions. In terms of algebraic structure the two groups are thus distinct.

Example. The multiplicative group S of complex numbers of unit magnitude. The space g is again R,

with a corresponding to a d/dθ at 1, where θ is the argument. The invariant vector fields are the a d/dθ.

The flow starting at 1 is the complex exponential function exp(iat).

Example. The multiplicative group of non­zero complex numbers C×. The space g may be identified
with C. The flows at 1 are the complex exponential exp(tz), and the trajectories will usually be spirals.

This group contains the previous two as subgroups.

Example. The multiplicative group GLn(C) of invertible real n × n matrices. This group is an open
subset of the matrices Mn(C), and the space g may be identified with it. The invariant vector fields are

the X∂/∂X for invertibleX . The flow at I tangent to A is the matrix exponential exp(tA), where

eX = exp(X) = I +X +
X2

2!
+ · · ·

The series converges for all X , and by the implicit function theorem maps a neighbourhood of 0 in

Mn(C) isomorphically onto a neighbourhood of I in GLn(C). We can calculate explicitly some simple

examples for n = 2:

exp

([
a 0
0 b

])
=

[
ea 0
0 eb

]

exp

([
0 x
0 0

])
=

[
1 x
0 1

]

exp

([
0 −t
t 0

])
=

[
cos t − sin t
sin t cos t

]
.

For matrices near enough to I we can write out explicitly an inverse to the exponential map, by means

of the series

log(I +X) = X − X2

2
+
X3

3
− · · · ,

which converges for X small.

In general, the relationship between the group and the Lie algebra g is intuitive. Elements in a group

very close to I are of the form I +X+ higher order terms, where X is a very small element of the Lie

algebra. Intuitively, the Lie algebra represents very, very small motions in the group, those not differing
much from the identity. The exponential map makes this rough idea precise.

5.2. Proposition. On any Lie group, the exponential map has these properties:
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(a ) if X and Y commute then eX+Y = eXeY ;
(b) the inverse of eX is e−X ;

(c ) if g is invertible then eAd(g) YAd(g)−1

= geY g−1;

If G = GLn(R):

(d) the exponential of a diagonal matrix with entries di is the diagonal matrix with entries edi ;
(e ) the exponential of the transpose is the transpose of the exponential;
(f ) the determinant of eX is etrace(X).

Proof. All are straightforward except possibly (f), for which I’ll give two proofs.

First proof. If X is an arbitrary complex matrix then some conjugate X∗ = Y XY −1 will be in Jordan

form S + N , where S is diagonal, N is nilpotent, and the two commute. The matrices X and X∗ will
have the same determinant and the same trace, so by (c) we may as well let X = X∗. But

eX = eSeN

will again be in Jordan form, with diagonal equal to that of eS . Hence the trace of Y is that of S and the
determinant of eX is that of eS . But for S the claim is clear.

Second proof. It suffices to show that the function D(t) = det(etX) satisfies the ordinary differential

equation
D′(t) = trace(X)D(t) ,

since it certainly satisfies the initial condition D(0) = 1. But

D′(t) = lim
h→0

D(t+ h)−D(t)

h

D(t+ h)−D(t)

h
=

det
(
e(t+h)X

)
− det

(
etX

)

h

=
det

(
etX

)
det

(
ehX

)
− det

(
etX

)

h

= det
(
etX

)
[
det

(
ehX

)
− 1

h

]

which has as limit D(t) trace(X) since det(I + hX + · · · ) = 1 + h trace(X) + · · ·
As one consequence, the Lie algebra of SLn is the space of matrices with vanishing trace. This technique

can be formalized. If G is a group defined by polynomials P (x) = 0 in Mn(C), then the tangent space
at I is defined by conditions P (I + εX) = 0 modulo second order terms in ε. But P (I + εX) =
P (I) + ε〈∇P,X〉 modulo ε2, and this is just ε〈dP,X〉 since I is in the group and P (I) = 0. Therefore
the Lie algebra is defined by the equations

〈dP (X), X〉 = 0 .

This agrees with what we just showed for SLn, since the differential of det is trace. This will show,

for example, that the Lie algebra of the symplectic group Sp is the space of matrices X such that
tX J + JX = 0 where

J =

[
0 −I
I 0

]

Of course the exponential maps real matrices onto real matrices, so the tangent space of GLn(R) at I
may be identified with Mn(R).
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Any tangent vector at I determines by right as well as left translation vector fields ΛX as well as RX on
all ofG. Vector fields are differential operators, acting on scalar functions on a Lie group. The derivative

of F at g with respect to RX is

RXF (g) =
d

dt
F
(
g exp(tX)

)∣∣∣
t=0

,

and that with respect to ΛX is

ΛXF (g) =
d

dt
F
(
exp(tX) g

)∣∣∣
t=0

,

The vector fields ΛX are those which are right­invariant.

If U and V are left­invariant so is UV − V U , so we get from the Poisson bracket in this way the Lie

bracket operation on a Lie algebra.

If G = GLn, we can ask for an explicit formula for [RX , RY ], whereX and Y are given matrices. LetM
be the tautologous map from GLn(R) to Mn(R), taking g to its matrix M(g). Thus

RXM(g) =

[
d

dt
M(g exp(tX))

]

t=0

=

[
d

dt
M(g) exp(tX))

]

t=0

=M(g)X .

Then

RXRYM −RYRXM = RXMY −RYMX =MXY −MYX =M(XY − Y X) .

Therefore:

5.3. Proposition. In Mn(R), the Lie algebra of GLn(R), the Lie bracket is the commutator:

[X,Y ] = XY − Y X .

There is one peculiarity about the right­invariant vector fields. If ΛX and ΛY are two of these, then their
Poisson bracket [ΛX ,ΛY ] is equal to Λ[Y,X] rather thanΛ[X,Y ]. This is related to the following point—the

left­invariant vector fields RX derive from the right­regular action of the group G on smooth functions

on G, according to which
[RgF ](x) = F (xg) .

The right action on the space defines a left action of G on functions, since

]RgRhF ](x) = [RhF ](xg) = F (xgh) = [RghF ](x), RghF = RgRhF .

The left­regular action is defined by

LgF (x) = F (g−1x) .

The associated left action of the Lie algebra is LX = Λ−X . Thus the bracket equation for right­invariant
vector fields is, as it should be,

[LX , LY ] = L[X,Y ] .

The adjoint action has a simple expression in the case of GLn—it turns out to be the obvious matrix

calculation:
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5.4. Proposition. For any g in GLn(R) and X in Mn(g)

Ad(g)X = gXg−1 .

Proof. Very similar to that of Proposition 5.3.

Thus we can see also why the earlier claim about ad is true: X in g gets mapped to the endomorphism

adX : Y 7−→ [X,Y ]

since
(I + tA+ · · · )X(I + tA+ · · · )−1 = (I + tA+ · · · )X(I − tA+ · · · )

= X + t(AX −XA) + · · · .

6. Normal coordinates

The exponential map g → G is a local diffeomorphism, hence a coordinate system on g induces a

coordinate system in an open neighbourhoodU of the identity onG. If we choose a basis (Xi) of g, then

the coordinate system maps mapping exp(t1X1 + · · ·+ tnXn) to (t1, . . . , tn).

Let m be the maximal ideal of functions in C∞(U) vanishing at 1. Its power mm is the subset of smooth
functions on U such that ∂kf/∂xk = 0 for all |k| < m, or equivalently those which can be represented as

a sum tkfk with |k| = m and each fk in C∞(U). The vector field Xi and ∂/∂ti agree at 1, hence

Xi =
∂

∂ti

∑

j 6=i

fj
∂

∂xj

with each fj in m. More generally, as a consequence, if |k| ≤ |ℓ| then

Xktℓ =
{
ℓ! if k = ℓ
0 otherwise.

Therefore:

6.1. Proposition. The pairing
〈X, f〉 = XF (1)

identifies Un−1(g) with the annihilator of mn, and Un(g)/Un−1(g) is isomorphic to Sn(g).

6.2. Corollary. The operatorsRX forX in U(g) are exactly the left­invariant differential operators onG.

Proof. Because U(g) exhausts the invariant symbols.
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7. The Lie algebra of SL(2)

Now let G be SL2(R) and g = sl2 its Lie algebra, the space of 2 × 2 matrices of trace 0. Let A be the

subgroup of diagonal matrices, N that of unipotent upper triangular matrices, K the special orthogonal
group SO2. Several distinct bases for g are useful in different situations. One very useful basis is this:

e+ :=

[
0 1
0 0

]
, h :=

[
1 0
0 −1

]
, κ :=

[
0 −1
1 0

]
,

which are, respectively, elements in n, a, k (the Lie algebras of N , A, and K). That g = n + a + k is the
infinitesimal version of the Iwasawa decomposition G = NAK .

Another useful basis is made up of e+, h and

e− :=

[
0 0

−1 0

]
.

I depart here from the standard convention, which replaces e− by its negative. I follow [Tits:1966] in this.
The advantage of the notation he and I use is symmetry: the map e± 7→ e∓, h 7→ −h is the canonical

involution of sl2, an automorphism of order two.

This new element e− spans the Lie algebra n of the lower triangular unipotent elements of SL2, and the
decomposition g = n + a + n is an infinitesimal version of the Bruhat decomposition G = PN ∪ Pw
where

w =

[
0 −1
1 0

]
.

This w is the same as κ, but it is important to distinguish them—one lies in SL2 and the other in sl2.

We have the Lie algebra bracket formulae

[h, e±] = ±2e±, [e+, e−] = −h .

Thus e± are eigenvectors of adh, called root vectors of g with respect to a.

There is a third useful basis. The element κ also spans the Lie algebra of the torus K of G, but it is a

compact one, made up of rotation matrices. Inside G(C) the two tori A and K are conjugate, and more

precisely the Cayley transform

C =

[
1 −i
1 i

]

conjugatesK(C) toA(C). This can be seen geometrically—K is the isotropy subgroup of SL2(R) acting

by Möbius transformations on the upper half plane, whileA preserves the origin. Consistently with this,

the Cayley transform takes i to 0. In the complexified Lie algebra

Ad(C−1)h = iκ .

Since KC is a torus, the complexified Lie algebra decomposes into root spaces, the images under C of
those for AC. Explicitly they are spanned by

x± =

[
1 ∓i

∓i −1

]
.

We have now

[κ, x±] = ±2ix±

and
Ad(C−1) e± = (1/2)x∓ .
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7.1. Lemma. The center of sl2 is {0}, and any element of sl2 can be expressed as a linear combination of
commutators [X,Y ].

Proof. It suffices to verify it for elements of a basis, which I leave as an exercise.

Yet more strongly:

7.2. Proposition. Any homomorphism from sl2 to another Lie algebra is either trivial or injective.

Proof. If it is not injective, the image must be a Lie algebra of dimension 1 or 2. If it is onto an abelian
algebra, then [X,Y ] is mapped to 0 for all X and Y , and therefore by the Lemma so is all of sl2. If the

image is not abelian, then the image must be the unique non­abelian algebra of two dimensions described

in Proposition 9.2, and in that case too, since that algebra has the trivial algebra as quotient, all of sl2 is
mapped to 0.

8. Vector fields associated to G­actions

The action of a Lie group G on a manifold M determines also vector fields corresponding to vectors in
its Lie algebra, the flows along the orbits of one­parameter subgroups exp(tX). Thus the vector at a

point m corresponding to X in g is the image of d/dt at t = 0 under the map from R to M taking t to
exp(tX) ·m. This is a special case of the general problem of calculating the image of d/dt under a map

onto a manifold. If we are given local coordinates around m and the map takes

t 7−→
(
xi(t)

)

then
d

dt
7−→

∑ dxi
dt

∂

∂xi
.

This might seem sometimes to involve a formidable calculation, and it is often useful to use Taylor

series to simplify it. The point is that it is essentially a first order computation in which terms of second
order can be neglected. Roughly speaking, up to first order exp(εX) = I + εX , so the element X in g

determines at m the vector
(I + εX) ·m−m

ε

where we may assume ε2 = 0. The coefficients of the ∂/∂xi are read off as the coordinates of ε in the

expression for (I + εX) ·m.

Let’s look at the example of SL2(R) acting on the upper half plane H by Möbius transformations

z 7−→ az + b

cz + d
.

In the formulas for vector fields associated to elements of the Lie algebra sl2, some simplification is
possible because the vector fields are real and the group acts holomorphically. The natural result of

these calculations will a complex­valued function. A complex analytic function f(z) = p + iq is to be

interpreted as as a real vector field according to the formula

p
∂

∂x
+ q

∂

∂y
= (p+ iq)

(
1

2

)(
∂

∂x
− i

∂

∂y

)

+ (p− iq)

(
1

2

)(
∂

∂x
+ i

∂

∂y

)

= f(z)
∂

∂z
+ f(z)

∂

∂z
.
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8.1. Proposition. We have

Λe+ =
∂

∂x

Λh = 2x
∂

∂x
+ 2y

∂

∂y

Λe− = (x2 − y2)
∂

∂x
+ 2xy

∂

∂y
.

Proof. • The simplest is e+. Here

I + εe+ =

[
1 ε
0 1

]

and this takes

z 7−→ z + ε

1
= z + ε, (x, y) 7−→ (x+ ε, y)

Therefore
e+  ∂ /∂x .

• Now for h. Here

I + εh =

[
1 + ε 0
0 1− ε

]

and this takes

z 7−→ (1 + ε)z

(1 − ε)

= z(1 + ε)(1 + ε+ ε2 + · · · )
= z(1 + 2ε) = z + 2εz

(x, y) 7−→(x+ 2εx, y + 2εy)

so

h 2x
∂

∂x
+ 2y

∂

∂y

• Finally

I + εe− =

[
1 0
ε −1

]

z 7−→ z

ε− z + 1
= z + εz2

e−  (x2 − y2)
∂

∂x
+ 2xy

∂

∂y
.
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Part III. Lie algebras on their own

9. Abstract Lie algebras

For X , Y , Z in the Lie algebra of a Lie group G we have an identity of differential operators

[X, [Y, Z]] = X(Y Z − ZY )− (Y Z − ZY )X

= XY Z −XZY − Y ZX + ZYX

[Y, [Z,X ]] = Y (ZX −XZ)− (ZX −XZ)Y

= Y ZX − Y XZ − ZXY +XZY

[Z, [X,Y ]] = Z(XY − Y X)− (XY − Y X)Z

= ZXY − ZYX −XY Z + Y XZ

and summing we get
[X, [Y, Z]] + [Y, [Z,X ]] + [Z, [X,Y ]] = 0 .

This last equation is called the Jacobi identity. It is easy to recall to mind, since it is the sum of three

terms obtained by applying a cyclic permutation of X , Y , Z to [X, [Y, Z]].

There are several ways to interpret it, aside from the formal calculation. Even the formal computation

can be analyzed intelligently. It can be seen immediately that the expression

[X, [Y, Z]] + [Y, [Z,X ]] + [Z, [X,Y ]]

changes sign if any two of the variable are swapped. Swaps generate all of S3, and one can conclude
that the sum must be a scalar multiple of the alternating sum

A(X,Y, Z) =
∑

σ∈S3

sgn(σ)σ(X,Y, Z) = XY Z −XZY + Y ZX − Y XZ + ZXY − ZYX .

But a simple look at the coefficients of [X, [Y, Z]] in the Jacobi sum makes it clear that its twelve terms

amount to A(X,Y, Z)−A(X,Y, Z) = 0.

Definition. Suppose g to be an arbitrary finite­dimensional vector space over an arbitrary field
F , and suppose that it is given a bilinear map (x, y) 7→ [x, y] from g× g to g itself. This is said
to define g as a Lie algebra if this bilinear map is anti­symmetric and satisfies Jacobi’s identity.

It is not immediately apparent that this definition captures completely what one wishes. One justification
is the ‘Third Theorem of Lie’ (apparently first proved by Eli Cartan): IfF = R or C then every Lie algebra
is the Lie algebra of an analytic group over F . A clear exposition can be found in LG §5.8 of [Serre:1965].

A related result, with a more direct argument, is Serre’s construction of ‘group chunks’ in LG §5.4.

Here is another way to understand the Jacobi identity. Let g be an arbitrary Lie algebra defined over R,

and letA = Aut(g) be the group of automorphisms of g. This is an algebraic group defined over R. It is

by definition embedded in GLR(g), and this representation gives rise to its differential, an embedding of
its Lie algebra a in the space of linear endomorphisms of g. For a in a, t in R let αt be the automorphism

exp(ta) of g. Then

dα(x) =
d

dt
αt(x)

∣∣∣
t=0

Since each αt is an automorphism of g, the product rule for derivatives implies that dα is a derivation:

dα([x, y]) = [dα(x), y] + [x, dα(y)] .

9.1. Proposition. The space of derivations of g is the Lie algebra of Aut(g).
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Proof. The group of derivations of g is an algebraic subgroup of GL(g). We know from a remark in Part
I that an element X in gl(g) is in its Lie algebra if and only if I + εX lies in the group, where ε2 = 0.

This happens if and only if X is a derivation.

One can also verify directly that if X is a derivation then exp(X) is an automorphism.

Among the automorphisms of the Lie algebra of a group G are its inner automorphisms, given by the
adjoint action. For G = GLn(R) this is matrix conjugation:

Ad(g)X = gXg−1 .

The map Ad(g) is an automorphism of the Lie algebra structure. The differential of Ad is

ad: X 7−→ the map taking Y to [X,Y ]

since
(I + tX + · · · )Y (I + tX + · · · )−1 = (I + tX + · · · )Y (I − tX + · · · )

= Y + t(XY − Y X) + · · ·
Because each Ad(g) is an automorphism of g, each adX is a derivation:

adX [Y, Z] = [adXY, Z] + [Y, adXZ]

which is precisely the Jacobi identity.

From now on, unless I specify otherwise, Lie algebras will be assumed to be defined over an
arbitrary coefficient field F of characteristic 0.

One Lie algebra is the matrix algebra EndF (V ) with [X,Y ] = XY − Y X . To distinguish this as a Lie
algebra from this as a ring, I’ll write the Lie algebra as gl(V ). If V = Fn the endomorphism ring will be

Mn(F ) and the Lie algebra will be gln(F ).

One mildly useful exercise is to classify all Lie algebras of dimension 1 or 2. For dimension 1, the only

possibility is F with the trivial bracket.

9.2. Proposition. There are, up to isomorphism, exactly two Lie algebras of dimension 2, the trivial one
where all brackets are 0, and that with basis X , Y where [X,Y ] = Y .

The first is the Lie algebra of the additive group F 2, or of the group of diagonal matrices in GL2(F ),
while the second is that of the group of matrices

[
a x
0 1

]
.

This second algebra g fits into an exact sequence of Lie algebras

0 −→ F −→ g −→ F −→ 0 .

Proof. LetX , Y be a basis, and suppose [X,Y ] = aX + bY . Suppose one of the coefficients, say b, is not
0. Then

[cX, aX + bY ] = cb[X,Y ] = cb(aX + bY )

which is equal to aX + bY if c = b−1. So if Y∗ = aX + bY and X∗ = cX we then have

[X∗, Y∗] = Y∗ .
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10. Representations

A Lie algebra homomorphism is a linear map ϕ: g → h such that

[ϕ(X), ϕ(Y )] = ϕ([X,Y ]) .

If g = exp(tX), h = exp(tY ) then

ghg−1h−1 = I + t2[X,Y ] + higher order terms.

and therefore a homomorphism ϕ of Lie groups induces a homomorphism dϕ of Lie algebras, its

differential.

An ideal in g is a linear subspace h such that [X,Y ] lies in h for all X in g and Y in h. The Lie bracket

on g thus induces the structure of a Lie algebra on the quotient space g/h. Conversely, the kernel of any
homomorphism of Lie algebras is an ideal.

A representation of a Lie algebra on a vector space V is a Lie algebra homomorphism ϕ into gl(V ). This

is a linear map into End(V )( such that ϕ(X)ϕ(Y )− ϕ(Y )ϕ(X) = ϕ([X,Y ]). In this way, V becomes a
module over g.

If U and V are g­modules then so is their tensor product:

X (u⊗ v) = Xu⊗ v + u⊗Xv

and the space HomF (U, V ):
[Xf ](u) = X

(
f(u)

)
− f(Xv) .

In particular the linear dual Û becomes the dual representation. So does the tensor algebra
⊗•

V ⊗⊗•
V̂ ,

and the exterior algebra
∧•V embedded in it.

These definitions are compatible with, and indeed motivated by, the corresponding definitions of repre­

sentations of a group, since

(I + tX + · · ·)(u⊗ v) = (I + tX + · · ·)u⊗ (I + tX + · · ·)v
= u⊗ v + tXu⊗ v + u⊗ tXv + · · · .

Every Lie algebra has at least one representation, the adjoint representation by the linear maps adX (in
which it is Jacobi’s identity that verifies it is a representation).

A one­dimensional representation of a Lie algebra is called a character. If ϕ is a character of g then

ϕ([x, y]) = 0. Define Dg to be the span of all comutators [x, y].

10.1. Proposition. The subspace Dg is an ideal of g.

Proof. Immedite from the Jacobi identity.

Any charcacter ϕ vanishes on Dg. In fact:

10.2. Proposition. The characters of a Lie algebra may be identified with the linear dual of g/Dg.

In particular, if g = Dg then the only character of g is the trivial one. This is true, for example, of sl2,

according to Lemma 7.1.
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11. Nilpotent Lie algebras

The simplest Lie algebras are the abelian ones, for which [X,Y ] identically vanishes. Next simplest are

the nilpotent ones.

The upper central series of the Lie algebra g is the succession of ideals Ci(g) in g defined recursively:

C0 = g

Cn+1 = [g, Cn] .

This is a weakly decreasing sequence. Each Cn is an ideal of g, and each quotient Cn/Cn+1 is in the centre

of g/Cn+1.

If g is any Lie algebra, let C(g) be its center. The lower central series of g is the succession of ideals Ci(g)
in g defined recursively:

C0 = {0}
Cn+1 = the inverse image in g of C(g/Cn) .

Thus in particular C1 = C(g). This is a weakly increasing sequence.

It can happen that both series are trivial, with C0 = g and C0 = 0. This happens for sl2. The following
result is about the other extreme:

11.1. Proposition. Suppose g to be a Lie algebra. The following are equivalent:

(a) some Cn = {0};
(b) some Cn = g;
(c) the Lie algebra g possesses a strictly increasing filtration by ideals gn such that [g, gn+1] ⊂ gn;
(d) the Lie algebra g possesses a strictly increasing filtration by ideals gn such that [g, gn+1] ⊂ gn with

each gn+1/gn of dimension one.

I leave this as an exercise.

The Lie algebra g is defined to be nilpotent if one of these conditions holds. Any quotient or subalgebra
of a nilpotent Lie algebra is nilpotent.

One nilpotent Lie algebra is nn, the subalgebra of gln of matrices whose entries are 0 on and below the

diagonal. It has as basis the matrices ei,j with i < j, with a single entry 1 at position (i, j). We have

ei,jek,ℓ =

{
ei,ℓ if j = k

−ek,j if ℓ = i
0 otherwise.

Hence Cd is the subspace spanned by the ei,j with j− i > d. For example, when n = 3 we have the basis

e1,2 =



0 1 0
0 0 0
0 0 0


 , e1,3 =



0 0 1
0 0 0
0 0 0


 , e2,3 =



0 0 0
0 0 1
0 0 0




with

[e1,2, e2,3] = e1,3, [e1,2, e1,3] = 0, [e2,3, e1,3] = 0 .

The next theorem (which was apparently first proven by Killing, in spite of the name by which it is
frequently called) asserts that the nn are in a very strong sense universal. It is an immediate consequence

of the definition that a Lie algebra g is nilpotent if and only if its image in gl(g) with respect to the adjoint
map is contained in a conjugate of the nilpotent upper triangular matrices. A much weaker criterion is

in fact valid.

An element of a Lie algebra is said to be nilpotent if the endomorphism adn(X) is nilpotent or, equiva­

lently, conjugate to an upper triangular nilpotent matrix. Every element X of a nilpotent Lie algebra is
nilpotent in this sense. Conversely:
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11.2. Theorem. (Engel’s Criterion) A Lie algebra is nilpotent if and only if every one of its elements is
nilpotent.

In other words, it is globally nilpotent if and only if it is locally nilpotent. This is immediate from:

11.3. Proposition. Suppose g to be a Lie subalgebra of gln, and suppose that every element of g is
nilpotent in Mn. Then g is contained in a conjugate of nn.

Here is a modest reformulation, apparently first found in [Merrin:1994], that makes possible a construc­
tive proof on which one can base a practical algorithm.

11.4. Lemma. Suppose g to be a Lie subalgebra of gln. Either it is contained in a conjugate of nn, or there
exists X in g that is non­nilpotent in Mn.

By an easy induction argument, Lemma 11.4 follows from:

11.5. Lemma. Suppose g to be a Lie subalgebra of gln. Either there exists v 6= 0 in V withXv = 0 for all
X in g, or there exists X in g which is not nilpotent in Mn.

The proof will in fact be constructive, and it would be easy to design a practical algorithm based on it. In
this algorithm, we would start with a basis of matricesXi in g, and the output would be either (1) vector

v 6= 0 with Xiv = 0 for all i, or (2) some linear combination of the Xi that is certifiably not nilpotent.

Proof. I begin the proof of the Proposition by looking in detail at the case in which g has dimension

one—i.e. at a single linear transformation of a finite­dimensional vector space V .

11.6. Lemma. (Fitting’s Lemma) If T is a linear transformation of the finite­dimensional vector space V ,
then V has a unique T ­stable decomposition

V = V (T n)⊕ T nV

for nedimV . The operator T is nilpotent on V (T n) and invertible on T nV .

Here V (A) means the kernel of A.

Proof. I recall first of all a variant of Gauss­Jordan elimination. Given any finite set of vectors in a vector

space V , let M be a matrix with these as columns. Applying elementary column operations will reduce
M to a matrix in echelon form whose columns are a basis for the subspace of V they span. This reduced

matrix is in fact unique, and there is a bijection between subspaces and matrices in column echelon form.

If M is the matrix of a linear transformation, this allows us to compute its image. Working with row
operations instead, one can compute its kernel.

Now suppose T to be a linear transformation of V and compute successively the images of the powers

T n. If T n+1V = T nV then TmV = T nV for all men. Therefore the weakly decreasing sequence T nV
is eventually stable, and for some n ≤ dimV . Similarly, the kernels V (T n) of T n in V are a weakly

increasing sequence, also eventually stable. I write ((T ))V for T nV and V ((T )) for ker(T n) with n ≫ 0.

If T ·T nV = T nV , the transformation T is invertible on T nV , and hence ((T ))V is complementary to
V ((T )). The operator T is nilpotent if and only if V ((T )) = V and ((T ))V = 0.

Fitting’s Lemma asserts that every v can be expressed as v0 + v1 with v0 ∈ V (T n), v1 ∈ T nV . We can

make this decomposition more explicit. Suppose the characteristic polynomial of T factors as Q(x)xn

with Q(x) not divisble by x. Then Q(T ) = 0 on T nV . The Euclidean algorithm gives us A(x), B(x)
such that

1 = A(x)xn +B(x)Q(x) .

But then A(T )T n is the projection of V onto T nV , and B(T )Q(T ) is the projection onto V (T n).

The subspaces V ((T )) and ((T ))V are called the Fitting components of T .

Now back to the proof of Lemma 11.5. Suppose g to be a Lie subalgebra of gl(V ).
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First an elementary observation: If X is a nilpotent operator on V , then so is adX nilpotent acting on
End(V ). To see this, suppose X in g is nilpotent, say Xm = 0. Therefore the operators

ΛX :A 7−→ XA

RX :A 7−→ AX

acting on matrices A satisfy say Λn
X = Rn

X = 0.

But these commute with each other. Since adX = ΛX −RX , we have therefore

ad2nX = (ΛX −RX)2n =
∑(

2n

k

)
(−1)kLk

XR
2n−k
X = 0 ,

since either ken or 2n− ken.

We are given g ⊂ gln, and want to (a) show gnV = 0 for n≫ 0 or (b) find X in g which is not nilpotent.

Choose X = X1 in g (say, the first element of a given basis). Either X is nilpotent, or it is not. If not, we
are through. If it is then (a) the subspace U1 of vectors annihilated by X is not 0, and (b) by the remark

just above, adX is nilpotent. It takes the one­dimensional Lie algebra h = h1 ⊆ g spanned by X into

itself, so also acts linearly on the quotient g/h, and we can find X2 /∈ h in g such that adX(X2) lies in h.
Thus the space h2 spanned by X1 and X2 is a Lie subalgebra of g.

We can continue. At each stage we have a Lie subalgebra hi of g together with a non­zero subspace Ui

of V annihilated by it, and we also have a subalgebra hi+1 spanned byXi+1 and hi with [Xi+1, hi] ⊆ hi.
The space Ui is stable under hi+1 since for X in hi

XXi+1u = Xi+1Xu+ [X,Xi+1]u = 0 .

We now set Ui+1 equal to the space of all vectors annihilated by Xi+1. Either it is non­trivial and we
continue on, or Xi+1 acting on Ui is non­nilpotent. There are in the end one of two outcomes: either we

find some element of g that is not nilpotent on V , or hn = g and we have found a non­zero subspace of

V annihilated by g.

12. Representations of a nilpotent Lie algebra

If g is an abelian Lie algebra and F is algebraically closed, any finite­dimensional vector space on which
g acts is the sum of certain primary components associated to maximal ideals of the polynomial algebra

F [g]. The component associated to the maximal ideal m is the subspace of F [g] annihilated by some

power of m. This can be proven by a simple induction argument on the dimension of g, starting with
Fitting’s Lemma applied to operators T−λI for eigenvaluesλ ofT . This works because if (X−λ)mv = 0
and Y commutes with X then

(X − λ)mY v = Y (X − λ)mv = 0 .

In this section I’ll show that something analogous is valid for any nilpotent Lie algebra, although the

argument is a bit less simple.

Suppose g to be a nilpotent Lie algebra and V to be a g­module. This means that we are given a map
ϕ from g to the Lie algebra gl(V ), but for the moment I’ll assume g to be embedded into End(V ). With

this assumption, I can ignore ϕ in notation.

For every n there exists a linear map

Φn:
⊗n

g⊗ V −→ V, X1 ⊗ . . .⊗Xn ⊗ v 7−→ X1 . . . Xnv .

Define gnV to be its image. There also exists a canonical map

V −→ Hom(⊗ng, V )



Introduction to Lie algebras 31

that takes v to the map taking T in
⊗n

g to Φn(T ⊗ v). Let V (gn) be its kernel. The first sequence is
weakly decreasing, the second weakly increasing, and they both eventually stabilize. Let ((g))V be the

intersection of all the gnV , and V ((g)) be the union of the V (gn).

12.1. Lemma. For nedim V
V ((g)) =

⋂
X∈gV ((X)) .

Proof. I’ll show in a moment that each space V ((X)) is stable under g. Their intersection is then also
g­stable. It certainly contains V ((g)), and is equal to it by Engel’s Criterion.

12.2. Lemma. Suppose X , Y to be two endomorphisms of the finite­dimensional vector space V . If
adnXY = 0 for some n, then the Fitting components of X are stable under Y .

Proof. Suppose Xℓv = 0. We want to know that for m≫ 0 we also have XmY v = 0. We start out:

XY = Y X + adXY

X2Y = X(XY )

= X(Y X + adXY )

= (XY )X +X(adXY )

= (Y X + adXY )X + (adXY )X + ad2XY

= Y X2 + 2(adXY )X + ad2XY ,

which leads us to try proving by induction that

XmY = Y Xm +m(adXY )Xm−1 + · · ·+m(adm−1
X Y )X + admXY

=

m∑

k=0

(
m

k

)
(adkXY )Xm−k .

We can make the inductive transition:

XmY =
m∑

k=0

(
m

k

)
(adm−k

X Y )Xk

Xm+1Y =

m∑

k=0

(
m

k

)
X(adm−k

X Y )Xk

Xm+1Y =

m∑

k=0

(
m

k

)(
(adm−k

X Y )Xk+1 + (adm+1−k
X Y )Xk

)

=

m+1∑

k=0

(
m+ 1

k

)
(adm+1−k

X Y )Xk .

Now if Xℓv = 0 and adnXY = 0 then

Xℓ+nY v =

ℓ+n∑

0

(
ℓ+ n

k

)
(adkXY )Xℓ+n−kv = 0

since in the sum either ken or ℓ+ n− k > ℓ. A similar argument will show that ((X))V is g­stable, once

we prove

Y Xm = XmY −mXm−1(adXY ) + · · · ±mX(adm−1
X Y )∓ admXY .

Here is a nilpotent extension of Fitting’s Lemma:
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12.3. Proposition. Any g­module V is the direct sum of V ((g)) and ((g))V .

Proof. We proceed by induction on dimV . If every X in g acts nilpotently then by Engel’s Criterion
V = V ((g)) and ((g))V = 0. Otherwise, there exists X in g with ((X))V 6= 0. If ((X))V = V then

necessarily V ((g)) = 0 and we are through. Otherwise we have the decomposition

V = V ((X))V ⊕ ((X))V

into two proper subspaces. By Lemma 12.2 each of these is stable under g, and the second is contained

in ((g))V . Let the first be U . We may apply the induction hypothesis to decompose it into a sum

U((g)) ⊕ ((g))U . This gives us in turn the decomposition

V = U((g)) ⊕ ((g))U ⊕ ((X))V

But the first is the same as V ((g)) and the second is contained in ((g))V . On the other hand, if U = V ((g))
and gnU = 0 then

gnV ⊆ ((g))U ⊕ ((X))V

so in fact
((g))V = ((g))U ⊕ ((X))V .

This might prove useful sometime:

12.4. Corollary. The functors
V  V ((g))

V  ((g))V

are both exact.

Proof. From the Proposition, since the first is clearly left exact and the second right exact.

I must now take into account the Lie homomorphism ϕ from g to End(V ). If λ is a character of g, we can

use it to define a ‘twisted’ representation of g on V according to the formula

ϕ− λI: X 7−→ ϕ(X)− λ(X)I .

This is a representation because

[ϕ(X)− λ(X)I, ϕ(Y )− λ(Y )I] = [X,Y ] = [X,Y ]− λ([X,Y ])

since λ([X,Y ]) = 0 by definition of character. In this new representation, the vectors annihilated by gn

are those annihilated by all products

n∏

1

(
ϕ(Xi)− λ(Xi)I

)

in the original.

Assume for the rest of this section that F is algebraically closed.

If we apply the previous Proposition successively to the g­module gnV , we get a decomposition of V
into a direct sum of components V ((g, λ)) annihilated by such products, given this:

12.5. Lemma. If V is a finite­dimensional module over the nilpotent Lie algebra g, there exists at least
one eigenvector for it.

Proof. I am going to prove something a bit more general that will be useful later on.

12.6. Lemma. Suppose g to be a Lie algebra possessing an increasing sequence of Lie subalgebras

g0 = 0 ⊂ g1 ⊂ . . . ⊂ gn = g
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with the property that Dgn+1 ⊆ gn. Any finite­dimensional module over g possesses an eigenvector for
it.

The proof of this is by induction on the dimension m of g. The case that m = 1 is trivial, so suppose

m > 1. The Lemma will follow by induction from this new Lemma:

12.7. Lemma. Suppose h ⊂ g of codimension one, with h ⊆ Dg. Any eigenspace for h is stable under g.

An eigenvector of all of g is one for h, so this is a very optimistic hope about a possible converse.

Proof. Let X 6= 0 be an element of g not in h. Let v 6= 0 be an eigenvector of h, so that

H ·v = λ(H)v

for allH in h, where λ is a character of h. We would like to know that all vk = Xkv are also eigenvectors

for h. At any rate, let Vm be the space spanned by the vectors vk for k ≤ m. Since XVm ⊆ Vm+1, the
union of these is at least a finite­dimensional space V∗ taken into itself byX . I shall show that each space

Vm is stable under h, and that the representation of h on Vm/Vm−1 is by λ. I do this by induction. It is
true for m = 0 by assumption.

For H in h and me1 we have

(
H − λ(H)

)
vm =

(
H − λ(H)

)
Xvm−1

= HXvm−1 − λ(H)Xvm−1

= XHvm−1 + [H,X ]vm−1 −Xλ(H)vm−1

= X
(
H − λ(H)

)
vm−1 + [H,X ]vm−1 .

But by induction
(
H −λ(H)I

)
vm−1 lies in Vm−2, so the first term lies in Vm−1. But, again by induction,

since [H,X ] lies in h the third term also lies in Vm−1.

We now therefore know that V∗ is stable with respect to both X and h, hence all of g, and we also know
that H − λ(H) is nilpotent on it for everyH in h.

I now claim that in fact every vector in V∗ is an eigenvector for h. First of all, the trace of any H in h is

equal to d∗ ·λ(H), where d∗ is the dimension of V∗. On the other hand, the trace of [H,X ] = HX −XH
is 0. Therefore λ([H,X ]) = 0 for every H in h. But if we assume that Hvm−1 = λvm−1 for all H in g

then

Hvm = HX ·vm−1 = XH ·vm−1 + [H,X ]vm−1 = λvm + λ([H,X ])vm−1 = λvm .

Any eigenvector for X in V∗ will be an eigenvector for all of g.

In summary:

12.8. Theorem. If V is a module over the nilpotent Lie algebra g, there exists a finite set Λ of characters
λ of g and a primary decomposition

V =
⊕

Λ V ((g, λ)) .

These are called the primary components of the g­module V .

We’ll see later that g is embedded into its universal enveloping algebra U(g), an associative algebra
which it generates. Every g­module is automatically a module over U(g). If g is abelian, its universal

enveloping algebra is a polynomial algebra. This Proposition can be seen as an indication that basic

results about modules over polynomial algebras extend to the universal enveloping algebras of nilpotent
Lie algebras. For more along these lines see [McConnell:1967] and [Gabriel­Nouazé:1967].
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13. Cartan subalgebras

If g is a Lie algebra, the normalizer of any subalgebra h of g is the space of all X such that adXh ⊆ h. It

is a Lie algebra that contains h itself as an ideal.

A Cartan subalgebra is a nilpotent subalgebra whose normalizer is itself. It is not completely obvious

that Cartan subalgebras exist, but in fact:

13.1. Theorem. Every Lie algebra g possesses at least one Cartan subalgebra.

Proof. As [Merrin:1994] points out, a constructive proof is an easy consequence of Engel’s Criterion.

Recall that for every X in g

g((adX)) = {Y ∈ g | adnXY = 0 for some n > 0} .

13.2. Lemma. (Leibniz’ rule) If D is a derivation of a Lie algebra then

Dn[A,B] =

n∑

k=0

(
n

k

)
[DkA,Dn−kB] .

Proof. By a straightforward induction.

As a consequence of Leibniz’ rule, g((adX)) is a Lie subalgebra of g.

Suppose Y to lie in the normalizer of g((adX)). SinceX itself lies in g((adX)) we have [X,Y ] = −[Y,X ] ∈
g((adX)), and hence Y itself will lie in g((adX)). So the normalizer of g((adX)) is itself. It will be a Cartan

subalgebra if and only if it is nilpotent. In this case, for the moment,X will be called regular.

Therefore in order to prove Theorem 13.1 it suffices to prove that there exists a regular X in g.

We start off with an arbitrary elementX in g. I shall show that if g((adX)) is not nilpotent, there exists Z
in g((adX)) such that g((adZ)) is a proper subalgebra of it. The decreasing sequence of subalgebras must

eventually stop with a Cartan subalgebra.

If g((adX)) is not nilpotent, then by Engel’s Criterion there exists Y in it with adY not nilpotent. By
Fitting’s Lemma we can write g = g((adX))⊕ ((adX))g, with adX invertible on the second term. We can

therefore write the matrix for adX as

MX =

[
AX ·
· CX

]
.

and that for adY as

MY =

[
AY BY

· CY

]
.

HereAX is nilpotent,CX is invertible, andAY is not nilpotent. I claim now that some linear combination
Z = αX + βY satisfies the condition that g((adZ)) is a proper subspace of g((adX)), or in other words
that (a) αAX +βAY is not nilpotent but (b)αCX +βCY is still invertible. Letα, β be variables. Consider
the characteristic polynomial

DM (t, α, β) = det(tI − αMX − βMY )

= det(tI − αAX − βAY ) det(tI − αCX − βCY )

= DA(t, α, β)DC(t, α, β) .

If k = dim g((adX)), then tk cannot divide DA(t, α, β) because this would contradict the fact that AY is
not nilpotent. And t cannot divide DC(t, α, β) since CX is invertible. Thus if

DM (t, α, β) =
∑

tℓcℓ(α, β)
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then some cℓ with ℓ < k must not vanish identically as a polynomial in α, β. Choose numbers α, β so it
doesn’t vanish. In these circumstances, g((adZ)) is a proper subspace of g((adX)). Induction allows us to

conclude.

If h is a Cartan subalgebra of g then according to Theorem 12.8 g decomposes into a direct sum of

components g((adh, λ)). The characters λ that occur are called the roots of g with respect to h. The
algebra itself is certainly contained in the root space g((adh)).

13.3. Proposition. If h is a nilpotent Lie subalgebra of g, the following are equivalent:

(a) it is a Cartan subalgebra;
(b) it is the same as g((adh)).

Proof. Suppose h nilpotent, let n be its normalizer in g, and let r = g((adh)). If Y ∈ n then for any X ∈ h

[X,Y ] = −[Y,X ] ∈ h

and adnXY = 0 for some n, so

h ⊆ n ⊆ r .

Thus if h = r then h = n and h is a Cartan subalgebra.

Conversely, suppose h = n. Then h acts nilpotently on r = r/h, so by Engel’s Theorem either r = {0} or
there exists Y 6= 0 such that adXY = 0 for all X in h. But if Y in r has image Y then Y must lie in n, a

contradiction.

13.4. Proposition. For characters λ, µ of a Cartan subalgebra

[gλ, gµ] ⊆ gλ+µ .

Proof. Suppose X in a, U in gλ, Y in gµ. Let D = adX . The case most commonly seen is that in which

the Cartan subalgebra is abelian and the root spaces are eigenspaces. Since D is a derivation, we have

(D − λ− µ)[X,Y ] = [(D − λ)X,Y ] + [X, (D − µ)Y ] = 0 ,

which proves the proposition in this simplest case. But the formula

(D − λ− µ)[X,Y ] = [(D − λ)X,Y ] + [X, (D − µ)Y ]

is valid for any X , Y at all. We may apply it repeatedly to get

(D − λ− µ)[X,Y ] =

n∑

p=0

(
n

p

)
[(D − λ)pX, (D − µ)n−p Y ] ,

from which the Proposition follows if we just take n large enough.
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14. Conjugacy of Cartan subalgebras

In this section, let g be a Lie algebra defined over the algebraically closed field F (still of characteristic

0). Recall that g decomposes into root spaces with respect to any Cartan subalgebra.

If x is a nilpotent element of g, and in particular if it is in some non­trivial root space, the exponential
exp(adx) is an automorphism of g. Let Int(g) be the group generated by these. In this section I’ll prove,

along with other related results:

14.1. Theorem. Any two Cartan subalgebras of g are conjugate by an element of Int(g).

I follow the treatment attributed in [Serre:1966] to Chevalley and presented in [Cartier:1955].

The proof starts with a simple, useful (and perhaps well known) result from algebraic geometry. It is a

partial substitute for the implicit function theorem, which does not remain valid.

———————————

14.2. Lemma. Suppose ϕ:U → V to be a polynomial map from one vector space over F to another. If
dϕ is surjective at some point of U , then ϕ is generically surjective.

The precise conclusion is that

if we are given a polynomial P on U , we can find a polynomialQ on V with the property that every
point v of V with Q(v) 6= 0 is equal to ϕ(u) for some u in U with P (u) 6= 0.

Intuitively, this is quite plausible. Algebraic closure is certainly necessary, as the map x 7→ x2 from R to
itself shows.

Proof. Say U has dimension m, V has dimension n. Let (xi) be the coordinate system on U , (yj) that

on V . Under the hypothesis of the Lemma, and by a change of coordinates if necessary, we may assume

that ϕ is given by the formula

yj = xj + second order terms for 1 ≤ j ≤ m.

Step 1. I first show that composition with f , which maps F [V ] to F [U ], is an injection. Intuitively, this
means that the image of U in V is not a proper subvariety of V , since if I is the ideal of F [V ] vanishing

on the image, the map from F [V ] to F [U ] is filtered through F [V ]/I . Given f(y) 6= 0, suppose it has

order N at 0, so
f =

∑

|k|=N

fky
k + terms of order > N

with some fk 6= 0. But then

f(ϕ(x)) =
∑

|k|=N

f(k)xk + terms of order > N .

Hence the image of f in F [U ] does not vanish.

Step 2. From this point on, we do not need the assumption about dϕ any more—we just need the ring

F [V ] to be embedded in F [U ]. A point of U may be identified with a ring homomorphism πu from F [U ]
to F , and similarly for a point of V . If P is a polynomial in F [U ] and a u point in U then P (u) = 0 if and

only if πu(P ) = 0. Thus what must be proven is this:

Given P in F [U ], we can findQ in F [V ] such that any homomorphism π:F [V ] → F with π(Q) 6= 0
may be extended to a ring homomorphism Π:F [U ] → F with Π(P ) 6= 0.

Define by recursion

R0 = F [V ], Rk = Rk−1[xk] .

Thus Rm = F [U ]. An easy induction reduces the proof of the claim to this:

14.3. Lemma. SupposeR to be an integral domain containingF , S = R[s] an integral domain containing
R and generated over R by a single element s. If σ 6= 0 is an element of S, there exists an element ρ inR
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with the following property: every homomorphism πR:R → F withπR(ρ) 6= 0 lifts to a homomorphism
πS :S → F with πS(σ) 6= 0.

Proof of the Lemma. Represent S as R[x]/I , where x is a variable and I an ideal. Because S contains R,

we must have R ∩ I = (0). There are two cases:

(a) I = (0) and S = R[x]. Suppose σ =
∑
rix

i. If π : r 7→ r is a ring homomorphim, the extensions to
S correspond to a choice of image x of x, which is arbitrary. The image of σ is

∑
rix

i. Since σ 6= 0 we

must have some rk 6= 0 in R. Set ρ = rk . If ρ 6= 0 the polynomial
∑
rix

i does not vanish identically,

and only has a finite number of roots. Since F is algebraically closed it is infinite, and we may choose x
in F such that

∑
rix

i 6= 0.

(b) I 6= (0). If
∑
qix

i lies in I , then some qi 6= 0 with i > 0 since I ∩R = (0). Let P (x) =
∑
pix

i be of

minimal degree d in I . If Q(x) is any other polynomial in I then the division algorithm gives

pndQ(x) = U(x)P (x) + V (x)

with the degree of V less than d. But then V (x) must also lie in I , hence V (x) = 0. Because S is an

integral domain, I is a prime ideal, and since I ∩R = (0), we conclude:

A polynomial Q(x) lies in I if and only if pndQ(x) is a multiple of P (x) in R[x] for some n.

Suppose r 7→ r is a ring homomorphims from R to F , and let m be its kernel, a maximal ideal of R.
Extensions toS amount to homomorphisms from S = S/mS toF , or in other words to maximal ideals of

S to F . If pd 6= 0, the quotient S is the same as F [x]/(p). Suppose P is the image in S of the polynomial
Π =

∑
πix

i. Apply the division algorithm to it to get

pndΠ(x) = U(x)P (x) + V (x)

with the degree of V less than d. Because P 6= 0 in S, Π(x) is not in I and V (x) 6= 0. Let v be one of its

coefficients inR. Now setQ = pdv. IfQ 6= 0 then the image P of Π in S is not 0. Since F is algebraically
closed, we may find a homomorphism from S to F that does not annihilate P .

———————————

I now turn to the original question of conjugacy of Cartan subalgebras in a Lie algebra. This turns out to
be closely related to other important properties of Cartan subalgebras that I shall prove at the same time.

IfA is any linear transformation of a finite­dimensional vector space of dimension n over an algebraically

closed field, its characteristic polynomial det(T −A) will be of the form δℓT
ℓ + · · ·+ T n where ℓ is least

such that aℓ 6= 0. The integer ℓ is called the nilpotent rank of A. The rank of a Lie algebra is the smallest

nilpotent rank of all linear transformations adX for X in g. It is at most n since the coefficient of T n is
1, and it is at least 1 since [X,X ] = 0. An element X is called regular if its nilpotent rank is the same

as that of g. If g is assigned a coordinate system the coefficients of the characteristic polynomial of adX
will be a polynomial in the coefficients ofX , so the regular elements are the complement in g of a proper
algebraic subvariety.

It will follow from Theorem 14.1 that all Cartan algebras have the same dimension. More precisely:

14.4. Proposition. All Cartan subalgebras have dimension equal to the rank of g.

14.5. Proposition. Suppose a to be a Cartan subalgebra of g, and suppose x to lie in a. Then 〈λ, x〉 6= 0
for all roots λ if and only if x is regular in g.

I’ll prove these and Theorem 14.1 all at the same time. Let ℓ be the rank of g, δℓ the corresponding

coefficient of the characteristic polynomials, so that δℓ(X) 6= 0 if and only if X is regular. Fix for the

moment the Cartan subalgebra a and the associated root decomposition of g. Let g 6=0 be the direct sum
of the gλ with λ 6= 0. Choose a basis (Xi) (say for 1 ≤ i ≤ n) of g 6=0 with Xi in gλi

, and define the map

ϕ:
(⊕

λ6=0 gλ

)
⊕ a −→ g
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taking
(Xi)×H 7−→ exp(adX1

) . . . exp(adXn
)·H .

Since

exp(adtX)Y = I + adtXY + · · · = I + t[X,Y ] + · · ·
the Jacobian map dϕ at h in a takes (Xi)⊕H to (〈λi, h〉Xi)⊕H . It is thus an isomorphism ofU = V = g

with itself as long as 〈λi, h〉 6= 0 for all i. Let P be the product
∏
λ(H) on

(
(tiXi), H

)
), and let a′ be the

set of H in a with P (H) 6= 0. By the Proposition, there exists a polynomial Q(x) on g with the property

that if Q(X) 6= 0 then X is conjugate by Int(g) to some H in a′. The set of regular elements of g is
Zariski­open in g and invariant under Int(g), so any X in g with Q(X)P (X) 6= 0 is

∫
(g)­conjugate to

some regular H in a. But for such an H , the space on which adH is nilpotent is all of a on the one hand,

and of dimension ℓ on the other. Hence a has dimension ℓ.

If b is another Cartan subalgebra, the same holds for it, and there must exist some x in g which is at once
conjugate to a regular element of a as well as one of b, which implies that the nilpotent component of x
is conjugate to a as well as b, so they must also be conjugate to each other.

15. Killing forms

If ρ is a (finite­dimensional) representation of g, we can define a symmetric inner product

Kρ: g⊗ g → F, X ⊗ Y 7→ trace
(
ρ(X)ρ(Y )

)
.

It is called the Killing form associated toρ. Ifρ is not specified, it is assumed to be the adjoint representation
ad.

15.1. Proposition. For any representation ρ the bilinear form Kρ is g­invariant. If g is the Lie algebra of
G and ρ is the differential of a smooth representation of G then it is also G­invariant.

The first assertion means that the adjoint representation of g on itself takes g into the Lie algebra of the

orthogonal group preserving this bilinear form.

Proof. First I’ll show invariance under g. We must show that

Kρ(adXY, Z) +Kρ(Y, adXZ) = 0 .

This translates to the condition

trace
(
(ρ(adXY )ρ(Z)

)
+ trace

(
ρ(Y )ρ(adXZ)

)
= 0

and then to

trace
(
(ρ([X,Y ]ρ(Z)

)
+ trace

(
ρ(Y )ρ([X,Z])

)

= trace
(
ρ(X)ρ(Y )ρ(Z)− ρ(Y )ρ(X)ρ(Z) + ρ(Y )ρ(X)ρ(Z)− ρ(Y )ρ(Z)ρ(X)

)

= trace
(
ρ(X)ρ(Y )ρ(Z)− ρ(Y )ρ(Z)ρ(X)

)

= 0 .

Now the matter of G­invariance. For ease of reading I’ll write Ad(g)X as gXg−1. Then

trace
(
ρ(gXg−1)ρ(gY g−1)

)
= trace

(
ρ(g)ρ(X)ρ(g−1)ρ(g)ρ(Y )ρ(g−1)

)

= trace
(
ρ(g)ρ(X)ρ(Y )ρ(g−1)

)

= trace
(
ρ(X)ρ(Y )

)
.

The Killing form on g itself is characteristic:

15.2. Proposition. The Killing form of g is invariant under any automorphism of g.



Introduction to Lie algebras 39

Proof. If α is an automorphism of g then by definition [α(X), α(Y )] = α([X,Y ]). In other words

adα(X) = α adX α−1 .

But then
trace

(
adα(X)adα(Y )) = trace(α adX α−1 ·α adY α

−1)

= trace(α adXady α
−1)

= trace(adXady) .

If K is a g­invariant bilinear form on g, its radical is the subspace of X in g such that K(X, g) = 0.

15.3. Proposition. The radical of any g­invariant bilinear form is an ideal of g.

Proof. Immediate.

15.4. Proposition. If g = sln then Kad(X,Y ) = 2n trace(XY ).

In particular, it is non­degenerate.

Proof. The Lie algebra sln is the space of n× n matrices of trace 0, with

adX(Y ) = XY − Y X .

This action extends to the space of all matrices, and the action on the complement of sln is trivial.
Therefore the Killing form Kad is also that associated to the adjoint action on gln = Mn. So for any X
and Y in Mn the Killing form is trace(adXadY ), where adXadY takes

Z 7−→ Y Z − ZY 7−→ X(Y Z − ZY )− (Y Z − ZY )X = XY Z −XZY − Y ZX + ZY X .

If A is any matrix, the trace of each of the maps

Z 7−→ AZ, Z 7−→ ZA

is n trace(A), since as a left or right module over Mn the space Mn is a sum of n copies of the module

F . Therefore the trace of the first and last maps is 2n trace(XY ). The trace of each of the middle two

Z 7→ XZY , Z 7→ Y ZX is the product trace(X)trace(Y ), hence 0 on sln.

16. Solvable Lie algebras

The derived idea Dg of g is that spanned by all commutators [X,Y ] (see Proposition 10.1). It is an ideal

in g, and the quotient g/Dg is abelian. The derived series is that of the Dig where

D0 = g, Di+1 = [Di,Di] .

Each Di is an ideal in Di−1, but not necessarily an ideal of g. A Lie algebra is said to be solvable if some

Di = 0. The ultimate origin of this term is presumably Galois’ criterion for solvability of equations by

radicals in terms of what we now call solvable Galois groups.

16.1. Lemma. Suppose E a field extension of F . The Lie algebra g overF is solvable if and only g⊗F E
is.

Proof. Since

Dg⊗F E = D
(
g⊗F E

)
.

A Lie algebra is solvable if and only if it possesses a filtration by subalgebras gi with each gi an ideal in
gi−1 and gi−1/gi abelian. Any quotient or subalgebra of a solvable Lie algebra is solvable. Conversely,

if a Lie algebra is an extension of solvable Lie algebras, it is solvable (this is not true for nilpotent Lie

algebras). Every nilpotent Lie algebra is solvable, but not conversely. The prototypical solvable algebra
is the Lie algebra bn of all upper triangular n× n matrices. In this case Dbn is nn.
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16.2. Theorem. (Lie’s Criterion) Assume F algebraically closed. A Lie subalgebra g of gln is solvable if
and only if some conjugate lies in bn.

Algebraic closure of F is necessary. For example, if F = Q and g is the Lie algebra of the multiplicative

group of an algebraic extension ofF of degreen, it is commutative, hence solvable, but not diagonalizable

in gln(F ).

Proof. An induction argument reduces the proof to showing that there exists a common eigenvector for

all X in g. But this we have seen already in Lemma 12.6.

16.3. Corollary. A Lie algebra is solvable if and only if Dg is nilpotent.

Proof. One way is trivial. For the other, apply the Proposition to the image of g in gl(g), after extending
the base field to an algebraic closure of F .

16.4. Theorem. (Cartan’s Criterion) If the Lie algebra g is solvable, then trace(adXadY ) = 0 for all X in
g, Y in Dg. Conversely, if trace(adXadY ) = 0 for all X , Y in Dg then g is solvable.

I recall that the inner product trace(adXadY ) is the Killing form of g.

Proof. Because of Theorem 16.2 the first claim is easy, since if b is an upper triangular matrix and n a

nilpotent upper triangular matrix then nb is nilpotent.

As for the second, I follow the argument of [Jacobson:1962]. It was primarily for this purpose that I also

followed him in speaking of the primary decomposition of modules over nilpotent Lie algebras.

It suffices to show that Dg is nilpotent or, by Engel’s Criterion, that each X in Dg is nilpotent. This is

clearly true ifX lies in gλ with λ 6= 0, since then adXgµ ⊆ gλ+µ and some gλ+nµ = 0, so we may assume

X to lie in g0 ∩ Dg, hence that X = [Xλ, X−λ] with X±λ ∈ g±λ.

16.5. Lemma. If X = [Xλ, X−λ] then for every weight µ of X on any g­module V , µ(X) is a rational
multiple of λ(X).

Proof. Given µ, the sum of weight spaces gµ+nλ is stable under the operators X±λ, and therefore the

trace of X = XλX−λ −X−λXλ is 0 on this space. But if nρ is the dimension of gρ, we therefore have

∑

k

nµ+kλ

(
µ(X) + kλ(X)

)
= 0,

(∑

k

nµ+kλ

)
µ(X) = −λ(X)

(∑
knµ+kλ

)
.

To finish the proof of Cartan’s criterion, say µ(X) = cµ,λα(X) for all weights µ. Then

0 = traceX2 =
∑

µ

nµµ
2(X) = λ2(X)

(∑
nµc

2
µ,λ

)

from which we conclude λ(X) = 0, and this then implies that adX is nilpotent.

17. The universal enveloping algebra

Roughly speaking, the universal enveloping algebra U(g) of a Lie algebra g is the associative algebra
generated by the space g subject to the relations XY − Y X = [X,Y ] for X , Y in g. More formally, it is

the quotient of the tensor algebra
⊗•

g modulo these relations, in other words by the ideal I = Ig of the

tensor algebra spanned by all

A⊗ Y ⊗ Z ⊗B −A⊗ Z ⊗ Y ⊗B −A⊗ [Y, Z]⊗B .

The following is immediate from the definition:

17.1. Theorem. The universal enveloping algebra is universal in the sense that any linear map ϕ from g

to an associative algebra A such that

ϕ([X,Y ]) = ϕ(X)ϕ(Y )− ϕ(Y )ϕ(X)
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determines a unique ring homomorphism from U(g) extending ϕ.

Choose a basis Ξ = {Xi} of g, ordered by index. The monomials

Xi1 ⊗ . . .⊗Xin

form a basis of
⊗•

g. I call a monomial reduced if ik ≤ iℓ whenever k ≤ ℓ.

17.2. Lemma. (Poincaré­Birkhoff­Witt) The image in U(g) of the ordered monomials in
⊗•

g are a basis.

Proof. It will be long. I’ll call a tensor reduced if all of the monomials occurring in it with non­zero

coefficients are reduced. We want to show that for every tensor x there exists a unique tensor red(x)
such that x− red(x) lies in I .

It is relatively easy to see that ordered monomials span the enveloping algebra. I need for this a measure

of how non­reduced a tensor is. Define the degree of a monomial in
⊗•

g:

deg(Y1 ⊗ . . .⊗ Yn) = n .

Also for each monomial S define |S| to be the number of its inversions, the pairs k < ℓ with ik > iℓ. To
each non­zero tensor T =

∑
cSS assign a vector ρ(T ) = (ρn) where

ρn =
∑

degS=n
cS 6=0

|S|

for n > 0. For convenience, set ρn(0) = 0 for all n. Thus ρ is a vector with an infinite number of

coordinates in N, all but a finite number equal to 0. Define the reduced degree of T to be largest n with

ρn(T ) 6= 0. A tensor T is reduced if and only if its reduced degree is 0. Order such vectors:

ν < ρ if and only if either (a) the reduced degree of ν is less than that of ρ or (b) they have the
same reduced degree d but ρd(ν) < ρd(ρ).

Any descending chain of such vectors must be finite. Write S ≺ T if ρ(S) < ρ(T ).

If a tensor T has a non­reduced term A⊗ Y ⊗ Z ⊗B with Y > Z , it is equivalent modulo I to

S = A⊗ Z ⊗ Y ⊗B +A⊗ [Y, Z]⊗B

with S ≺ T . This can be continued only for a finite number of steps, and at the end we wind up

with a reduced tensor. Thus the reduced tensors span the universal enveloping algebra. The hard (and
interesting) part is to show that the images of reduced monomials in the enveloping algebra are linearly

independent. This can’t be quite trivial, because in the enveloping algebra the Jacobi identity holds
automatically, which means that we should expect to use it somewhere.

I follow the proof to be found in [Bergman:1978]. Bergman’s argument is not all that different from, but

somewhat clearer than, the original one of [Birkhoff:1937].

The proof will specify the linear map red from
⊗•

g to the reduced tensors with these properties:

(a) T − red(T ) lies in I ;

(b) red(T ) = T if all the monomials occurring in T are ordered;

(c) red(T ) = 0 if T lies in I .

This will suffice to prove the Theorem. First of all, since T − red(T ) lies in I the image of T and red(T )
in the enveloping algebra are the same. Second, if T is equivalent to two reduced tensors T1 and T2 then

their difference lies in I . Hence red(T1 − T2) = 0 but then

red(T1 − T2) = 0

= red(T1)− red(T2)

= T2 − T2 .
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Define σk,ℓ to be the linear operator defined on basis elements of the tensor algebra by the formulas

σk,ℓ(T ) = T

if degT 6= k + 2+ ℓ

σk,ℓ(A⊗X ⊗ Y ⊗B)

= A⊗X ⊗ Y ⊗B

if degA = k, degB = ℓ, X ≤ Y

= A⊗ Y ⊗X ⊗B +A⊗ [X,Y ]⊗B

if degA = k, degB = ℓ, X > Y .

Thus σk,ℓT − T always lies in I , and σk,ℓT ≺ T . Write S → T if T is obtained from S by a single σk,ℓ,

and S
∗→ T if it is obtained from S by zero or more such operations.

All reductions σ leave irreducible expressions unchanged. If one takes B1 and B2 in the following
Lemma to be irreducible, its conclusion is that B1 = B2.

17.3. Lemma. (PBW Confluence) If A is a monomial with two reductions A
∗→ B1 and A

∗→ B2 then
there exist reductions B1

∗→ C and B2
∗→ C.

Proof. As the following ‘diamond’ diagram suggests, the case of a simple reduction applied several
times will prove the general case.

X

Y1 Y2

Z

So we must show that if A is a monomial with two one­step reductions σ:A→ B1 and τ :A → B2 then

there exist reductions τ ′:B1 → C and σ′:B2 → C.

If the reductions are applied to non­overlapping pairs there is no problem. An overlap occurs for a term
A⊗X ⊗ Y ⊗ Z ⊗B with X > Y > Z , say with |A| = k, |B| = ℓ. It give rise to a choice of reductions:

X ⊗ Y ⊗ Z
σk,ℓ+1−→ Y ⊗X ⊗ Z + [X,Y ]⊗ Z

X ⊗ Y ⊗ Z
σk+1,ℓ−→ X ⊗ Z ⊗ Y +X ⊗ [Y, Z] .

But then

Y ⊗X ⊗ Z + [X,Y ]⊗ Z
σk+1,ℓ−→ Y ⊗ Z ⊗X + Y ⊗ [X,Z] + [X,Y ]⊗ Z
σk,ℓ+1−→ Z ⊗ Y ⊗X + [Y, Z]⊗X + Y ⊗ [X,Z] + [X,Y ]⊗ Z

X ⊗ Z ⊗ Y +X ⊗ [Y, Z]
σk,ℓ+1−→ Z ⊗X ⊗ Y + [X,Z]⊗ Y +X ⊗ [Y, Z]
σk+1,ℓ−→ Z ⊗ Y ⊗X + Z ⊗ [X,Y ] + [X,Z]⊗ Y +X ⊗ [Y, Z]
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and the difference
[[Y, Z], X ] + [Y, [X,Z]] + [[X,Y ], Z]

between the right hand sides, because of Jacobi’s identity, lies in I .

I call a tensor uniquely reducible if there exists exactly one reduced tensor it can be reduced to. We now

know that monomials are uniquely reducible. If S is any uniquely reducible element of
⊗

•

g, let red(S)
the unique irreducible element it reduces to.

17.4. Lemma. If S and T are uniquely reducible, so is S + T , and red(S + T ) = red(S) + red(T ).

Proof. Suppose σ is a reduction taking S + T to an irreducible expression W . According to the previous

lemma, we can find a reduction σ′ such that σ′(σ(S)) = red(S). Since W is irreducible, on the one hand
we have

σ′(σ(S + T )) = σ′(W ) =W

but on the other it is
σ′(σ(S)) + σ′(σ(T )) = red(S) + σ′(σ(T ))

Again according to the Lemma, we can find σ′′ such that σ′′σ′σ(T ) = red(T ). Then

w = σ′′(W ) = σ′′(red(S)) + σ′′(σ′(σ(T ))) = red(S) + red(T ) .

An induction argument now implies that every T in
⊗

•

g is uniquely reducible. Define red(T ) to be

what it reduces to.

Implicit here is what is called ‘confluence’ in the literature, a tool of great power in finding normal forms

for algebraic expressions. It is part of the theory of term rewriting and critical pairs, and although it
has been used informally for a very long time, the complete theory seems to have originated in [Knuth­

Bendix:1965]. It has been rediscovered independently a number of times. A fairly complete bibliography
as well as some discussion of the history can be found in [Bergman:1978].

The ring U(g) is filtered by order. LetUn(g) be the linear combinations of at most n products of elements

of g. This filtration is compatible with products, hence determines the graded ring

Gr• U(g) =
⊕

n

Un(g)/Un−1(g) .

The symbol of a product of n elements in
⊗•

g the corresponding product in the degree n component
Sn(g) of the symmetric algebra of g. The kernel contains Un−1(g), and therefore there exists a canonical

map

Gr• U(g) −→ S•(g) .

17.5. Proposition. This canonical map is an isomorphism of graded rings.

17.6. Corollary. If g is the Lie algebra of the Lie group G, then the map from U(g) to the ring of all
left­invariant differential operators on G generated by the vector fields in g mapping

X1 ⊗X2 ⊗ · · · ⊗Xn 7−→ RX1
RX2

. . . RXn

is an isomorphism.

In other words, the ring U(g) may be described concretely in this case.
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Part IV. Semi­simple Lie algebras

18. Casimir elements

Suppose nowK to be any invariant and non­degenerate inner product on the Lie algebra g, for example

the Killing form Kρ associated to a suitable representation ρ.

In the following Proposition, let (Xi) be a basis of g and (X∨
i ) the basis dual with respect to K .

18.1. Proposition. The element

CK :=
∑

XiX
∨
i

lies in the centre of U(g).

It is called the Casimir element associated to K . In the literature one can often find a factor of 2 in this
definition, placed there in order to match the Casimir to the Laplacian on the symmetric space attached

to the group. If K = Kad, this element is just called the Casimir operator C without reference to K .

Proof. A straightforward calculation would do, but there is a better way. The bilinear form K gives
rise to a covariant linear map τK from g to its linear dual g∨, and τK is an isomorphism because of

non­degeneracy. This in turn gives rise to a g­covariant isomorphism of g⊗ g with g∨ ⊗ g = End(g).

The linear transformation of g

Y 7−→
∑

i

〈X∨
i , Y 〉Xi

is the identity transformation, since it takes each Xi to itself. We have a sequence of maps

HomC(g, g) ∼= g∨ ⊗ g
Killing−→ g⊗ g −→ U(g)

which are all g­covariant. The Casimir elementCK is thus intrinsically characterized as the image of the
identity transformation I on the left. Since I commutes with g the Casimir does too, and since U(g) is

generated by g it lies in the center of U(g).

In the rest of this section, we’ll look at the case g = sl2.

The Lie algebra g = sl2(F ) has

h =

[
1 ·
· −1

]

e+ =

[
· 1
· ·

]

e− =

[
· ·

−1 ·

]

as a basis. The e± are eigenvectors of adh. The complete specification of the Lie bracket is:

[h, e±] = ±2e±

[e+, e−] = −h .

Proposition 15.4 tells us:

18.2. Corollary. For the basis h, e± of sl2 the matrix of the Killing form is



8 0 0
0 0 −4
0 −4 0


 .
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Given the explicit calculation of the form, the Casimir element can be seen to be

C = (1/8)h2 − (1/4) e+e− − (1/4) e−e+ ,

with alternate expressions

C = h2/8− h/4− e+e−/2 = h2/8 + h/4− e−e+/2 .

Now take F to be R, G = SL2(R), K = SO(2) ⊂ G. One reason that the Casimir element is important

is because it is related to the Laplacian operator on the Riemannian space H = G/K . Explicitly:

18.3. Lemma. Acting on functions on H, the Casimir is the same as half the Laplacian.

Proof. We know that twice the Casimir is

2C = h2/4− h/2− e−e+ ,

so its action on functions on H is as

L2C = (Λh)
2/4− Λh/2 + Le−Le+

=
(
x
∂

∂x
+ y

∂

∂y

)2

−
(
x
∂

∂x
+ y

∂

∂y

)
− (x2 − y2)

∂2

∂x2
− 2xy

∂2

∂x∂y

= x2
∂2

∂x2
+ 2xy

∂2

∂x∂y
+ y2

∂2

∂y2
− (x2 − y2)

∂2

∂x2
− 2xy

∂2

∂x∂y

= y2
∂2

∂x2
+ y2

∂2

∂y2

= ∆H .

19. Semi­simple Lie algebras

If h and k are solvable ideals of g then so is h+ k. Therefore there exists a maximal solvable ideal, which I
shall call the Lie radical of g. A Lie algebra is called semi­simple if its Lie radical is 0. The Killing radical

of g is the radical of the Killing form Kad—i.e. the subspace of all X in g such that K(X, g) = 0.

19.1. Lemma. The Killing radical is a solvable ideal of g.

Proof. Let r be the Killing radical of g. It is immediate from the invariance of the Killing form that r is an
ideal of g. If x lies in r then K(x, y) = 0 for all y in g, hence in particular for y in Dr. Hence by Cartan’s

criterion adgr is solvable. But r is an extension of this by some subspace of the centre of g, so that r itself

must be solvable.

19.2. Theorem. A Lie algebra is semi­simple if and only if its Killing form Kad is non­degenerate.

Proof. If the Killing form is degenerate then the Killing radical is non­trivial, and by the Lemma g

contains a non­trivial solvable ideal, hence cannot be semi­simple.

For the other half, suppose that the Lie radical r is not 0. Then either r is abelian, or Dr is nilpotent and
not 0. In the latter case, the centre of Dr is an abelian ideal of g. In either case, we may assume that g

contains a non­trivial abelian ideal a. Then K(a, x) = 0 for all a in a, x in g, so a is contained in the

Killing radical of g.

19.3. Theorem. If g is semi­simple and h is an ideal of g, then h⊥ is a complementary ideal.

Proof. Because, as the argument just finished shows, h ∩ h⊥ is solvable.

This can be improved somewhat:

19.4. Proposition. If g is a semi­simple ideal in a Lie algebra h, there exists a complementary ideal in h.
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Proof. Consider h as a module over g, via the adjoint representation. Let a be a g­stable complemnt to g

itself. It is easy to see that [g, a] = 0, and in fact a is the space of all y such that [g, y] = 0. Therefore a is

uniquely characterized, and it is an ideal in h because it is the annihilator of the h­ideal g.

A simple Lie algebra is one with no non­trivial ideals. If it has dimension greater than one, it will be

semi­simple, in which case I’ll call it a proper simple Lie algebra.

19.5. Corollary. Any semi­simple Lie algebra is the direct sum of simple Lie algebras.

19.6. Corollary. If g is semi­simple then g = Dg.

Proof. Because it is clearly true of a simple algebra.

The following is the principal result of this section, and motivates the term “semi­simple."

19.7. Theorem. Any finite­dimensional representation of a semi­simple Lie algebra decomposes into a
direct sum of irreducible representations.

Proof. I follow LA §6.3 of [Serre:1965], which was perhaps the first clear account of the purely algebraic

proof (as opposed to the one of Hermann Weyl for complex groups, which utilized the relationship
between complex semi­simple groups and their maximal compact subgroups).

The proof is by induction on dimension. If V = {0} there is no problem. Otherwise we can find a proper

g­stable subspace U and a short exact sequence of g­representations

0 −→ U −→ V −→W −→ 0

where W is irreducible. By induction, U decomposes into a direct sum of irreducibles, so the Theorem
will follow from this:

19.8. Lemma. An exact sequence of g­modules as above, with W irreducible, splits.

Proof of the Lemma. We assume at first W to be the trivial representation C, so our exact sequence is

0 −→ U −→ V −→ C −→ 0

We proceed now by induction on the dimension of U . If it is 0, there is nothing to prove. Otherwise, U
will contain an irreducible g subspace U ′.

Case 1. The subspace U ′ is not all of U . We have an exact sequence

0 −→ U/U ′ −→ V/U ′ −→ C −→ 0

which splits by the induction assumption. ThereforeV/U ′ contains a one dimensional g­stable subspace,
so we can write

V/U ′ = U/U ′ ⊕ C .

If V ′ is the inverse image in V of C, we have an exact sequence

0 −→ U ′ −→ V ′ −→ C −→ 0

which again splits by induction, giving a one­dimensional subspace of the original V .

Case 2. The subspace U in the sequence is irreducible.

There is a further subdivision. (a) Suppose U is trivial. We are looking at this situation:

0 −→ F −→ V −→ F −→ 0 .

If X and Y are elements of g then XY and Y X are both 0 on V , hence [X,Y ] = 0 as well. But by

Corollary 19.6 g = Dg so all of g acts trivially on V , which must be F ⊕ F .

(b) The representation ρ on U is not trivial. The image gρ of g in End(U) factors through a direct sum of
simple algebras, and the Killing form Kρ also factors through gρ.
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The Killing for Kρ is non­degenerate on gρ.

Similar things have been proved before, I leave this claim as an exercise.

Because ρ is irreducible, the Casimir Cρ acts as a scalar, say γρ. Its trace is on the one hand γρdimV , and

on the other

traceCρ = (1/2)
∑

i

trace
(
ρ(Xi)ρ(X

∨
i )

)
=

dimg

2
,

so γρ 6= 0. But Cρ lies in the universal enveloping algebra of g, and acts as 0 on F . So V decomposes
into a direct sum of eigenspaces with respect to Cρ.

At this point, we know that any sequence

0 −→ U −→ V −→ F −→ 0

splits.

Suppose now that we have an arbitrary exact sequence of g­spaces

0 −→ U −→ V −→W −→ 0 .

with W irreducible, and consider the exact sequence of g­modules

0 −→ HomF (W,U) −→ HomF (W,V ) −→ HomF (W,W ) −→ 0 .

Let V ′ be the subspace of maps in HomF (W,V ) mapping onto scalar multiplications. Then we have a
sequence

0 −→ HomF (W,U) −→ V ′ −→ F −→ 0

But since this splits as a g­module, there exists a g­invariant element in V ′ ⊆ HomF (W,V ) mapping
onto the identity map from W to itself. This amounts to a splitting.

20. Representations of SL(2)

The Lie algebra g = sl2(F ) has

h =

[
1 ·
· −1

]

e+ =

[
· 1
· ·

]

e− =

[
· ·

−1 ·

]

as a basis. The e± are eigenvectors of adh. The complete specification of the Lie bracket is:

[h, e±] = ±2e±

[e+, e−] = −h .

Suppose V to be an irreducible finite­dimensional module over g. If V is V ⊗F F (whereF is an algebraic

closure of F ) there exists at least one eigenvalue of h:

h·v = λv .

Then e±·v is also an eigenvector with eigenvalue λ± 2, and likewise ek±·v is of eigenvalue λ± 2k. Since

these eigenvalues are distinct, the non­zero vectors among these must be linearly independent. Since V
has finite dimension, there exists k with v0 = ek+·v 6= 0 but e+·v0 = 0.
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Let µ = λ+2k, so h·v0 = µv0. The space spanned by the vectors vℓ = eℓ− v0 is g­stable. It must therefore

be all of V . The vector vℓ is an eigenvector of h with eigenvalue µ − 2ℓ. Finite­dimensionality implies

that e−·un = 0 for some n.

The Casimir element C of U(g) acts as a scalar on V . Since

C = h2/4 + h/2 + e−e+ = h2/4− h/2 + e+e− ,

we have
Cv0 = (µ2/4 + µ/2) v0

Cu0 =
(
(µ− 2n)2/4− (µ− 2n)/2)u0

µ2

4
+
µ

2
=
µ2 − 4µn+ 4n2

4
− µ− 2n

2

0 = −µn+ n2 − µ+ n

(n+ 1)(µ− n) = 0

n = µ .

Consequently, µ must be a non­negative integer. Hence there exist eigenvectors already in the original

F ­space V , and one may (and I shall) assume all the vℓ to be in V itself.

20.1. Proposition. Suppose V to be a vector space over F , and an irreducible module over sl2(F ). There
exists a vector v0 with e+·v0 = 0 and h·v0 = nv0 for some integer ne0. The space V is then spanned by
the vectors vℓ = eℓ−·v0 for 0 ≤ ℓ ≤ n with

h·vℓ = (n− 2ℓ)vℓ, e−·vn = 0 .

Taking into account the following, we deduce the explicit representation:

20.2. Lemma. If e+·v0 = 0 and h·v0 = λv0 then

e+e
k
−·v0 = k(k − 1− λ)ek−1

− ·v0 .

Proof. Say e+e
k
−·v0 = λke

k−1
− ·v0. Then λk+1 = λk − λ+ 2k, and λ0 = 0. The formula above follows by

induction.

It can be verified directly by algebraic calculation that the formulas above define an irreducible rep­

resentation of dimension n + 1 of sl2. But these representations can be constructed explicitly. Any
finite­dimensional representation of SL2(F ) gives rise to a representation of its Lie algebra sl2(F ). There

are two obvious representations—the trivial one and the tautological representation π1 on F 2. The
associated representation of sl2 acts like this on the standard basis u = [1, 0], v = [0, 1]:

h : u 7−→ u

v 7−→ −v
e+: v 7−→ u

u 7−→ 0

e−: u 7−→ −v
v 7−→ 0

which can be illustrated (but not indicating a necessary −­sign):
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1−1

uv
ν+ν

−

ν+

ν
−

This representation of SL2(F ) on V = F 2 gives rise to the representation πn on the symmetric product

SnV with basis ukvn−k for 0 ≤ k ≤ n:

πn(g): u
kvn−k 7−→ (gu)k(gv)n−k .

Thus

πn

([
1 x
· 1

])
: ukvn−k 7−→ uk(v + xu)n−k

which implies

πn(e+): u
kvn−k 7−→ (n− k)uk+1vn−k−1 .

Similarly
πn(e−): u

kvn−k 7−→ (−1)kkuk−1vn−k+1 .

If F = C we can calculate πn(h) by applying the exponential and differentiating. In general, we can

proceed formally by using the nil­ring F [ε] with ε2 = 0 or by using the formula [e+, e−] = −h to deduce

πn(h): u
kvn−k 7−→ −(n− 2k)ukvn−k .

Also
e−e+: u

kvn−k 7−→ (−1)k+1(k + 1)(n− k)ukvn−k

e+e−: u
kvn−k 7−→ (−1)kk(n− k + 1)ukvn−k .

For example, when n = 3:

1−1 3−3

u
3

v
3

u
2
vuv

2

ν+ν
−

ν+

ν
−

ν+

ν
−

ν+

ν
−

There is one more simple formula that is useful. If

w =

[
· 1

−1 ·

]

then

πn(w): u
ℓvn−ℓ 7−→ (1)ℓun−ℓvℓ ,

and if n = 2ℓ+ 1
πn(w): u

ℓvℓ+1 7−→ (−1)ℓuℓ+1vℓ

πn(e+): u
ℓvℓ+1 7−→ (−1)ℓ(ℓ+ 1)πn(w)u

ℓvℓ+1 .

Every finite­dimensional representation of sl2 is a direct sum of irreducible ones, and the irreducible

ones are representations of SL2(F ). Hence:

20.3. Proposition. Every finite­dimensional representation of sl2 is derived from a representation of the
group SL2.

This is the principal consequence of this section in what follows. But another consequence is this:

20.4. Proposition. If V is a finite­dimensional module over sl2, and v in V is an eigenvector for h
annihilated by e+, its eigenvalue with respect to h is non­negative.
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21. Tensor invariants

I learned the following result from LA §6.5 of [Serre:1966].

If we are given an embedding of g into gl(V ), then there are associated representations of g on the dual

V̂ and on the tensor products ⊗p,q
V =

⊗p
V ⊗⊗q

V̂ .

A tensor invariant for g is any tensor annihilated by it. One example is the identity map in End(V ),

which may be identified with V̂ ⊗ V .

21.1. Theorem. If g ⊆ gl(V ) is semi­simple, it is same as the subalgebra of gl(V ) leaving invariant all
the tensor invariants of g.

Proof. Let h be the Lie algebra annihilating all the tensor invariants of g. We know that g ⊆ h, and

we must show equality. This comes from a series of elementary steps interpreting tensors and tensor
invariants suitably. For details, look at LA §6.5 of Serre’s book.

(a) Any g­homomorphism from
⊗p,q

V to
⊗r,s

V is also an h­homomorphism.

(b) Any g­stable subspace of
⊗p,q

V is also h­stable.

(c) By Proposition 19.4, we may write h = g⊕ c, where c is an h­ideal commuting with g. But then by (a)
it also commutes with h. This means that c is the centre of h.

(d) If U is an irreducible g­submodule of V , then c acts by scalars on it. In fact, it acts by 0. Why? The

exterior products
∧∗

W are contained in the tensor algebra. The semi­simple algebra g acts trivially on
its highest exterior product, and therefore so does h, hence c. But the action of any element X of gl(V )
on this power is by the scalar trace(X), which vanishes if X lies in c.

If T is any linear transformation in Mn(F ), where F is a field of characteristic 0, it may be written

uniquely as Ts + Tn, where Ts ∈ Mn(F ) is diagonalizable over an algebraic closure, Tn ∈ |rmMn(F )
is nilpotent, and TsTn = TnTs. There exist polynopmials P (x), Q(x) with P (0) = Q(0) = 0 such that

P (T ) = T, Q(T ) = Tn. This is called the Jordan decomposition of T . The endomorphism Ts is called
the semi­simple component of T , Tn it nilpotent component.

21.2. Corollary. If g is semi­simple then any X in g can be expressed as X = Xs +Xn, such that in any
finite­dimensional representation (π, V ) of g, π(Xs) is the semi­simple component of π(X) and π(Xn)
is its nilpotent component.

Proof. Because Xs = P (X) and Xn = Q(X), both leave invariant anything that X does, hence any of

the tensor invariants of g.

22. The structure of semi­simple Lie algebras

In this section, let g be a semi­simple Lie algebra. and a a Cartan subalgebra, which exists by Theorem

13.1.

I recall that this means that a is a nilpotent algebra that is its own normalizer in g. By Theorem 12.8,
the adjoint action of a on g decomposes into a direct sum of primary modules gλ. These are called root

spaces when λ 6= 0.

Two spaces gλ and gµ are orthogonal with respect to the Killing form K = Kad, so the decomposition

g = a+
⊕

±λ6=0

(
gλ ⊕ g−λ

)

is orthogonal. The restriction of K to any summand must be non­degenerate.

22.1. Proposition. Every Cartan subalgebra of g is abelian and is its own centralizer.

Proof. According to Cartan’s criterion, trace(adX , adY ) = 0 for every X in a, Y in Da. Since K is

non­degenerate on a, we must have D(a) = 0. Thus the centralizer of a contains a and is contained in
its normalizer, hence must be a.
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22.2. Proposition. Every element of a is semi­simple.

Proof. The nilpotent component in the Jordan decomposition, which lies in g according to Corollary 21.2
is orthogonal to a.

For λ a root of g with respect to a, let hλ be the inverse image of λ under the isomorphism a → â induced

by K .

22.3. Proposition. Suppose X in gλ, Y in gµ. Then K(X,Y ) = 0 unless µ = −λ, in which case
[X,Y ] = K(X,Y )hλ.

Proof. Only the last assertion is troublesome. For any H in a

K(H, [X,Y ]) = K([H,X ], Y ) = λ(H)·K(X,Y ) = K(H,hλ)K(X,Y ) ,

since K is invariant.

22.4. Proposition. There exists some multiple Hλ of hλ such that 〈λ,Hλ〉 = 2.

Proof. It must be shown that 〈λ, hλ〉 6= 0. Suppose the contrary. Since the restriction of Kad is non­
degenerate, by the previous result we may choose e in gλ and f in g−λ withh = [e, f ] 6= 0. By assumption

〈λ, h〉 = 0, so

[h, e] = 0, [h, f ] = 0, [x, y] = h .

So the Lie algebra generated by them is solvable. Lie’s criterion tells us that adh is nilpotent. But it is

also semi­simple, so it must be 0. Contradiction.

If we choose e 6= 0 in gλ, we may find f in g−λ such that [e, f ] = −h = −Hλ. We then have

[h, e] = 2e

[e, f ] = −h
[h, f ] = −2f

which tells us that the subspace of g spanned by e, h, and f is a Lie algebra isomorphic to sl2. Hence we
get the adjoint representation of this copy of sl2 on g. It splits into a sum of irreducible representations,

and this lifts to a representation of the group SL2. These copies of sl2 and the associated representations
of SL2 are part of the basic structure of a semi­simple Lie algebra.

22.5. Proposition. The eigenspace gλ of the root λ has dimension one.

Proof. It suffices to prove that every g−λ has dimension one. The subspace e⊥ in g−λ has codimen­

sion one. Say f∗ 6= 0 lies in e⊥. By Proposition 22.3, [e, f∗] = 0. But then we have a vector in a
finite­dimensional module over sl2 annihilated by e of weight −2 with respect to h, which contradicts

Proposition 20.4.

This means that a choice of eλ 6= 0 in gλ is unique up to scalar, and then we get e−λ, Hλ generating a
unique copy of sl2 in g that I’ll call sl2,λ. The adjoint representation of this subalgebra on g splits up into

a direct sum of irreducible representations, and is derived from a direct sum of representations of the

associated group SL2,λ. Let sλ be the involutory automorphism of g corresponding to the image of
[
0 −1
1 0

]

in g. It commutes with the kernel of λ in a, which is a complement to Hλ. This involution take Hλ to
−Hλ, so normalizes a. Since it acts as an automorphims on all of g, this proves:

22.6. Proposition. The reflection sα takes Σ to itself.

22.7. Proposition. The set Σ spans ĥ.

Proof. An element h in the complement acts trivially on g, hence lies in the centre of g.

The involutions sλ also preserve the Killing form.

According to [Bourbaki:1972] a root system is a subset Σ of a real vector space V satisfying these
conditions:
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(a) Σ is finite, does not contain 0, and generates V ;
(b) for each λ in Σ there exists λ∨ in the dual of V such that 〈λ, λ∨〉 = 2 and the reflection

sλ: v 7−→ v − 〈v, λ∨〉λ

takes Σ to itself;

(c) for all λ in Σ, 〈λ, µ〉 ∈ Z.

I have verified all of these for our Σ except (c). This follows from facts about finite­dimensional repre­

sentations of SL2. Therefore:

22.8. Proposition. The set Σ is a root system in ĥ.

But what this really means, and what its consequences are, I do not consider here.
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