
1:25 p.m. January 16, 2011

Introduction

Bill Casselman

University of British Columbia
cass@math.ubc.ca

I’ll begin by stating Siegel’s formula, along with whatever is required to make it comprehensible. Then

I’ll do one simple example. In the last section I’ll discuss very briefly how it relates to other theorems in

number theory, and in particular volumes on adele groups. All these topics will be covered later on in
much detail.
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1. Siegel’s formula

Suppose for the moment R to be an arbitrary ring. In these notes, a quadratic form with coefficients in

R is any homogeneous function of degree two Q(x1, . . . , xd) on a free module V , say of rank d. Any

quadratic form determines an associated symmetric bilinear form

BQ(x, y) = B(x, y) = Q(x + y) − Q(x) − Q(y) .

This is not a universal convention—sometimes one starts with a symmetric bilinear form β and defines

Q(x) = β(x, x). In these circumstances, B = 2β. If 2 is invertible in R, the definitions are essentially

equivalent, but otherwise not. The difference in definitions is seen already in the origins of the subject—
for Gauss, a binary integral quadratic form was required to be of the form Ax2 + 2Bxy + Cy2 with A,

B, C all integers. Thus x2 + xy + y2, which is perfectly acceptable according to my definition, did not
qualify.

I am not sure exactly why number theorists in the nineteenth century followed. Even in modern times
his condition is common if by no means universal—for example, [Cassells:1968] follows Gauss, but

[Grosswald:1985] does not. One possible convenience of Gauss’ definition is that, given a basis (ei)
of the R­module V , quadratic forms associated to symmetric bilinear forms β are in bijection with
symmetric n × n matrices—we can associate to Q the matrix MQ = (qi,j) in which

qi,j = β(ei, ej) .

In this case, we can write
Q(x) = txMQ x =

∑

i,j

qi,jxixj ,

where x is a column matrix of coordinates with respect to the ei. This makes notation mildly more

convenient than in the other convention. What’s really going on here is that there are are two separate

concepts involved—symmetric integral bilinear forms and integral quadratic forms. There are contexts
in which the bilinear forms are the natural objects—for example in the topology of even­dimensional

manifolds when defining a form by the intersection of cycles—but number theory is not one of them.
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Two integral quadratic forms are said to be equivalent if there exists an invertible linear transformation

taking one into the other; and on Rn, with the standard basis, they are properly equivalent if this can

be done by a unimodular transformation. If 2 is invertible, then two forms Q1, Q2 are equivalent if and
only if we have a matrix equation

MQ1
= tXMQ2

X

for some invertible d × d matrix X . The determinant det(MQ) of the equivalence class of the form is
hence well defined in R modulo multiplication by elements of (R×)2. Again here, my convention is

not universal—sometimes the image modulo (R×)2 is called the discriminant, but I’ll use this term for

something else.

A form is called non­degenerate if B is a non­degenerate bilinear form—that is to say, if B(x, y) = 0
for all y in V implies that x = 0. But here, too, there is some variety in terminology, especially in
characteristic 2. According to this definition, x2 is degenerate in characteristic 2.

If R = R, then two quadratic forms are equivalent if and only if they have the same signature—that is to
say, every real quadratic form is equivalent to a unique one with an expression

x2
1 + · · · + x2

p − x2
p+1 − · · · − x2

p+q ,

in which case it is said to have signature (p, q). A real quadratic form is positive definite if Q(x) > 0 for
all x 6= 0, or in other words if p = d. The different equivalence classes of non­degenerate forms are the

connected components of the complement of the closed subset in which the determinant vanishes, in the

space of all symmetric d × d matrices.

If Q is a quadratic form with rational coefficients, it determines as well a real form and one rational

over each Qp. If two forms are equivalent over Q then each pair of these local quadratic forms are also
equivalent. The Hasse principle (due in this case to Minkowski) asserts that the converse is true. It is not

difficult to tell whether two local forms are equivalent, so this gives a practical criterion for equivalence

of Q­rational forms.

I now suppose that V = Zd, with the standard coordinate system. An integral quadratic form Q is

one with has integral coefficients. In this situation it determines a real quadratic form, as well as one
in each (Zp)

d. But it is no longer true that two forms that are equivalent over R as well as all Zp are

properly equivalent over Z. We shall see later on how to construct a multitude of counter­examples.

The distinction is measured by defining two integral forms are said to be in the same class if they are
equivalent over Z, and in the same genus if they are equivalent over R and each Zp, so the claim is that

a given genus may fail to contain a unique class. The failure is not so bad, however:

Theorem 1.1. The number of equivalence classes in a given genus of non­degenerate integral quadratic[intro-reduction]

forms is finite.

If R is a field, then the orthogonal group possesses reflections, so equivalence and proper equivalence

are the same.

The integral forms Q1, Q2 are equivalent over Z if and only if there exists an integral matrix X whose

inverse is integral transforming one to the other. The determinant of X must be a unit in Z, hence ±1.
If two forms Q1, Q2, Q3 are all equivalent, then at least two of them must be properly equivalent, so
the map from proper classes to classes is at most two­to­one. There is therefore not much to be lost by

restricting ourselves to the stricter notion of equivalence, and as we’ll see there is something to be gained.

From now on I’ll consider only proper equivalence.

I’ll also assume from now on that all integral quadratic forms in view are positive definite. In this case,

if n is a natural number I define

NZ(Q, n) = the number of x in Zd such that Q(x) = n .
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This is necessarily finite, since it is the intersection of a compact ellipse with the discrete set Zd.

The history of number theory is tied up intimately with the problem of finding a formula for NZ(Q, n).
One of the simplest and oldest cases is that when Q(x) = x2

1 + x2
2, which we’ll see treated in several

ways, one of them going back to Fermat and the origins of modern number theory. I can at least state the

result in very simple terms. First of all, a necessary condition can be found by considering the equation
as a congruence condition—if x is an integer than x2 ≡ 0 or 1 mod 4, so n cannot be a sum of two squares

if n ≡ 3 mod 4.

The orthogonal group of an integral quadratic form is the group of integral matrices preserving it. A

simple observation is that the integral orthogonal group of this Q has 8 elements. These observations

are at least consistent with this theorem:

Theorem 1.2. Suppose[intro-twosquares-1]

n = pn1

1 . . . pnm

m

is the prime factorization of n, and
Q(x, y) = x2 + y2 .

Then NZ(Q, n) 6= 0 if and only if ni is even for every pi ≡ 3 mod4.

Theorem 1.3. Suppose the condition of the previous Theorem to be satisfied, and let[intro-twosquares-2]

n1 =
∏

pi≡1mod4

pni

i .

Then
NZ(Q, n) = NZ(Q, n1) = 4 times the number of divisors of n1 .

In particular if p is a prime then n is the sum of squares if and only if p ≡ 1 mod4, and in that case
NZ(Q, p) = 8, which means in essentially one way, since from one expression 7 others may be derived

immediately.

The theory of integral quadratic forms was taken up to some extent by Fermat, Euler, Lagrange, and

Legendre, but it had a new and thorough foundation laid in the book Disquisitiones Arithmeticae by

Gauss. Subsequently in the nineteenth century this problem and related ones passed through the hands
of Jacobi, Dirichlet, Eisenstein, andMinkowski, among others, but it was only in themid nineteen­thirties

that the most intriguing contribution, rooted in earlier discoveries by these nineteenth century men, was

made by Carl Ludwig Siegel. Before I state his theorem, I need a preliminary result. For every prime
power q, define

Nq(Q, n) = the number of solutions of Q(x) ≡ n mod, q .

Continue to let d be the dimension of Q.

Theorem 1.4. For any prime p, the sequence of ratios[intro-hensel1]

Npk(Q, n)

(pk)(d−1)

becomes constant for k ≫ 0.

Let it be αp(Q, n). Let NZ(Q) be the size of the integral orthogonal group of Q. Let αR(Q, n) be the

limiting ratio of

lim
U→{n}

meas Q−1(U)

meas U
.
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Theorem 1.5. We have[intro-real-factor]

αR(Q, n) =
nd/2−1d Vd(1)

2 | detMQ|
,

where Vd(1) is the volume of the unit ball in Rd.

Theorem 1.6. (Siegel’s formula) Suppose Q to be a positive definite integral quadratic form of dimension[intro-siegel]

d > 1, and suppose the Qi to be a complete set of representatives for the proper classes of quadratic
forms in the same genus as Q. Then

∑

i

NZ(Qi, n)

NZ(Qi)

∑

i

1

NZ(Qi)

= f ·αR(Q, n) ·
∏

p

αp(Q, n)

where f = 1/2 if d = 2, and 1 otherwise.

2. An example

To get the flavour of this formula, let’s look at the case Q = x2 + y2 and n is a prime q ≡ 1 mod 4.
Theorem 1.3 tells us that NZ(Q, q) = 8, but let’s see what Siegel’s formula tells us.♣ [intro-twosquares-2]

Theorem 2.1. The form Q(x, y) = x2 + y2 is the only one in its genus.[intro-sums-of-squares]

(1) Therefore the left hand side of Siegel’s formula is just NZ(Q, q).

(2) According to Theorem 1.5 the real factor is π.♣ [intro-real-factor]

(3) So it remains to compute each αp(Q, n). The tool required is Hensel’s Lemma, which I’ll formulate

in two versions. First the simplest one:

Theorem 2.2. (Hensel’s Lemma, non­singular form) Suppose f(x) to be a function of d variables with[intro-hensel2]

coefficients in Zp, and suppose that x0 is solution of f ≡ 0 modulo p such that

∇f =
( ∂f

∂xi

)

evaluated at x0 is a non­zero vector modulo p. If xn is a solution of f ≡ 0 modulo pn with xn ≡ x0

modulo p, then there exist exactly pd−1 solutions xn+1 ≡ xn modulo pn.

The consequence is that Npk(f, 0)/(pk)d−1 is the same for all k ≥ 1.

This will handle the calculations of αp(Q, q) for p 6= 2, q. In the field Z/p, suppose x2 + y2 = q. The
gradient is [2x, 2y]. Under the assumption that p 6= 2, q, this cannot vanish, so we may apply the

Theorem, and have αp(Q, q) = Np(Q, q)/p. So we ask, how many solutions of x2 + y2 = q are there if

p 6= 2, q?

There are now two cases:

(a) Suppose p ≡ 1 mod 4. In this case,−1 is a square inZ/p, say i2 = −1. Then x2 +y2 = (x−iy)(x+iy)
and 2 is invertible modulo p, the number of solutions is the same as the number of solutions of xy = q,
which is p − 1.

(b) Suppose p ≡ 3 mod4. In this case, let F be the field obtained from Z/p by adjoining i =
√
−1. The

norm map from F to Z/p takes x + iy to x2 + y2. The norm map is surjective onto the units of Z/p and
its kernel has order p + 1. If (x, y) is one solution of x2 + y2 = q, all others are obtained by multiplying

x + iy by an element of norm 1, so the number of solutions is p + 1.



Introduction (1:25 p.m. January 16, 2011) 5

For the two remaining cases, we need this version of Hensel’s Lemma:

Theorem 2.3. (Hensel’s Lemma, crude singular form) Suppose f(x) to be a function of d variables with[intro-hensels2]

coefficients in Zp, and suppose that xm is a solution of f ≡ 0 modulo pm such that

∇f =
( ∂f

∂xi

)

evaluated at xm is a non­zero vector modulo pm−N , with m > 2N . The ratio

Npk(f, 0)

(pk)d−1

is constant for all k ≥ m.

For p = 2 and f(x, y) = x2 + y2 − q we may take m = 3, N = 2. Modulo 8 there are 16 solutions.

For p = q, the solutions modulo q breaks up into two types, those where ∇ 6= (0, 0) and those where
∇ = (0, 0). To the first we may apply the simple form of Hensel’s Lemma. We are essentially solving

xy = 0 modulo q, after a coordinate change. The solution set is the union of x­ and y­axes, so there are

2(q − 1) non­singular solutions. For the second, we have to see what happens modulo q2. It turns out
there are no new solutions. So Nqk(Q, q) = 2(q − 1) ·qk−1 for all k ≥ 1.

Summarizing:

αp =











1 − 1/p if p ≡ 1 mod 4, p 6= q
1 + 1/p if p ≡ 3 mod 4

2(1 − 1/p) if p = q
2 if p = 2.

If I set

χ(p) =

{

1 if p ≡ 1 mod4
−1 if p ≡ 3 mod4

the right hand side of Siegel’s formula is therefore

1

2
αR ·α2 ·αq

∏

p≡1,p6=q

αp =
1

2
·π ·2 ·2 ·

∏

p≡1,3

(

1 − χ(p)

p

)

= 8

since according to a formula of Leibniz and an observation of Euler

∏

p≡1,3

(

1 − χ(p)

p

)

=
1

1 − 1/3 + 1/5 − 1/7 + · · · =
4

π
.

Siegel’s formula relates to many different topics in mathematics. Cassells’ book does not discuss it
in the main text, but in an appendix on analytic methods. Just understanding what it says, without

even contemplating its proof, will require some elementary calculus, a discussion of explicit values of
Dirichlet L­functions, some elementary algebraic geometry, something from the reduction theory of

positive definite quadratic forms, and also an examination of quadratic forms over finite fields.

3. History

Gauss, Jacobi, Dirichlet, Eisenstein, Minkowski, Weil, Tamagawa, Langlands, Kottwitz.

Binary forms, the upper half plane, SLn, modular forms.
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alg ébriques , C. B. R. M., Bruxelles, 1962.
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