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HOW TO USE THIS BOOK

a Introduction

First of all, welcome to Calculus!

This book is written as a companion to the Math 100 textbook.

» How to Work Questions

This book is organized into four sections: Questions, Hints, Answers, and Solutions. As you are
working problems, resist the temptation to prematurely peek at the back! It’s important to allow
yourself to struggle for a time with the material. Even professional mathematicians don’t always
know right away how to solve a problem. The art is in gathering your thoughts and figuring out a
strategy to use what you know to find out what you don’t.

If you find yourself at a real impasse, go ahead and look for a hint in the Hints section. Think about
it for a while, and don’t be afraid to read back in the notes to look for a key idea that will help you
proceed. If you still can’t solve the problem, well, we included the Solutions section for a reason!
As you’re reading the solutions, try hard to understand why we took the steps we did, instead of
memorizing step-by-step how to solve that one particular problem.

If you struggled with a question quite a lot, it’s probably a good idea to return to it in a few days.
That might have been enough time for you to internalize the necessary ideas, and you might find it
easily conquerable. Pat yourself on the back—sometimes math makes you feel good! If you’re still
having troubles, read over the solution again, with an emphasis on understanding why each step
makes sense.

One of the reasons so many students are required to study calculus is the hope that it will improve
their problem-solving skills. In this class, you will learn lots of concepts, and be asked to apply them
in a variety of situations. Often, this will involve answering one really big problem by breaking it up
into manageable chunks, solving those chunks, then putting the pieces back together. When you see
a particularly long question, remain calm and look for a way to break it into pieces you can handle.
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» Working with Friends

Study buddies are fantastic! If you don’t already have friends in your class, you can ask your
neighbours in lecture to form a group. Often, a question that you might bang your head against for
an hour can be easily cleared up by a friend who sees what you’ve missed. Regular study times
make sure you don’t procrastinate too much, and friends help you maintain a positive attitude when
you might otherwise succumb to frustration. Struggle in mathematics is desirable, but suffering is
not.

When working in a group, make sure you try out problems on your own before coming together
to discuss with others. Learning is a process, and getting answers to questions that you haven’t
considered on your own can rob you of the practice you need to master skills and concepts, and the
tenacity you need to develop to become a competent problem-solver.

» Types of Questions

The majority of questions in this book come from CLP Calculus, and have the organization shown
below. However, some chapters are taken from Keshet’s Differential Equations for the Life Sciences,
and have slightly different organization. Those questions aren’t organized into stages, and don’t
have hints or solutions.

Q[1](x):

In addition to original problems, this book contains problems pulled from quizzes and exams given at
UBC for Math 100 and 180 (first-semester calculus) and Math 120 (honours first-semester calculus).
These problems are marked with a star. The authors would like to acknowledge the contributions of
the many people who collaborated to produce these exams over the years.

Instructions and other comments that are attached to more than one question are written in this font. The
questions are organized into Stage 1, Stage 2, and Stage 3.

» Stage 1

The first category is meant to test and improve your understanding of basic underlying concepts.
These often do not involve much calculation. They range in difficulty from very basic reviews of
definitions to questions that require you to be thoughtful about the concepts covered in the section.

» Stage 2

Questions in this category are for practicing skills. It’s not enough to understand the philosophical
grounding of an idea: you have to be able to apply it in appropriate situations. This takes practice!

» Stage 3

The last questions in each section go a little farther than Stage 2. Often they will combine more than
one idea, incorporate review material, or ask you to apply your understanding of a concept to a new
situation.

In exams, as in life, you will encounter questions of varying difficulty. A good skill to practice is
recognizing the level of difficulty a problem poses. Exams will have some easy questions, some
standard questions, and some harder questions.
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THE QUESTIONS







Chapter 1

Exercises
Jump to HINTS, ANSWERS, SOLUTIONS or TABLE OF CONTENTS.

Remark: these questions are adapted from Differential Calculus for the Life Sciences by Leah
Edelstein-Keshet, Chapter 1. That book intentionally does not publish full solutions, and only
provides answers to selected questions.

» Stage 1

QI[1]: answer
Consider the functions y = x", y = xl/”, y =x"", where n is a positive integer (n =1,2,...).

(a) Which of these functions increases most steeply for values of x greater than 1?
(b) Which decreases for large values of x?

(c) Which functions are not defined for negative x values?

(d) Compare the values of these functions for 0 < x < 1.

(e) Which of these functions are not defined at x = 0?

QI2]:
Consider the power function
y=ax", —o0<x<o0.

Explain, possibly using a sketch, how the shape of the function changes when the coefficient a
increases or decreases (for fixed n). How is this change in shape different from the shape change
that results from changing the power n?

Ql31: answer
Consider the graphs of the simple functions y = x, y = x2, and y = x>. Describe what happens to
each of these graphs when the functions are transformed as follows:

(a) y=Ax, y=Ax? and y = Ax> where A > 1 is some constant.
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(b) y=x+a,y=x>+a, and y = x> + a where a > 0 is some constant.

(¢) y= (x—b)? and y = (x—b)> where b > 0 is some constant.

Q[4]:

Consider the function s
flx) = o

where A > 0,a > 1, with a an integer. This is the same as the function f (x) = Ax"% whichis a
power function with a negative power.

(a) Sketch a rough graph of this function for x > 0.

(b) How does the function change if A is increased?

(c) How does the function change if a is increased?

Q[5I:
Sketch the graphs of the following functions:

(a) y=x2,
(b) y = (x+4)%
(¢) y=a(x—b)*>+cforthecasea >0,b>0,c > 0.

(d) Comment on the effects of the constants a, b, ¢ on the properties of the graph
of y=a(x—b)>+c.

Q[6]:

(a) Sketch the graph of the function y = px — x° for positive and negative values of the constant p.
Comment on behaviour close to zero and far away from zero.

(b) What are the zeros of this function and how does this depend on p?

» Stage 2
Q[7]:

Use arguments from Section 1.2 to sketch graphs of the following polynomials:

(a) y=2x—3x2

(b) y= X —4x°

Q8] answer

(a) Consider the two functions f(x) = 3x? and g(x) = 2x°. Find all x-values where these functions
intersect.

(b) Repeat for functions f(x) = x> and g(x) = 4x°.

Q[9I: answer
Consider functions f(x) = Ax" and g(x) = Bx™. Suppose m > n > 1 are integers, and A,B > 0.
Determine the values of x at which the the functions are the same - i.e. they intersect. Are there two
places of intersection or three? How does this depend on the integer m —n?

4



POWER FUNCTIONS AS BUILDING BLOCKS

Note: The point (0,0) is always an intersection point. Thus, we are asking: when is there only one
more and when there are two more intersection points?

Q[10]: answer
Find the intersection of each pair of curves.
(@) y=yxy=x

(b) y=—x,y=1x>
© y=2—1,5+) =1

Q[11]: answer
Find the range m such that the equation x*> — 2x —m = 0 has two unequal roots.
Ql12]: answer

Consider two functions of the form

Suppose that A,B > 0, a,b > 1 and that A > B. Determine the x-values where these functions
intersect for positive x values.

QI[13]: answer
Find all real zeros of the following polynomials:

(a) x> —2x% —3x,

(b) ¥ —1,

() 3x®+5x—2.

Q[14]: answer
Find the points of intersection of the functions y = x> +x?> —2x+ 1 and y = x°.

Q[15]: answer

According to the biologist Breder, two fish in a school prefer to stay some specific distance apart.
Breder suggested that the fish that are a distance x apart are attracted to one another by a

force F4(x) = A/x“ and repelled by a second force Fg(x) = R/x", to keep from getting too close.
He found the preferred spacing distance (also called the individual distance) by determining the
value of x at which the repulsion and the attraction exactly balance.

Find the individual distance in terms of the quantities A, R, a, r (all assumed to be positive constants.)

Ql[16]: answer
The volume V and surface area S of a cube whose sides have length a are given by the formulae

V:a3, S = 6a>.

Note that these relationships are expressed in terms of power functions. The independent variable
is a, not x. We say that “V is a function of @” (and also “S is a function of a”).

(a) Sketch V as a function of a and S as a function of a on the same set of axes. Which one grows
faster as a increases?

(b) What is the ratio of the volume to the surface area; that is, what is % in terms of a? Sketch a
graph of % as a function of a.
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(c) The formulae above tell us the volume and the area of a cube of a given side length. Suppose we
are given either the volume or the surface area and asked to find the side.

(i) Find the length of the side as a function of the volume (i.e. express a in terms of V).
(i1) Find the side as a function of the surface area.
(ii1) Use your results to find the side of a cubic tank whose volume is 1 litre.
Note that 1 litre = 103 cm?.

(iv) Find the side of a cubic tank whose surface area is 10 cm?.

Q[I7]: answer
The volume V and surface area S of a sphere of radius r are given by the formulae

4
V= ?”ﬁ, S = dmr,

Note that these relationships are expressed in terms of power functions with constant multiples such
as 47. The independent variable is r, not x. We say that “V is a function of r” (and also “S is a
function of ).

(a) Sketch V as a function of r and S as a function of r on the same set of axes. Which one grows
faster as r increases?

(b) What is the ratio of the volume to the surface area; that is, what is % in terms of r? Sketch a
graph of % as a function of r.

(c) The formulae above tell us the volume and the area of a sphere of a given radius. But suppose
we are given either the volume or the surface area and asked to find the radius.

(i) Find the radius as a function of the volume (i.e. express r in terms of V).
(i1) Find the radius as a function of the surface area.
(i11) Use your results to find the radius of a balloon whose volume is 1 litre.
(iv) Find the radius of a balloon whose surface area is 10 cm?.

(v) Find the surface area of a balloon whose volume is 36 cm?>.

» Stage 3

QI[18]: answer
Answer the following by solving for x in each case. Find all values of x for which the following
functions cross the x-axis (equivalently: the zeros of the function, or roots of the

equation f(x) =0.)

(@) f(x) =1I—7yx, where I,y are positive constants.

(b) f(x) =1I—yx+ex?, where I,7, € are positive constants. Are there cases where this function
does not cross the x axis?

(c) In the case where the root(s) exist in part (b), are they positive, negative or of mixed signs?
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QI[19]: answer
Properties of animals are often related to their physical size or mass. For example, the metabolic
rate of the animal (R), and its pulse rate (P) may be related to its body mass m by the approximate
formulae R = Am®? and P = Cm?, where A,C, b, d are positive constants. Such relationships are
known as allometric relationships.

(a) Use these formulae to derive a relationship between the metabolic rate and the pulse rate (hint:
eliminate m).

(b) A similar process can be used to relate the Volume V = (4/3) 77> and surface area S = 477> of
a sphere to one another. Eliminate r to find the corresponding relationship between volume and
surface area for a sphere.

Q[20]: answer
It is known that the rate v at which a certain chemical reaction proceeds depends on the
concentration of the reactant ¢ according to the formula

Kc?

Ve=—
a? + c?

where K, a are positive constants. When the chemist plots the values of the quantity 1/v (on the
vertical axis) versus the values of 1/c¢2 (on the horizontal axis), she finds that the points are best
described by a straight line with slope 8 that intersects the vertical axis at 2. Use this result to find
the values of the constants K and a.
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Chapter 2

LIMITS

2.14 Quick review of limits

Exercises
Jump to HINTS, ANSWERS, SOLUTIONS or TABLE OF CONTENTS.

» Stage 1

Ql1]: answer solution
Given the function shown below, evaluate the following:

@ Jim, /(9
(b) lim f(x)

(©) lim f(x)

y=f(x)

Ql2]: hint answer solution




LIMITS 2.1 QUICK REVIEW OF LIMITS

Given the function shown below, evaluate liné f(x).
X—>

y y=f(x)

—1 £

Q[31]: hint answer  solution
Given the function shown below, evaluate:

@ lim f(x)

x——1-

® lim f(x)

x——1t

@ Jim /(3

(@) lim_f(x)

x——2F

() lim f(x)

x—27

|
[\
[
p—
[
[\

Q[4]: answer  solution

Draw a curve y = f(x) with lin%f(x) = f(3) = 10.

Q[5]: hint answer solution

Draw a curve y = f(x) with lin%f(x) =10and f(3) =0.
X—

10
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Ql6]: hint answer solution

Suppose lir%f(x) = 10. True or false: f(3) = 10.
X—

QI[7]: hint answer  solution
Suppose f(3) = 10. True or false: lirr%f(x) = 10.
X—
QI[8]: hint answer solution
Suppose f(x) is a function defined on all real numbers, and lim2 f(x) =16. Whatis lim f(x)?
A== x——2"
Q[9]: hint answer  solution
Suppose f(x) is a function defined on all real numbers, and lim f(x) = 16. What is lim2 f(x)?
x——2" X——
» Stage 2

In Questions 10 through 17, evaluate the given limits. If you aren’t sure where to begin, it’s nice to
start by drawing the function.

Q[10]: answer  solution
limsint

t—0

Q[11]: answer  solution

lim logx
x—0t g

Ql12]: answer  solution
lim y
y—)

Q[13]: answer  solution

lim —
x—0— X

Q[141]: hint answer solution

lim —
x—0 X

Q[15]: answer  solution

Ql[16]: hint answer solution

Q[17]: hint answer  solution

. sinx x<29
lim f(x), where f(x) = { 2 209"

X

2.1.1 »» Calculating limits with limit laws

Exercises
Jump to HINTS, ANSWERS, SOLUTIONS or TABLE OF CONTENTS.

11



LIMITS 2.1 QUICK REVIEW OF LIMITS

» Stage 1
Ql[1]: answer  solution
Suppose lim f(x) = 0 and lim g(x) = 0. Which of the following limits can you compute, given this
X—a X—a
information?
@ tim £
x—a 2
2
b) lim ——
® 7
© tim L&)
x—a g x)
(d) lim f(x)g(x)
Ql2]: hint answer  solution
Give two functions f(x) and g(x) that satisfy lim f(x) = lim g(x) = 0 and lim fx) = 10.
x—3 x—3 x—>3g (x)
QI31: hint answer solution
Give two functions f(x) and g(x) that satisfy lim f(x) = lim g(x) = 0 and lim fx) =0.
x—3 x—3 x—3g (x)
Ql4]: answer  solution
Give two functions f(x) and g(x) that satisfy lim f(x) = lim g(x) = 0 and lim fx) =
x—3 x—3 x—3 g (x)
QIS5 hint answer solution
Suppose lim f(x) = lim g(x) = 0. What are the possible values of lim @?
X—da X—a X—a g(x)
» Stage 2
For Questions 6 through 38, evaluate the given limits.
Ql6]: hint answer solution
2(t —10)?
lim 20107
t—10 t
QI[7]: hint answer solution
1 2 3
i O DO+2)(+3)
y—0 COSYy
QI8]: hint answer  solution
, <4x - 2) 4
lim
=3\ x+2
QI9]1(=): hint answer solution
. ( 1—1 )
lim | ——
t——3 \ cos(t)
QI10](*): hint answer solution

12
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2.1 QUICK REVIEW OF LIMITS

;
0 2h

Q[I1]():

. <t—5>
lim [ —
t—»—2\t+4

Q[12](x):

lirr% \V5x3+4
Q[13](+):

) t—2
Iim | ——
t——1 <t + 3>

Q[14](+):
lim
x—1 X

Q[15](+):
x—2

2

Q[17](#):

. xX*+x-6
Iim ——
=2 x—2

Q[18](x):
2

X —

Q[20](»):

lim
x——1 x+1

Q[21](#):
li

(2+h)>—4

log(1+x) —x

Vx2+8-3

- Vx+2—+4—x

x—1 x—1

Q[22](»):

|
x1—>3 x—3

Q[23]:

2

) 3
lim —x“cos [ —
x—0 X

Q[24](+):

Vi3 VAa

hint

hint

hint

hint

hint

hint

hint

hint

hint

hint

hint

answer

solution

answer

solution

answer

solution

answer

solution

answer

solution

answer

solution

answer

solution

answer

solution

answer

solution

answer

solution

answer

solution

answer

solution

answer

solution

answer

solution




LIMITS 2.1 QUICK REVIEW OF LIMITS

1
lim xsin? <—)
x—0 X

QI25]: hint answer solution
i 2w? —50

w—5 (W— 5)(W— 1)

Ql26]: hint answer solution

lim ———
ross 12 +10r +25

QI27]: hint answer solution
) ¥4 4x41
lim
x——1 3x+3
QI[28]: hint answer  solution
. X 42x+1
Iim ———
x—0 3x5 —5x3
QI[29]: hint answer solution
lim £ 4 -1 here x is a positive constant
—_— W X v
(57 12— 141+ 49 P
Q[30]: hint answer solution
L%ir% ¥ —32x+ 15, where x is a constant
QI31]: hint answer solution
2 2
) ) x°—=3x+2
1 —1)? _— 15
xl—IPl(x ) Sln[<x2—2x+1> *
Q[32](*): hint answer  solution
Evaluate
lim x'/ 190 sin (x_loo)
x—0
or explain why this limit does not exist.
Q[33](*): hint answer solution
. x*—4
lim
x—2 x2 —2x
Q[34]: hint answer solution
—5)2
-5 x+ 5
QI351]: hint answer solution
3t
Evaluate lim 3-—=1
t—1 2t —1
Q[36]: hint answer solution
Evaluate lim (3 + M) .
x—0 X
Q[37]: hint answer solution
|3d + 12|

Evaluate i
valate i, =
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QI38]: hint
Evaluate lim >x—9 .
x—0 |x | +2
3
Suppose xErEI f(x) = —1. Evaluate xErEI %
QL40](+: hint
2
Find the value of the constant a for which lim M exists.

x——2 x2—|—x—2

Q[41]:
Suppose f(x) = 2x and g(x) = 1. Evaluate the following limits.

(a) lim f(x)
(b) lim g(x)
(©) lim f(x)g(x)

(d) lim @

x—0 g(x)

(© lim[£(x) + ()]

. flx)+1
© ;%E»I(l)g(x—l—l)

» Stage 3

Q[42](#): hint
lim Vx+T—=411—x
x—2 2x—4 )

QU4310): hint
lim_> 3
t—12 —+/5—t ’
Q[44]: hint

1
The curve y = f(x) is shown in the graph below. Sketch the graph of y = m
X

answer  solution

answer  solution

answer  solution

answer  solution

answer  solution

answer  solution

answer  solution
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Ql45]: hint answer solution
The graphs of functions f(x) and g(x) are shown in the graphs below. Use these to sketch the graph
f(x)
of ——.
8(x)
y )
b y=g(x)
| X
1
Q[46]: answer  solution
Let f(x) = 1 and g(x) = =L
(a) Evaluate lim f(x) and lim g(x).
x—0 x—0
(b) Evaluate lil’I(l) [f(x) +g(x)]
X—
(c) Is it always true that lim[f(x) + g(x)] = lim f(x) + lim g(x)?
X—ad x—a x—a
Q[47]: hint answer solution
Suppose
243, x>0
fx)=<0 , x=0

x=3 , x<0

(a) Evaluate lim f(x).

x—0~

16



LIMITS 2.1 QUICK REVIEW OF LIMITS

(b) Evaluate lim f(x).

x—0t

(c) Evaluate lirr(l) f(x).
x—>

Q[48]: hint answer solution
Suppose

x4+ 8x+16
flx) = x2+30x—4 ’
¥ 4+8x2+16x , x<—4
(a) Evaluate lim f(x).

x——4-

(b) Evaluate lim f (x).

x——4

(c) Evaluate lim4 f(x).

2.1.2 » Limits at infinity

Exercises
Jump to HINTS, ANSWERS, SOLUTIONS or TABLE OF CONTENTS.

» Stage 1

QI[1]: hint answer  solution
Give a polynomial f(x) with the property that both lirglO f(x) and lim f(x) are (finite) real
X—> X——00

numbers.

Ql2]: hint answer solution
Give a polynomial f(x) that satisfies lim f (x) # lim f(x).
x— X——00

» Stage 2
Q[3]: hint answer  solution
Evaluate lim 27"

X—00
Ql4]: hint answer solution
Evaluate lim 2*

X—00
Q[5]: hint answer solution
Evaluate lim 2*

X——00
Ql6]: hint answer solution
Evaluate lim cosx

X——00
QI[7]: hint answer solution

Evaluate lim x — 3x° + 100x2.
X—00

17
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QI8I: hint
A3 +Tx4+ 10
Evaluate lim .

- x4 —2x2 41
Q[9](#): hint
lim [\/x2 +5x—vVx2—x
X—00

QLIO(+): hint

3
Evaluate lim al

x>0 A x— 25
QUII(): hint

1 —x—x?
Evaluate lim -
x——00 2x2_7

Q[12](#): hint
Evaluate lim (vx+x —x)
X—00
Q[13](#): hint
5x2—3x+1

Evaluate hm —_—
X——+00 3x +x+7

QL141(+): hint
\/4x—}—2
Evaluate lim ——
x—>+mo 3x+4 "
QLI5I(»): hint
4 3
Evaluate lim x—+x
x——400 Tx3 +x2 -2
Ql16]: hint
Evaluate lim Vo e Vot
X—>—00 x-|—1
QII7](+: hint
5x2+10
Evaluate xl{l’_{lw m
x+1
X——00 \/7
Q[19]: hint
+1

Evaluate 11m

X—00 \F

QI20](+): hint
Find the limit lim sin (EM) ey
X——00 2 x X
QI21](#):
Evaluate lim ﬂ
Xx>—004/x2+5—x
QI221(+): hint

answer  solution
answer  solution
answer  solution
answer  solution
answer  solution
answer  solution
answer  solution
answer  solution
answer  solution
answer  solution
answer  solution
answer  solution
answer  solution
answer  solution
answer  solution
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Evaluate lim il

x>—0\/4x2 + 15 —x
QI23]: hint answer solution

Evaluate lim 3x" 0 15
valu —_—
x—>—w0  4x2 4+ 32x

Q[24](»): hint answer solution

Evaluate lim <\/ n?45n— n) )

n—00

QI25]: hint answer solution
2

_1
Evaluate lim 4.
a—0t ad— 1

Ql26]: hint answer solution
2x+8

S DT S

x—3 x2—9

Evaluate lim
x—3
» Stage 3

QI[27]: hint answer  solution
Give a rational function f(x) with the properties that lirgo f(x) # lim f(x), and both limits are
X— X——00

(finite) real numbers.

QI28]: hint answer  solution
Suppose the concentration of a substance in your body ¢ hours after injection is given by some
formula ¢(z), and tlim c(t) # 0. What kind of substance might have been injected?

—00

2.24 Asymptotes

Exercises
Jump to HINTS, ANSWERS, SOLUTIONS or TABLE OF CONTENTS. These questions are adapted
from Keshet, Chapter 1. Note that text does not provide entire solutions.

QI1I: answer

Consider the Michaelis-Menten kinetics where the speed of an enzyme-catalyzed reaction is given
by v = %

(a) Explain the statement that “when x is large there is a horizontal asymptote” and find the value
of v to which that asymptote approaches.

(b) Determine the reaction speed when x = k,, and explain why the constant k,, is sometimes called
the “half-max” concentration.

QI[2]: answer
Hill functions are sometimes used to represent a biochemical “switch,” that is a rapid transition from
one state to another. Consider the functions:

x? x

1+x2° y2(x) = T+

yi(x) =

where x = 0.

19
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(a) Where do these functions intersect?
(b) What are the asymptotes of these functions?
(c) Which of these functions increases fastest near the origin?

(d) Which is the sharpest “switch” and why?

2.34 Limits and continuity

Exercises
Jump to HINTS, ANSWERS, SOLUTIONS or TABLE OF CONTENTS.

» Stage 1

QI[1]: hint answer solution
Give an example of a function (you can write a formula, or sketch a graph) that has infinitely many
infinite discontinuities.

QI[2]: hint answer solution
Suppose f(#) is continuous at # = 5. True or false: t = 5 is in the domain of f(z).

QI[3]: hint answer  solution
Suppose lingf(t) = 17, and suppose f(7) is continuous at # = 5. True or false: f(5) = 17.
11—

Q[4]: hint answer solution

Suppose lingf(t) = 17. True or false: f(5) = 17.
—

QI51: hint answer solution
. xf(x) -
Suppose f(x) and g(x) are continuous at x = 0, and let A(x) = . Whatis lim A(x)?
ppose /(1) and g(x) () = ooty - Whatis lim (2
» Stage 2
Qlel: hint answer solution
Find a constant k so that the function
. 1
_ f xsin() whenx#0
“(x)_{ k when x =0
is continuous at x = 0.
QIL71(+): hint answer  solution
1
Describe all points for which the function is continuous: f(x) = T
x R
QI8](*): hint answer solution
1
Describe all points for which this function is continuous: f(x) = —= o
x R
QI9]1(*): hint answer solution

1

\/1+cos(x)

Describe all points for which this function is continuous:

20
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Q[10](+): hint
1
Describe all points for which this function is continuous: f(x) = -
x
QUI1](+): hint

Find all values of ¢ such that the following function is continuous at x = c:

8—cx if x<c¢
f(x)—{ X2  if x>c¢

Use the definition of continuity to justify your answer.

QLI2](): hint

Find all values of ¢ such that the following function is continuous everywhere:

2

x*+c x=0
X)) =
f() {coscx x<0

Use the definition of continuity to justify your answer.

QUI3](»): hint
Find all values of ¢ such that the following function is continuous:
£(x) x> —4 ifx<c
X)) =
3x ifx>c.

Use the definition of continuity to justify your answer.

QUI41(+: hint

Find all values of ¢ such that the following function is continuous:

flx) = 2

6—cx if x<2¢c
X if x>2c

Use the definition of continuity to justify your answer.

answer  solution
answer  solution
answer  solution
answer  solution
answer  solution
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Chapter 3

INTRODUCTION TO THE DERIVATIVE

3.14 Review: lines

No exercises for Section 3.1
Jump to TABLE OF CONTENTS.

3.24 Slopes and rates of change

Exercises
Jump to HINTS, ANSWERS, SOLUTIONS or TABLE OF CONTENTS.

» Stage 1

Ql[1]: answer  solution
Shown below is the graph y = f(x). If we choose a point Q on the graph to the left of the y-axis, is
the slope of the secant line through P and Q positive or negative? If we choose a point Q on the

graph to the right of the y-axis, is the slope of the secant line through P and Q positive or negative?

)7
P

Ql2]: hint answer solution

23



INTRODUCTION TO THE DERIVATIVE 3.2 SLOPES AND RATES OF CHANGE

Shown below is the graph y = f(x).

(a) If we want the slope of the secant line through P and Q to increase, should we slide Q closer to
P, or further away?

(b) Which is larger, the slope of the tangent line at P, or the slope of the secant line through P and
Q?

P
X
0
QI3]: hint answer solution
Group the functions below into collections whose secant lines from x = —2 to x = 2 all have the
same slopes.
) y )

‘ /‘ X ‘ [ | f x
=2 2 -2 2 -2 2

." ‘ .'ﬂ ‘ * ./‘,.
-2 2 -2 2 -2\ /2

(d) (e) ()

» Stage 2

Q[4]: hint  answer solution
Give your best approximation of the slope of the tangent line to the graph below at the point x = 5.

24



INTRODUCTION TO THE DERIVATIVE 3.2 SLOPES AND RATES OF CHANGE

—_—

QI51: hint answer solution
On the graph below, sketch the tangent line to y = f(x) at P. Then, find two points Q and R on the
graph so that the secant line through Q and R has the same slope as the tangent line at P.

Ql[el]: hint answer  solution
Mark the points where the curve shown below has a tangent line with slope 0.

25



INTRODUCTION TO THE DERIVATIVE 3.3 THE DERIVATIVE

y=f(x)

(Later on, we’ll learn how these points tell us a lot about the shape of a graph.)

3.34 The derivative

Exercises
Jump to HINTS, ANSWERS, SOLUTIONS or TABLE OF CONTENTS.

» Stage 1

QI[1]: hint answer solution

d
The function f(x) is shown. Select all options below that describe its derivative, af:

(a) constant (b) increasing (c) decreasing
(d) always positive (e) always negative

y

Ql2]: hint answer solution

d
The function f(x) is shown. Select all options below that describe its derivative, af:

(a) constant (b) increasing (c) decreasing
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INTRODUCTION TO THE DERIVATIVE 3.3 THE DERIVATIVE

(d) always positive (e) always negative

QI[3]: hint answer  solution

d
The function f(x) is shown. Select all options below that describe its derivative, af:

(a) constant (b) increasing (c) decreasing
(d) always positive (e) always negative

Q[41(+): answer  solution
State, in terms of a limit, what it means for f(x) = x> to be differentiable at x = 0.

Q[5]: hint answer solution
For which values of x does f’(x) not exist?
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INTRODUCTION TO THE DERIVATIVE 3.3 THE DERIVATIVE

Q[el: hint answer solution
Suppose f(x) is a function defined at x = a with

fath-f@ . fath)—fl)
h—0~ h—0F h

True or false: f/(a) = 1.
Q[7]: hint answer  solution
Suppose f(x) is a function defined at x = a with

lim f/(x) = lim f'(x) =1.

x—a~ x—at
True or false: f’(a) = 1.
QI8]: hint answer solution

Suppose s(t) is a function, with ¢ measured in seconds, and s measured in metres. What are the units
of s'(r)?

» Stage 2

QI[9]: hint answer  solution
Use the definition of the derivative to find the equation of the tangent line to the curve y(x) = x> +5
at the point (1,6).

Q[10]: hint answer solution
Use the definition of the derivative to find the derivative of f(x) = )—IC

Q[11](+): hint answer solution
Let f(x) = x|x|. Using the definition of the derivative, show that f(x) is differentiable at x = 0.

Q[12](+): hint answer  solution
Use the definition of the derivative to compute the derivative of the function f(x) = ﬁ
Q[13](+): answer  solution
Use the definition of the derivative to compute the derivative of the function f(x) = x2:-3'
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INTRODUCTION TO THE DERIVATIVE 3.3 THE DERIVATIVE

Q[141]: hint answer solution
Use the definition of the derivative to find the slope of the tangent line to the curve
f(x) =xlog;y(2x+ 10) at the point x = 0.

Q[15](+): hint answer  solution
Compute the derivative of f(x) = é directly from the definition.

Q[16](»): hint answer solution
Find the values of the constants a and b for which

X2 x<?2
f(x)—{ ax+b x>2

is differentiable everywhere.

Remark: In the text, you have already learned the derivatives of x> and ax 4 b. In this question, you
are only asked to find the values of a and b—not to justify how you got them—so you don’t have to
use the definition of the derivative. However, on an exam, you might be asked to justify your answer,
in which case you would show how to differentiate the two branches of f(x) using the definition of
a derivative.

QI17](+): hint answer  solution
Use the definition of the derivative to compute f’(x) if f(x) = /1 +x. Where does f(x) exist?

» Stage 3

QI[18]: hint answer  solution
Use the definition of the derivative to find the velocity of an object whose position is given by the
function s(1) = 1* — 12,

Q[19](+): hint answer solution
Determine whether the derivative of following function exists at x = 0.

FO) =9 e ifx<0

You must justify your answer using the definition of a derivative.

{xcosx ifx>=0

Q[20](+): hint  answer solution
Determine whether the derivative of the following function exists at x = 0
XCosXx ifx<0
X)) =
S ) {\/l—f—x—l ifx>0

You must justify your answer using the definition of a derivative.

Q21](#): hint answer solution
Determine whether the derivative of the following function exists at x = 0

x> —Tx? ifx<0
-

x3c0s(1) ifx>0

X

You must justify your answer using the definition of a derivative.
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QI22](+): hint answer solution
Determine whether the derivative of the following function exists at x = 1

4x? —8x+4 ifx<l1

flx)= (x—1)%sin (ﬁ) ifx>1

You must justify your answer using the definition of a derivative.

QI[23]: hint answer  solution
Sketch a function f(x) with f/(0) = —1 that takes the following values:

X -1
f(x) | —1

A=
00| = 00| i
OO =i 00—
A
DO —i 8| —|

D= D =

Remark: you can’t always guess the behaviour of a function from its points, even if the points seem
to be making a clear pattern.

Ql[241]: hint answer solution
Let p(x) = f(x) 4 g(x), for some functions f and g whose derivatives exist. Use limit laws and the
definition of a derivative to show that p’(x) = f'(x) + g'(x).

Remark: this is called the sum rule, and we’ll learn more about it in Lemma 4.1.1.

QI25]: hint answer solution
Let f(x) = 2x, g(x) = x, and p(x) = f(x) - g(x).

(a) Find f’(x) and g’ (x).

(b) Find p/(x).

© Is p'(x) = f'(x) - &'(x)?

In Theorem 4.1.3, you’ll learn a rule for calculating the derivative of a product of two functions.

Q[26](»): hint answer solution
There are two distinct straight lines that pass through the point (1,—3) and are tangent to the curve
y = x°. Find equations for these two lines.

Remark: the point (1,—3) does not lie on the curve y = x°.
Q[27](*): hint answer  solution
For which values of a is the function
0 x<0
fx) {xasin% x>0

differentiable at 0?

s Interpretations of the derivative

Exercises
Jump to HINTS, ANSWERS, SOLUTIONS or TABLE OF CONTENTS.
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» Stage 2

QI28]: hint answer solution
Suppose h(r) gives the height at time ¢ of the water at a dam, where the units of ¢ are hours and the
units of & are meters.

(a) What is the physical interpretation of the slope of the secant line through the points (0,4(0))
and (24,h(24))?

(b) What is the physical interpretation of the slope of the tangent line to the curve y = h(z) at the
point (0,4(0))?

Q[29]: answer  solution
Suppose p(t) is a function that gives the profit generated by selling 7 widgets. What is the practical
interpretation of p’(¢)?

QI30]: answer  solution
T (d) gives the temperature of water at a particular location d metres below the surface. What is the
physical interpretation of 7’(d)? Would you expect the magnitude of 7’(d) to be larger when d is
near 0, or when d is very large?

QI311]: answer  solution

C(w) gives the calories in w grams of a particular dish. What does C'(w) describe?

QI32]: answer  solution
The velocity of a moving object at time ¢ is given by v(z). What is v/(7)?

QI33]: answer  solution
The function 7'(j) gives the temperature in degrees Celsius of a cup of water after j joules of heat
have been added. What is 77 (j)?

Q[341]: answer  solution
A population of bacteria, left for a fixed amount of time at temperature 7', grows to P(7T') individuals.
Interpret P'(T).

» Stage 3

QI35]: hint answer solution
You hammer a small nail into a wooden wagon wheel. R(7) gives the number of rotations the nail
has undergone ¢ seconds after the wagon started to roll. Give an equation for how quickly the nail is
rotating, measured in degrees per second.

Ql36]: hint answer solution
A population of bacteria, left for a fixed amount of time at temperature 7', grows to P(7T') individuals.
There is one ideal temperature where the bacteria population grows largest, and the closer the sample
is to that temperature, the larger the population is (unless the temperature is so extreme that it causes
all the bacteria to die by freezing or boiling). How will P/(T) tell you whether you are colder or
hotter than the ideal temperature?

3.4+ Higher order derivatives

Exercises
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Jump to HINTS, ANSWERS, SOLUTIONS or TABLE OF CONTENTS.

» Stage 3

Ql1]: hint answer solution
A function f(x) satisfies f'(x) <0 and f”(x) > 0 over (a,b). Which of the following curves below
might represent y = f(x)?

(1) (ii) (ii1)

(v) (v)

3.54 Derivatives of exponential functions

Exercises
Jump to HINTS, ANSWERS, SOLUTIONS or TABLE OF CONTENTS.

» Stage 1

Ql[1]: hint answer  solution
Match the curves in the graph to the following functions:

1

@=(3) =1 =2 @y=2 (@y=¥
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y B C

QI[2]: hint answer  solution

The graph below shows an exponential function f(x) = a* and its derivative f’(x). Choose all the
options that describe the constant a.

(@a)a<0 (b)a>0 (c)a<l (d)a>1 (e)a<e (f)a>e

~<
I
~
~
Na¥

J

QI3 hint answer solution
1

True or false: a{ex} =xe'”

Q[4]: hint answer  solution
A population of bacteria is described by P(¢) = 100e%%, for 0 < ¢ < 10. Over this time period, is
the population increasing or decreasing?

QI51: hint answer solution

What is the 180th derivative of the function f(x) = ¢*?

» Stage 3

QI6]: hint answer solution
Which of the following functions describe a straight line?

(a)y= e3logx 4 (b) 2y+5= o3 tlogx (c)y= 244 (d)y= elogx3e+log2

33



INTRODUCTION TO THE DERIVATIVE 3.5 DERIVATIVES OF EXPONENTIAL FUNCTIONS

34



Chapter 4

COMPUTING DERIVATIVES

4.14 Arithmetic of derivatives

Exercises
Jump to HINTS, ANSWERS, SOLUTIONS or TABLE OF CONTENTS.

» Stage 1

QI[1]: hint answer solution

d
True or false: a{ f(x)+g(x)} = f(x) + & (x) when f and g are differentiable functions.

Ql2]: hint answer solution

d
True or false: a{ f(x)g(x)} = f'(x)g'(x) when f and g are differentiable functions.

QI[3]: hint answer  solution
d / /

True or false: — {f(x) } = F'(x) — f(xz) g') when f and g are differentiable functions.
de {g(x) )  8(x)  £*()

Ql4]: hint answer solution

Let f be a differentiable function. Use at least three different rules to differentiate g(x) = 3f(x) in
different ways, and verify that they all give the same answer.

» Stage 2

QI5]: hint answer solution

Differentiate f(x) = 3x% +4x'/2 for x > 0.

Ql6]: hint answer solution

Let f(x) = 2*. What is (") (x), if n is a whole number?

Q[7]: hint answer  solution

Use the product rule to differentiate f(x) = (2x+5)(8/x —9x).
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QI8](+): hint answer solution

1
Find the equation of the tangent line to the graph of y = x> at x = 5

QI9]1(=): hint answer solution
A particle moves along the x—axis so that its position at time ¢ is given by x = B4+ 1.

(a) Atr =2, what is the particle’s speed? That is, what is the absolute value of its velocity?
(b) Att =2, in what direction is the particle moving?

(c) Atr =2, is the particle’s speed increasing or decreasing?

Q[10](*): answer  solution
2x—1
Calculate and simplify the derivative of a
2x+1
Q[11]: hint answer solution
_ 3x41)7
What is the slope of the graph y = (3—2) when x = 1?
x J—
» Stage 3
Ql12]: hint answer  solution

Let g(x) = f(x)e", for a differentiable function f(x). Give a simplified formula for g'(x).

Functions of the form g(x) are relatively common. If you remember this formula, you can save
yourself some time when you need to differentiate them.

QI[13]: hint answer  solution
A town is founded in the year 2000. After 7 years, it has had b(¢) births and d(¢) deaths. Nobody
enters or leaves the town except by birth or death (whoa). Give an expression for the rate the
population of the town is growing.

Q[14](+): answer  solution
Find all points on the curve y = 3x> where the tangent line passes through (2,9).

Q[15](): hint answer solution
4/100180 4y —4/100180
Evaluate ling) ( +Y ) by interpreting the limit as a derivative.
y— y
Ql[16]: hint answer solution

A rectangle is growing. At time ¢ = 0, it is a square with side length 1 metre. Its width increases
at a constant rate of 2 metres per second, and its length increases at a constant rate of 5 metres per
second. How fast is its area increasing at time ¢ > 07

QI17]: hint answer solution
Let f(x) = x*g(x) for some differentiable function g(x). What is f(0)?

QI[18]: answer  solution
Verify that differentiating f(x) = % using the quotient rule gives the same answer as differentiat-
X
k
ing f(x) = % . % using the product rule and the quotient rule, when k(x) # 0.
X X
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Q[19](+): hint answer solution
Find constants a, b so that the following function is differentiable:

axl+b x<1
o ={ et

QI20]: hint answer solution

Let g(x) = f(x)e*. In Question 12, Section 3.5, we learned that g’(x) = [f(x) + f'(x)]e".

(a) Whatis g"(x)?
(b) What is g"” (x)?

(c) Based on your answers above, guess a formula for g(*) (x). Check it by differentiating.
Q[21]:
This question is now Question 36 in Section 4.3, because it uses the chain rule.

» Using the arithmetic of derivatives - examples

Exercises
Jump to HINTS, ANSWERS, SOLUTIONS or TABLE OF CONTENTS.

» Stage 1

QI22]: hint answer solution
Spot and correct the error(s) in the following calculation.

2x
flx) = x+1
2(x+1)+2x
1o
f (X) - (x+ 1)2
C2(x+1)
 (x+1)2
2
Cox+1
Q[23]: 4 hint answer solution
True or false: 5{2"} =x2" 1
» Stage 2
Q[24]: . hint answer solution
Find the derivative of f(x) = ;— :
X
Q[25]: hint answer  solution

Differentiate f(x) = e**.

37
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Ql26]: hint answer solution
Differentiate f(x) = ¢***, where a is a constant.

Q[27]: hint answer solution
For which values of x is the function f(x) = xe* increasing?

QI28]: hint answer solution
4

Suppose the position of a particle at time ¢ is given by s(7) = t26+ T Find the acceleration of the
particle (s”(¢)) at time ¢t = 1.
QI29]: hint answer solution
Differentiate f(x) = (¢*+1)(e*—1).
Q[30]: hint answer  solution
A particle’s position is given by

s(t) =12,
When is the particle moving in the negative direction?
QI[311]: hint answer  solution

Let f(x) = ax'3 for some constant . Which value of a results in f15) (x) = 32

QI[32]: hint answer solution
Differentiate f(x) = 3x°+ 5x* + 12x? 4+ 9 and factor the result.

QI33]: hint answer solution
Differentiate s(¢) = 3t* + 53 — 1.

Q[34]: hint answer solution
Differentiate x(y) = <2y—|— %) -y,

Q[35]: hint answer solution
o Vit 1
Diff tiate T ==
ifferentiate 7'(x) 213
Q[36](+): answer  solution
7 2
Compute the derivative of ( ;C+ )
x=4+3
QI37]: hint answer  solution
What is f7(0), when f(x) = (3x> +4x> +x+1)(2x+5)?
Q[38]: hint answer solution
36 +1
Diffi tiat = .
ifferentiate f(x) 2T 5
Q[39](+): answer  solution
3x2+5
Compute the derivative of ( )26 + )
—X
Q[40](+): answer  solution
Compute the derivative of | 2"
ompute the derivative o .
P 3245
Q[41](»): answer  solution
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Compute the derivative of (Z;C:;l > .
Q[42](+): hint answer  solution
For what values of x does the derivative of I _);2 exist? Explain your answer.
Q[43]: hint answer  solution
Differentiate f(x) = (3J/x+ 15¢/x+8) (3x* + 8x—5).
Q[44]: hint answer solution
Differentiate f(x) = (2 + 50+ lx) (vxt vx) .

» Stage 3
QI451: hint  answer  solution

Let f (x) = ax’ 4+ bx% + cx +d, where a, b, ¢, and d are nonzero constants. What is the smallest
n

= 0 for all x?

integer n so that

Q[46](+): hint answer solution
Let f(x) = x]x|.

(a) Show that f(x) is differentiable at x = 0, and find f/(0).

(b) Find the second derivative of f(x). Explicitly state, with justification, the point(s) at which
f”(x) does not exist, if any.

Q[47](+): hint answer solution
Find an equation of a line that is tangent to both of the curves y = x* and y = x*> — 2x + 2 (at different
points).

Q[48](+): hint answer solution

Find all lines that are tangent to both of the curves y = x? and y = —x? + 2x — 5. Tllustrate your
answer with a sketch.

Q[49](»): hint answer solution
X2015 o 22015
Evaluate lim (—) )

x—2 x—2

4.24 Trigonometric functions and their derivatives

Exercises
Jump to HINTS, ANSWERS, SOLUTIONS or TABLE OF CONTENTS.

» Stage 1
QI[1]: hint answer  solution
Graph sine and cosine on the same axes, from x = —27 to x = 27. Mark the points where sinx has

a horizontal tangent. What do these points correspond to, on the graph of cosine?
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Ql2]: hint answer solution
Graph sine and cosine on the same axes, from x = —27 to x = 2. Mark the points where sinx has
a tangent line of maximum (positive) slope. What do these points correspond to, on the graph of
cosine?

Q[3]: hint answer solution
The height of a particle at time 7 seconds is given by /(7) = —cost. Is the particle speeding up or
slowing down at t = 1?

Ql4]: hint answer  solution
The height of a particle at time ¢ seconds is given by A(t) = t3 —t? — 5¢ + 10. Is the particle’s motion
getting faster or slower att = 1?

QIS5 hint answer solution
Which statements below are true, and which false?
d4
a) — sinx = sinx
@ Fa
4
b) — cosx = cosx
®) 3a
4
C) —tanx = tanx
© 3
» Stage 2
QI6]: hint answer solution

Differentiate f(x) = sinx+ cosx + tanx.

Q[7]: hint answer solution
For which values of x does the function f(x) = sinx -+ cosx have a horizontal tangent?

QI8]: hint answer  solution
Differentiate f(x) = sin®x + cos?x.

QI91: hint answer solution
Differentiate f(x) = 2sinxcosx.

Q[101]: answer  solution
Differentiate f(x) = ¢*cotx.

Q[11]: hint answer solution
2 si 3t
Differentiate f(x) = Zsinxt Jtanx
COSXx + tanx
Q[12]: answer  solution
Ssec 1
Differentiate f(x) = —iH_
e
QI[13]: answer  solution

Differentiate f(x) = (" + cotx)(5x® —cscx).

Q[141]: hint answer solution
Differentiate f(6) =sin (5 —6).

QI[15]: hint answer solution
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Differentiate f(x) = sin(—x) + cos(—x).

Ql1e6]: hint answer solution
cos 0 +sin @
Differentiate s() = ——.
ifferentiate s(6) 050 s
Q[17](x): hint answer solution

Find the values of the constants a and b for which

_ [ cos(x) x<0
f(x)_{ax+b x>0

is differentiable everywhere.

Q[18](+): answer  solution
T
Find the equation of the line tangent to the graph of y = cos(x) 4 2x at x = 5

» Stage 3
Q[19](»): 2015 hint answer solution
COS(X) — COS
Evaluate 08 ( ( ))c— 201(5 )> '
Q[20](+): hint answer solution
Evaluate xlgrn/ ; (co-sx(i)—n—/l3/2) .
Q[21](+): hint answer solution
Evaluate lim (%) .
XD\ X—T
QI[22]: hint answer solution

Show how you can use the quotient rule to find the derivative of tangent, if you already know the
derivatives of sine and cosine.

Q[23](»): hint answer solution
The derivative of the function

ax+b forx <0
f(x) = { 6cosx for x>0

2+4sinx+cosx

exists for all x. Determine the values of the constants a and b.

Q[24](+): hint answer solution
For which values of x does the derivative of f(x) = tanx exist?
QI25](»): answer  solution
L 10sin(x) . ,

For what values of x does the derivative of 26 exist? Explain your answer.

xe4x—
Q[26](+): answer  solution

2+6x+5
For what values of x does the derivative of ™ + (x;— exist? Explain your answer.
sin(x

QI27](+): answer  solution

T
Find the equation of the line tangent to the graph of y = tan(x) at x = 1
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Q[28](x): answer  solution
Find the equation of the line tangent to the graph of y = sin(x) 4 cos(x) + ¢ at x = 0.

QI[29]: answer  solution
For which values of x does the function f(x) = ¢*sinx have a horizontal tangent line?

Q[30](+): hint answer solution
Differentiate the function

h(x) = sin(|x])
and give the domain where the derivative exists.

Q[31](+): hint  answer solution
For the function

flx) =

which of the following statements is correct?
1. f is undefined at x = 0.
ii. f is neither continuous nor differentiable at x = 0.
iii. f is continuous but not differentiable at x = 0.
iv. f is differentiable but not continuous at x = 0.

v. f is both continuous and differentiable at x = 0.

Q[32](+): 0 hint answer solution
o sinx?T +2x0¢°

Evaluate lim — .
x—0 sin” x

4.34 The chain rule

Exercises
Jump to HINTS, ANSWERS, SOLUTIONS or TABLE OF CONTENTS.

» Stage 1

QI[1]: hint answer  solution
Suppose the amount of kelp in a harbour depends on the number of urchins. Urchins eat kelp: when
there are more urchins, there is less kelp, and when there are fewer urchins, there is more kelp.
Suppose further that the number of urchins in the harbour depends on the number of otters, who find
urchins extremely tasty: the more otters there are, the fewer urchins there are.

Let O, U, and K be the populations of otters, urchins, and kelp, respectively.
(a) Is % positive or negative?
(b) Is g—g positive or negative?

(©) Is % positive or negative?
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Remark: An urchin barren is an area where unchecked sea urchin grazing has decimated the
kelp population, which in turn causes the other species that shelter in the kelp forests to leave.
Introducing otters to urchin barrens is one intervention to increase biodiversity. A short video
with a more complex view of otters and urchins in Canadian waters is available on YouTube:
https://voutu.be/ASJI82wyHisE

QI2]: hint answer  solution
Suppose A, B, C, D, and E are functions describing an interrelated system, with the following

g dA dB dc dD dA s .
signs: gz >0, 56 >0, 55 <0, and ag > 0. Is 47 positive or negative?
» Stage 2
QI[3]: hint answer  solution

Evaluate the derivative of f(x) = cos(5x+ 3).

Q[4]: hint answer solution

Evaluate the derivative of f(x) = (x* +2) °

QI51: hint answer  solution

Evaluate the derivative of 7' (k) = (4k* +2k* 4+ 1) v,

Q[el: hint answer solution
o 41
Evaluate the derivative of f(x) =4 /= T
x J—
QI[71: , hint answer solution
Evaluate the derivative of f(x) = ("),
Q[8](#): hint answer solution

Evaluate f/(2) if f(x) = g(x/h(x)), h(2) =2,K'(2) =3, ¢'(1) = 4.

Q[9]1(): hint  answer solution
Find the derivative of *°°5(¥).

Q[10](»): hint answer solution
Evaluate f'(x) if f(x) = ¢ ¢0s%,

QLIT1](=): hint answer solution

x—1
Evaluate f’(x) if = .
valuate f(x) if f(x) T2
Q[12](+): hint answer solution

Differentiate the function |
= = 21
f(x) 2 TVx

and give the domain where the derivative exists.

QI13](*): answer  solution
sin5x
Evaluate the derivative of =
valuate the derivative of f(x) e
Q[14]: hint answer solution

Evaluate the derivative of f(x) = sec(e>*7).

QI[15]: hint answer solution
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T
Find the tangent line to the curve y = (tanzx + 1) (0052 x) at the point x = e

Q[16]: ., hint answer  solution
The position of a particle at time  is given by s(z) = e/ =" 7% For which values of # is the velocity
of the particle zero?

Q[17]: hint answer  solution

What is the slope of the tangent line to the curve y = tan <ex2> at the point x = 1?

Q[18](#): hint answer  solution
Differentiate y = ¢* tanx. You do not need to simplify your answer.
Q[19](»): hint answer solution
3
Evaluate the derivative of the following function at x = 1: f(x) = ﬁ
e
Q[20](*): hint answer  solution
Differentiate esin"(*).
Q[21](*): hint answer solution
Compute the derivative of y = sin (esx)
QI22](*): , hint answer solution
Find the derivative of ("),
Q[23](*): hint answer solution
Compute the derivative of y = cos (x2 + Va2 + 1)
Q[24](+): hint answer  solution
Evaluate the derivative.
y=(1+x*)cos’x
QI25](+): answer  solution
Evaluate the derivative.
e3x
Y= 1+ x2
QI26](*): answer  solution
Find g’ (2) if g(x) = x*h(x?), where h(4) =2 and /' (4) = —2.
Q[27](*): , hint answer solution
At what points (x,y) does the curve y = xe~@=1)/2 have a horizontal tangent?
QI28]: hint answer solution

A particle starts moving at time ¢ = 1, and its position thereafter is given by

s(1) = sin (%) |

When is the particle moving in the negative direction?
Q[29]: hint answer  solution

X
Compute the derivative of f(x) = ﬁ.
cos3(5x—
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Q[30](+): hint answer solution

d
Evaluate o {xezx cos 4x}.

» Stage 3
Q[31]: hint answer  solution
A particle moves along the Cartesian plane from time t = —7 /2 to time ¢ = /2. The x-coordinate

of the particle at time ¢ is given by x = cost, and the y-coordinate is given by y = sint, so the particle
traces a curve in the plane. When does the tangent line to that curve have slope —17?

Q[32](*): , hint answer  solution
Show that, for all x > 0, &t > 1 4 x.
QI[33]: hint answer solution
We know that sin(2x) = 2sinxcosx. What other trig identity can you derive from this, using
differentiation?
Q[34]: hint answer solution

3 ecscx2
Evaluate the derivative of f(x) = 4/ ————=——. You do not have to simplify your answer.

Vx3 —9tanx

QI351]: hint answer solution

Suppose a particle is moving in the Cartesian plane over time. For any real number ¢ > 0, the
coordinate of the particle at time 7 is given by (sint,cos?).

(a) Sketch a graph of the curve traced by the particle in the plane by plotting points, and describe
how the particle moves along it over time.

10
(b) What is the slope of the curve traced by the particle at time ¢t = Tn?
Q[36](+): hint  answer  solution
xX) = h(x :1+x—i—§x2
1) :

(a) Find the first and second derivatives of both functions
(b) Evaluate both functions and their first and second derivatives at 0.
(c) Show that for all x > 0, f(x) > h(x).

Remark: for some applications, we only need to know that a function is “big enough.” Since f(x) is
a difficult function to evaluate, it may be useful in some circumstances to know that it is bigger than
h(x) when x is positive.

4.4+ Logarithmic differentiation

Exercises
Jump to HINTS, ANSWERS, SOLUTIONS or TABLE OF CONTENTS. Reminder: in these notes, we use
logx to mean log, x, which is also commonly written elsewhere as Inx.
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» Stage 1

QI[1]: hint answer  solution
The volume in decibels (dB) of a sound is given by the formula:

V(P) = 10log;g <§)

where P is the intensity of the sound and S is the intensity of a standard baseline sound. (That is: S
is some constant.)

How much noise will ten speakers make, if each speaker produces 3dB of noise? What about one
hundred speakers?

Ql2]: hint answer solution
An investment of $1000 with an interest rate of 5% per year grows to

A(t) = 1000¢'/2°

dollars after ¢ years. When will the investment double?

Q3] hint answer solution
Which of the following expressions, if any, is equivalent to log (cos?x)?

(a) 2log(cosx) (b) 2log |cosx| (c) log?(cosx) (d) log(cosx?))

» Stage 2

Q[4]: hint answer solution
Differentiate f(x) = log(10x).

Q[5]: hint answer solution
Differentiate f(x) = log(x?).

Ql[6]: hint answer solution

Differentiate f(x) = log(x* +x).

QI[7]: hint answer  solution
Differentiate f(x) = log;qx.

Q[8](+): answer  solution
1
Find the derivative of y = o;;_gx.
X
QI[9I: hint answer solution
d
Evaluate T log(sec®).
Q[10]: hint answer solution

Differentiate the function f (x) = e*s(log¥),

Q[11](*): hint answer  solution
Evaluate the derivative. You do not need to simplify your answer.

y =log(x* ++/x*+1)
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answer  solution
answer  solution
answer  solution
answer  solution
answer  solution
answer  solution
answer  solution
answer  solution
answer  solution
answer  solution
answer  solution
answer  solution
answer  solution
answer  solution
answer  solution
answer  solution
answer  solution

Q[12](+): hint
Differentiate 4/—log(cosx).
Q[13](+): hint
Calculate and simplify the derivative of log (x +/x2+ 4).
Q[14](+): , hint
Evaluate the derivative of g(x) = log(e* ++/1+x%).
Q[15](#): hint
Evaluate the derivative of the following function at x = 1: g(x) =1o (Zx — 1>_

£ e =08 2x+1/°
QL16]: hint

2 3
Evaluate the derivative of the function f(x) = log %
Q[17]: hint
Evaluate f(2) if £(x) = log (g(xh(x))), h(2) =2, K(2) = 3, g(4) =3, ¢'(4) = 5.
Q[18](+): hint
Differentiate the function
g(x) =+ x".
Q[19]: hint
Differentiate f(x) = x*.
QI20](+): hint
Find f'(x) if £(x) = x* + log,ox.
Q[21]: hint
4 12 4 2 2
Differentiate f(x) = {/ (" + )(; s )
Q[22]: hint
Differentiate f(x) = (x+1)(x* +1)2(x* + 1) (x* + 1)*(x> +1)°.
Q[23]: hint
5x+10x+ 15 1
Differentiat = .
ifferentiate f(x) ( 3 L 43+ 5 ) <1o(x+1)>
Q[24](+): . hint
Let f(x) = (cosx)*™, with domain 0 <x < Z. Find f'(x).
QI25](+): hint
Find the derivative of (tan(x))*, when x is in the interval (0,7/2).
Q[26](+): , hint
Find f'(x) if f(x) = (x2+1)&+D)
QI27](+): , hint
Differentiate f(x) = (x2 4 1)8in(),
Q[28]: hint
3

d
Evaluate @{log(sz —12)}.
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COMPUTING DERIVATIVES 4.5 IMPLICIT DIFFERENTIATION

QI29](»): s hint answer solution
Let f(x) = x°" ), with domain (0,0). Find f'(x).

Q[30](+): ) hint answer solution
Differentiate f(x) = (3 + sin(x))* ~>.

» Stage 3

QI[311]: hint answer solution

d
Let f(x) and g(x) be differentiable functions, with f(x) > 0. Evaluate o {[ F(x)]EW }

QI32]: hint answer solution
Let f(x) be a function whose range includes only positive numbers. Show that the curves y = f(x)
and y = log(f(x)) have horizontal tangent lines at the same values of x.

4.54 Implicit differentiation

Exercises
Jump to HINTS, ANSWERS, SOLUTIONS or TABLE OF CONTENTS.

» Stage 1

Q[1]: hint answer solution
If we implicitly differentiate x> 4+ y*> = 1, we get the equation 2x + 2yy’ = 0. In the step where we
differentiate y* to obtain 2yy’, which rule(s) below are we using?

(a) power rule (b) chain rule (c) quotient rule
(d) derivatives of exponential functions

Ql2]: hint answer solution

. . . d : .
Using the picture below, estimate ay at the three points where the curve crosses the y-axis.

48
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Remark: for this curve, one value of x may correspond to multiple values of y. So, we cannot express
this curve as y = f(x) for any function x. This is one typical situation where we might use implicit
differentiation.

QI31: hint answer solution
Consider the unit circle, formed by all points (x,y) that satisfy x> +y? = 1.

y

(a) Is there a function f(x) so that y = f(x) completely describes the unit circle? That is, so that
the points (x,y) that make the equation y = f(x) true are exactly the same points that make the
equation x> 4 y* = 1 true?

(b) Is there a function f’(x) so that y = f’(x) completely describes the slope of the unit circle?
That is, so that for every point (x,y) on the unit circle, the slope of the tangent line to the circle
at that point is given by f’(x)?

d
(c) Use implicit differentiation to find an expression for _y. Simplify until the expression is a
function in terms of x only (not y), or explain why this is impossible.
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Ql4]: hint answer solution
Find the mistake(s) in the following work, and provide a corrected answer.
d2
Suppose —14x? +2xy +y? = 1. We find a); at the point (1,3). Differentiating
implicitly:
—28x+2y+2xy +2yy =0
Plugginginx =1,y =3:
—28+6+2y +6y =0
11
— _—
Y=
Differentiating:
y// — 0
» Stage 2
QI5](x): hint answer solution
dy
Find — if e+ =1.
n P Hxy+e +e
QIL6](*): hint answer solution
dy
If &’ = xy? te —.
e xy“ +x, compute o
Q[71(+): hint answer solution
If x*tan(my/4) + 2xlog(y) = 16, then find y’ at the points where y = 1.
QI8]: hint answer solution
Suppose a curve is defined implicitly by
x> 4+ x4y = sin(xy)
. d%y . N
What is 2 & the point (0,0)?
Q[91(+): answer  solution
3 4 2 d
If x° 4+ y* = cos(x* +y) compute 3.
Q[10](*): hint answer  solution
If x?¢” + 4xcos(y) = 5, then find y’ at the points where y = 0.
Q[11]: hint answer solution
2
The unit circle consists of all point x> +y> = 1. Give an expression for a)zi in terms of y.
Q[12](x): answer  solution
2032 — o d
If x* +y* = sin(x+y) compute 3.
Q[13](+): hint answer solution

If x*cos(y) +2xe’ = 8, then find y’ at the points where y = 0.

50
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Q[141]: hint answer solution
At what points on the ellipse x> + 3y?> = 1 is the tangent line parallel to the line y = x?

Q[15](%): hint answer solution
For the curve defined by the equation /xy = x%y —2, find the slope of the tangent line at the point
(1,4).

Q[16](»): hint answer solution

d
If x2y2 + xsin(y) = 4, find ay.

QI17]: hint answer solution

Let f(x) = (logx— 1)x. Evaluate f”(x).

» Stage 3
QI18](*): hint answer  solution
If x> + (y+1)e’ = 5, then find y’ at the points where y = 0.
QI[19]: answer  solution
For what values of x do the circle x> +y? = 1 and the ellipse x> 4+ 3y*> = 1 have parallel tangent
lines?
QI[20](*): hint answer solution

The equation x’y +y* = 10x defines y implicitly as a function of x near the point (1,2).
(a) Compute y' at this point.

(b) Tt can be shown that y” is negative when x = 1. Use this fact and your answer to (a) to make a
sketch showing the relationship of the curve to its tangent line at (1,2).

4.64 Inverse functions

No exercises for Section 4.6
Jump to TABLE OF CONTENTS.

4.74 Inverse trigonometric functions and their derivatives

Exercises
Jump to HINTS, ANSWERS, SOLUTIONS or TABLE OF CONTENTS.

» Stage 1

Q[1]: hint answer solution
Give the domains of each of the following functions.

(a) f(x) = arcsin(cosx) (b) g(x) = arcesc(cosx) (¢) h(x) = sin(arccosx)

QI[2]: hint answer  solution
A particle starts moving at time ¢t = 10, and it bobs up and down, so that its height at time ¢ > 10 is
given by cosz. True or false: the particle has height 1 at time ¢ = arccos(1).
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Q[3]: hint answer solution
The curve y = f(x) is shown below, for some function f. Restrict f to the largest possible interval
containing 0 over which it is one—to—one, and sketch the curve y = ! (x).

y

] AN
\/ U/

Q[4]: hint  answer  solution
Let a be some constant. Where does the curve y = ax + cosx have a horizontal tangent line?

QI51: hint answer  solution
Define a function f(x) = arcsinx + arccscx. What is the domain of f(x)? Where is f(x) differen-
tiable?

» Stage 2

Ql6]: hint answer  solution

Differentiate f(x) = arcsin (;ﬁ) What is the domain of f(x)?

QI[71: hint answer  solution
. ) arccost _ _

Differentiate f(r) = R What is the domain of f()?

QI8]: hint answer solution

Differentiate f(x) = arcsec(—x*> —2). What is the domain of f(x)?

QI9]: hint answer solution

. . 1 X )
Differentiate f(x) = — arctan <—>, where a is a nonzero constant.
a a
What is the domain of f(x)?

Q[10]: hint answer solution
Differentiate f(x) = xarcsinx + v/1 —x2. What is the domain of f(x)?
Q[11]: hint answer solution

For which values of x is the tangent line to y = arctan(x?) horizontal?

Ql12]: hint answer  solution

Evaluate o {arcsinx + arccosx}.

Q[13](#): hint answer solution
Find the derivative of y = arcsin()—lc).
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Q[141]: hint answer solution
2

Evaluate —= {arctan
5 larctanx).

Q[15](+): answer  solution
Find the derivative of y = arctan (%)

Q[16](+): answer  solution
Calculate and simplify the derivative of (1 + x?)arctan.x.

Q[17]: hint answer solution
d
Show that o {sin (arctan(x))} = (x* +1) 732,

QI[18]: hint answer solution
—1

Show that — {cot (arcsin(x))} = ———.

Q[19](#): hint answer solution

Determine all points on the curve y = arcsinx where the tangent line is parallel to the line y = 2x 4 9.

Q[20]: hint answer  solution
For which values of x does the function f(x) = arctan(cscx) have a horizontal tangent line?

» Stage 3

Q[21](*): hint answer solution
Let f(x) = x+cosx, and let g(y) = f~!(y) be the inverse function. Determine g’(y).

QI22](*): hint answer  solution
f(x) =2x—sin(x) is one~to—one. Find (f_l)l(ﬂ— 1).

Q[23](*): hint answer  solution
f(x) = ¢*+x is one~to—one. Find (f~ )/(e—i— 1).

Ql[241]: hint answer solution
Differentiate f(x) = [sinx + 2]*°¢“*, What is the domain of this function?

QI25]: hint answer solution
L o 1 | }
Suppose you can’t remember whether the derivative of arcsine is or . Describe

V1—x2 x2—1

how the domain of arcsine suggests that one of these is wrong.

Ql26]: hint answer solution
Evaluate EH <(x —1)~! (arctanx — g)) :

QI27]: hint answer solution
Suppose f(2x+1) = % Evaluate f~!(7).

QI[28]: hint answer solution

2x+3

Suppose f~!(4x—1) = T Evaluate f(0).

QI29]: hint answer solution
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Suppose a curve is defined implicitly by
arcsin (x4 2y) = x? + 7.

Solve for y’ in terms of x and y.
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Chapter 5

RELATED RATES

Exercises
Jump to HINTS, ANSWERS, SOLUTIONS or TABLE OF CONTENTS.

» Stage 1

Ql[1]: hint answer solution
Suppose the quantities P and Q are related by the formula P = Q3. P and Q are changing with
respect to time, 7. Given this information, which of the following are problems you could solve?

dpP d dpP
i. Given I (0), find d—? (0). (Remember: the notation yr (0) means the derivative of P with

respect to ¢ at the time t = 0.)

dpP d
ii. Given E(O) and the value of Q when ¢ =0, find d—?(O)
.. . dQ dpP
. G —(0), find —(0).
iii. Given - (0), fin % (0)
d dpP
iv. Given d—?(O) and the value of P when ¢ = 0, find E«))

» Stage 2

For problems 2 through 4, the relationship between several variables is explicitly given. Use this information
to relate their rates of change.

QI2](x): hint answer solution

A point is moving on the unit circle {(x,y) : x> +y* = 1} in the xy-plane. At the point (%, \%),
its y—coordinate is increasing at rate 3. What is the rate of change of its x—coordinate?
Q[3](»): hint answer solution

The quantities P, Q and R are functions of time and are related by the equation R = PQ. Assume that
P is increasing instantaneously at the rate of 8% per year and that Q is decreasing instantaneously
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Pl /
at the rate of 2% per year. That is, 7= 0.08 and g = —0.02. Determine the percentage rate of
change for R.
Q[4](): hint answer solution

Three quantities, F', P and Q all depend upon time ¢ and are related by the equation

F=—
Q
(a) Assume that at a particular moment in time P = 25 and P is increasing at the instantaneous rate
of 5 units/min. At the same moment, Q = 5 and Q is increasing at the instantaneous rate of 1
unit/min. What is the instantaneous rate of change in F at this moment?

(b) Assume that at another moment in time P is increasing at the instantaneous rate of 10% and Q
is decreasing at the instantaneous rate 5%. What can you conclude about the rate of change of
F at this moment?

For Questions 5 through 9, look for a way to use the Pythagorean Theorem.

QI5]1(+): hint answer solution
Two particles move in the Cartesian plane. Particle A travels on the x-axis starting at (10,0) and
moving towards the origin with a speed of 2 units per second. Particle B travels on the y-axis starting
at (0,12) and moving towards the origin with a speed of 3 units per second. What is the rate of
change of the distance between the two particles when particle A reaches the point (4,0)?

Q[6](*): hint answer solution
Two particles A and B are placed on the Cartesian plane at (0,0) and (3,0) respectively. At time 0,
both start to move in the +y direction. Particle A moves at 3 units per second, while B moves at 2
units per second. How fast is the distance between the particles changing when particle A is at a
distance of 5 units from B.

QI71(+): hint answer  solution
Ship A is 400 miles directly south of Hawaii and is sailing south at 20 miles/hour. Ship B is 300
miles directly east of Hawaii and is sailing west at 15 miles/hour. At what rate is the distance
between the ships changing?

Q[8](*): hint answer solution
Two tall sticks are vertically planted into the ground, separated by a distance of 30 cm. We
simultaneously put two snails at the base of each stick. The two snails then begin to climb their
respective sticks. The first snail is moving with a speed of 25 cm per minute, while the second snail
is moving with a speed of 15 cm per minute. What is the rate of change of the distance between the
two snails when the first snail reaches 100 cm above the ground?

Q[9](#): hint answer solution
A 20m long extension ladder leaning against a wall starts collapsing in on itself at a rate of 2m/s,
while the foot of the ladder remains a constant Sm from the wall. How fast is the ladder moving
down the wall after 3.5 seconds?

For Questions 10 through 14, look for tricks from trigonometry.

QI[10]: hint answer  solution
A watering trough has a cross section shaped like an isosceles trapezoid. The trough is 2 metres
long, 50 cm high, 1 metre wide at the top, and 60 cm wide at the bottom.
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50 cm

60 cm
A pig is drinking water from the trough at a rate of 3 litres per minute. When the height of the water
is 25 cm, how fast is the height decreasing?

Q[11]: hint answer solution
A tank is 5 metres long, and has a trapezoidal cross section with the dimensions shown below.

125 m 3

3m 3m

A hose is filling the tank up at a rate of one litre per second. How fast is the height of the water
increasing when the water is 10 centimetres deep?

Ql12]: hint answer solution
A rocket is blasting off, 2 kilometres away from you. You and the rocket start at the same height.
The height of the rocket in kilometres, ¢ hours after liftoff, is given by

h(r) = 61750¢2

How fast (in radians per second) is your line of sight rotating to keep looking at the rocket, one
minute after liftoff?

Q[13](*): hint answer solution
A high speed train is traveling at 2 km/min along a straight track. The train is moving away from a
movie camera which is located 0.5 km from the track.

(a) How fast is the distance between the train and the camera increasing when they are 1.3 km
apart?

(b) Assuming that the camera is always pointed at the train, how fast (in radians per min) is the
camera rotating when the train and the camera are 1.3 km apart?
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Q[141]: hint answer solution
A clock has a minute hand that is 10 cm long, and an hour hand that is 5 cm long. Let D be the
distance between the tips of the two hands. How fast is D decreasing at 4:00?

For Questions 15 through 20, you’ll need to know formulas for volume or area.

Q[15](+): hint  answer  solution
Find the rate of change of the area of the annulus {(x,y) : 7> < x*> +y> < R?}. (i.e. the points

inside the circle of radius R but outside the circle of radius r) if
dR cm dr cm
R=3cm,r=1cm, — =2 —,and — =7 —.
dr S dr S

Ql1e6]: hint answer solution
Two spheres are centred at the same point. The radius R of the bigger sphere at time 7 is given by
R(t) = 104 2t, while the radius r of the smaller sphere is given by r(¢) = 6t, r > 0. How fast is the
volume between the spheres (inside the big sphere and outside the small sphere) changing when the
bigger sphere has a radius twice as large as the smaller?

QI17]: hint answer solution
You attach two sticks together at their ends, and stick the other ends in the mud. One stick is 150 cm
long, and the other is 200 cm.

< 200

1.4m ) QY

PN

|

|

|

!

!

|

|

|
2
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The structure starts out being 1.4 metres high at its peak, but the sticks slide, and the height decreases
at a constant rate of three centimetres per minute. How quickly is the area of the triangle (formed by
the two sticks and the level ground) changing when the height of the structure is 120 cm?

QI[18]: hint answer solution
The circular lid of a salt shaker has radius 8. There is a cut-out to allow the salt to pour out of the lid,
and a door that rotates around to cover the cut-out. The door is a quarter-circle of radius 7 cm. The
cut-out has the shape of a quarter-annulus with outer radius 6 cm and inner radius 1 cm. If the
uncovered area of the cut-out is A cm?, then the salt flows out at %A cm? per second.

salt shaker lid salt shaker lid
cut-out uncovered cut-out partially covered

Recall: an annulus is the set of points inside one circle and outside another, like a flat doughnut (see

Question 15).

annulus quarter annulus

While pouring out salt, you spin the door around the lid at a constant rate of ¢ radians per second,
covering more and more of the cut-out. When exactly half of the cut-out is covered, how fast is the
flow of salt changing?

QI[19]: hint answer solution
A cylindrical sewer pipe with radius 1 metre has a vertical rectangular door that slides in front of it
to block the flow of water, as shown below. If the uncovered area of the pipe is A m?, then the flow
of water through the pipe is %A cubic metres per second.

The door slides over the pipe, moving vertically at a rate of 1 centimetre per second. How fast is the
flow of water changing when the door covers the top 25 centimetres of the pipe?
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Q[20]:

A martini glass is shaped like a cone, with top diameter 10 cm and side length 10 cm.

10

hint

answer

solution

When the liquid in the glass is 7 cm high, it is evaporating at a rate of 5 mL per minute. How fast is
the height of the liquid decreasing?

» Stage 3
Q[21]:

hint

answer

solution

A floating buoy is anchored to the bottom of a river. As the river flows, the buoy is pulled in the
direction of flow until its 2-metre rope is taut. A sensor at the anchor reads the angle 0 between the
rope and the riverbed, as shown in the diagram below. This data is used to measure the depth D of

water in the river, which depends on time.

T de rad

(a) If 6 = 1 and i 0.25 —, how fast is the depth D of the water changing?

P hr

deo D
(b) A measurement shows a =0, but n # (0. Under what circumstances does this occur?
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de dD ) .
(¢) Another measurement shows @ > 0, but & < 0. Under what circumstances does this occur?

Q[22]: hint answer  solution
A point is moving in the xy-plane along the quadrilateral shown below.

y

(a) When the point is at (0,—2), it is moving to the right. An observer stationed at the origin must
turn at a rate of one radian per second to keep looking directly at the point. How fast is the point
moving?

(b) When the point is at (0,2), its x-coordinate is increasing at a rate of one unit per second. How
fast it its y-coordinate changing? How fast is the point moving?

QI[23]: hint answer  solution
You have a cylindrical water bottle 20 cm high, filled with water. Its cross section is a circle of
radius 5. You slowly smoosh the sides, so the cross section becomes an ellipse with major axis
(widest part) 2a and minor axis (skinniest part) 2b.

ZO@ - 20.

After ¢ seconds of smooshing the bottle, a = 5 +¢ cm. The perimeter of the cross section is
unchanged as the bottle deforms. The perimeter of an ellipse is actually quite difficult to calculate,
but we will use an approximation derived by Ramanujan and assume that the perimeter p of our
ellipse is

pXT [3(a—|—b)—\/(a+3b)(3a+b)].
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The area of an ellipse is wab.
(a) Give an equation that relates a and b (and no other variables).

(b) Give an expression for the volume of the bottle as it is being smooshed, in terms of @ and b (and
no other variables).

(c) Suppose the bottle was full when its cross section was a circle. How fast is the water spilling
out when a is twice as big as b?

Ql[24]: hint answer solution
The quantities A, B, C, and D all depend on time, and are related by the formula

AB=log (C*+D*+1).
At time ¢t = 10, the following values are known:
e A=0
dA
. i 2 units per second

What is B when t = 10?
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Exercises
Jump to HINTS, ANSWERS, SOLUTIONS or TABLE OF CONTENTS.

» Stage 1

In Questions 1 to 20, you are asked to give pairs of functions that combine to make indeterminate forms.
Remember that an indeterminate form is indeterminate precisely because its limit can take on a number of

values.
QI[1]: hint answer  solution
Give two functions f(x) and g(x) with the following properties:
@ 1)
(i) lim g(x) = o0
X—00
(iii) lim @ =25
x—m g(x)
Ql2]: hint answer  solution
Give two functions f(x) and g(x) with the following properties:
() lim f(x) = oo
X—00
(i) lim g(x) = o0
X—00
(i) lim @ =0
x—m g(x)
» Stage 2
QI3](*): hint answer  solution

63



L HOPITAL’S RULE AND INDETERMINATE FORMS

3 x—1
. o xT—e
Evaluate lim ——.
x—1 sin(7x)

Q[41(+): hint answer solution
. logx . .
Evaluate 11151 i. (Remember: in these notes, log means logarithm base e.)
-0+ X
Q[5](%): hint  answer solution
Evaluate lim (logx)?e ™.
X—00
Q[6](+): hint  answer  solution
Evaluate lim x%¢™*.
X—00
Q[7]1(): hint  answer solution
X —XCOSX

Evaluate lim ———.
x—0 X—SInx

QI8]: hint answer solution
6 4
. Va0 +4x
Evaluate lim ————.
x—0 X“COSXx
QI9]1(»): hint answer solution
) logx)?
Evaluate lim &
X—00 X
Q[10](+): answer  solution
. 1—cosx
Evaluate lim ——
x—0 sin“x
Q[11]: hint answer  solution
Evaluate lim —.
x—0 Secx
Q[12]: hint answer solution

.t (245
Evaluate lim csex-tany (x + )

x—0 e’
Q[I31(+): hint  answer  solution
Evaluate lim M
x—0 sIn” x
Q[14](+): X answer ~ solution
Evaluate ,%EH %.
Q[15](+): hint answer  solution
! /x?
Evaluate )%E)I(l) A
Q[16](+): answer  solution
Evaluate E)r(l) m.
QI17](+): hint answer  solution

) . l+cx—cosx
Find ¢ so that im ————+—
x—0 er —

exists.
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» Stage 3
QI18](*): hint answer solution
ksin(xz) —(14+2 2
Evaluate lim ¢ 4( T ), where k is a constant.
x—0 X
QI[19]: hint answer solution

Suppose an algorithm, given an input with with n variables, will terminate in at most

S(n) = 5n* — 13n> —4n+1log(n) steps. A researcher writes that the algorithm will terminate in
roughly at most A(n) = 5n* steps. Show that the percentage error involved in using A(#) instead of
S(n) tends to zero as n gets very large. What happens to the absolute error?

Remark: this is a very common kind of approximation. When people deal with functions that give
very large numbers, often they don’t care about the exact large number—they only want a ballpark.
So, a complicated function might be replaced by an easier function that doesn’t give a large relative
error.

The two standard indeterminate forms we’ve seen are % and %, but these are not the only indeterminate forms.
In Questions 20 to 24, you will see indeterminate forms that, broadly speaking, involve a function raised to
function. You saw something similar when we talked about logarithmic differentiation (section 4.4); similar
algebraic manipulation will come in handy.

Q[20]: hint answer  solution
Give two functions f(x) and g(x) with the following properties:

() lim f(x) =1

(ii) xli{?o g(x) =
(i) lim [£(x))*™) =5

QI[21]: hint answer solution

2
Evaluate lirr(l) VsinZx.
X—>

QI22]: hint answer solution
Evaluate lin(l) 3/COS X.
X—>

Q[23]: hint answer solution
Evaluate lim ¢*!°8%,

x—0t
Q[241]: hint answer solution

Evaluate lim [—log(x*)]".
X—>
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Chapter 7

SKETCHING GRAPHS

7.1a Domain, intercepts and asymptotes

Exercises
Jump to HINTS, ANSWERS, SOLUTIONS or TABLE OF CONTENTS.

» Stage 1
Ql[1]: hint answer solution
Suppose f(x) is a function given by
_ 8(x)
where g(x) is also a function. True or false: f(x) has a vertical asymptote at x = —3.
»» Stage 2
Ql2]: hint answer  solution
Match the functions f(x), g(x), i(x), and k(x) to the curves y = A(x) through y = D(x).
f(x) =var+1 g(x) =va2—1 h(x) =Vx2+4 k(x) = Va2 —4
y y
y=B(x)
y=A(x)
2 i
1 i
. . ¢ . . x
-2 -1 1 2 -2 -1 1 2
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SKETCHING GRAPHS 7.2 FIRST DERIVATIVE - INCREASING OR DECREASING

-2 -1 1 2 -2 -1 1 2

QI3]: hint answer solution

Below is the graph of
y = f(x) = y/log*(x+ p)

(b) What is b (marked on the graph)?

(a) Whatis p?

(c) What is the x-intercept of f(x)?
Remember log(x + p) is the natural logarithm of x + p, log,(x+ p).

1 2
Ql4]: hint answer  solution
2x+1)(x—7
Find all asymptotes of f(x) = X x3—1—3 )(g ] )
x JE—
QI51: hint answer solution

Find all asymptotes of f(x) = 1037,

7.24 First derivative - increasing or decreasing

Exercises
Jump to HINTS, ANSWERS, SOLUTIONS or TABLE OF CONTENTS.
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SKETCHING GRAPHS 7.2 FIRST DERIVATIVE - INCREASING OR DECREASING

» Stage 1

Ql[1]: hint answer solution
Match each function graphed below to its derivative from the list. (For example, which function on
the list corresponds to A’(x)?)

The y-axes have been scaled to make the curve’s behaviour clear, so the vertical scales differ from
graph to graph.

()= (=2 mx) = (r=2*x+2) () = (x=2)*(x+2)?
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SKETCHING GRAPHS 7.3 SECOND DERIVATIVE - CONCAVITY

y=E(x)
| [ x | | x
-2 2 -2 2
» Stage 2
Q[2](+): hint  answer  solution
Find the largest open interval on which f(x) = 3 is increasing.
X
QI31(+): hint answer solution
Find the largest open interval on which f(x) = — s increasing.
2x+4
Q[4](): hint answer solution

Find the largest open interval on which f(x) = 2arctan(x) — log(1 + x?) is increasing.

7.3a Second derivative - concavity

Exercises
Jump to HINTS, ANSWERS, SOLUTIONS or TABLE OF CONTENTS.

» Stage 1

QI[1]: hint answer  solution
On the graph below, mark the intervals where f”(x) > 0 (i.e. f(x) is concave up) and where
f"(x) <0 (.e. f(x) is concave down).

70



SKETCHING GRAPHS 7.4 SYMMETRIES

QI[2]: hint answer  solution
Sketch a curve that is:

* concave up when |x| > 5,
* concave down when |x| < 5,
* increasing when x < 0, and

* decreasing when x > 0.

QI[3]: hint answer  solution
Suppose f(x) is a function whose second derivative exists and is continuous for all real numbers.

True or false: if f”(3) = 0, then x = 3 is an inflection point of f(x).

» Stage 2

Q[4](+): answer  solution
Find all inflection points for the graph of f(x) = 3x° — 5x* + 13x.

7.42 Symmetries

Exercises
Jump to HINTS, ANSWERS, SOLUTIONS or TABLE OF CONTENTS.

» Stage 1

Q[1]: hint answer  solution
What symmetries (even, odd, periodic) does the function graphed below have?
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SKETCHING GRAPHS 7.4 SYMMETRIES

y=f(x)

Ql2]: hint answer solution
What symmetries (even, odd, periodic) does the function graphed below have?

QI[3]: hint answer  solution
Suppose f(x) is an even function defined for all real numbers. Below is the curve y = f(x) when
x > 0. Complete the sketch of the curve.
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SKETCHING GRAPHS

7.4 SYMMETRIES

Q[4]:

hint answer solution

Suppose f(x) is an odd function defined for all real numbers. Below is the curve y = f(x) when

x > 0. Complete the sketch of the curve.

» Stage 2
Q[51:

Show that f(x) is even.
Q[6]:

hint answer solution

hint answer solution
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SKETCHING GRAPHS 7.5 A CHECKLIST FOR SKETCHING

f(x) = sin(x) + cos (%)

Show that f(x) is periodic.

In Questions 7 through 10, find the symmetries of a function from its equation.

Q[7]: hint answer  solution

f(x) =x*+5x% +cos ()
What symmetries (even, odd, periodic) does f(x) have?

QI[8]: hint answer  solution

f(x) =x+5x*
What symmetries (even, odd, periodic) does f(x) have?

QI[9]: hint answer solution

f(x) =tan(7x)
What is the period of f(x)?

» Stage 3

Q[10]: hint answer solution

f(x) = tan (3x) + sin (4x)
What is the period of f(x)?

7.5 A checklist for sketching

No exercises for Section 7.5
Jump to TABLE OF CONTENTS.

7.64 Sketching examples

Exercises
Jump to HINTS, ANSWERS, SOLUTIONS or TABLE OF CONTENTS.

» Stage 2

Q[1](+): hint answer solution
Let f(x) = xv/3 —x.
(a) Find the domain of f(x).

(b) Determine the x-coordinates of the local maxima and minima (if any) and intervals where f(x)
is increasing or decreasing.
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SKETCHING GRAPHS 7.6 SKETCHING EXAMPLES

(c) Determine intervals where f(x) is concave upwards or downwards, and the x coordinates of
inflection points (if any). You may use, without verifying it, the formula

(3x—12)

f(x) = NEEEE

(d) There is a point at which the tangent line to the curve y = f(x) is vertical. Find this point.

(e) Sketch the graph y = f(x), showing the features given in items (a) to (d) above and giving the
(x,y) coordinates for all points occurring above.
In Questions 2 through 4, you will sketch the graphs of rational functions.

Q[2](+): hint  answer solution
Sketch the graph of

X =2

f(x) = o

Indicate the critical points, local and absolute maxima and minima, vertical and horizontal asymp-
totes, inflection points and regions where the curve is concave upward or downward.

Q[3](»): hint  answer solution
4
The first and second derivatives of the function f(x) = I j_ 5 are:
X
4 +x° 12x% — 6x°
/ — d 1/ —

Graph f(x). Include local and absolute maxima and minima, regions where f(x) is increasing or
decreasing, regions where the curve is concave upward or downward, and any asymptotes.

Q[4](+): hint answer solution

X3

1—x2

The first and second derivatives of the function f(x) = are:

3x% —x* - 6x + 2x°

fx) = =27 and  f'(x) = -2y

Graph f(x). Include local and absolute maxima and minima, regions where the curve is concave
upward or downward, and any asymptotes.

Q[5](#): hint answer solution
The function f(x) is defined by

e* x<0
flx) = { % x=0
(a) Explain why f(x) is continuous everywhere.
(b) Determine all of the following if they are present:

i. x—coordinates of local maxima and minima, intervals where f(x) is increasing or
decreasing;
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SKETCHING GRAPHS 7.6 SKETCHING EXAMPLES

ii. intervals where f(x) is concave upwards or downwards;
iii. equations of any horizontal or vertical asymptotes.
(c) Sketch the graph of y = f(x), giving the (x,y) coordinates for all points of interest above.

In Questions 6 and 7, you will sketch the graphs of functions with an exponential component. In the next
section, you will learn how to find their horizontal asymptotes, but for now these are given to you.

Q[6](+): hint answer solution
The function f(x) and its derivative are given below:

2

fx)=(1+2x)e™  and  f(x) =2(1—x—2x%)e™

Sketch the graph of f(x). Indicate the critical points, local and/or absolute maxima and minima, and
asymptotes. Without actually calculating the inflection points, indicate on the graph their
approximate location.

Note: xkrinoo f(x)=0.

Q[71(+): ) hint answer solution
Consider the function f(x) = xe = /2.

Note: xli)rinoo f(x)=0.

(a) Find all inflection points and intervals of increase, decrease, convexity up, and convexity down.
You may use without proof the formula £”(x) = (x* — 3x)e=*"/2.

(b) Find local and global minima and maxima.

(c) Use all the above to draw a graph for f. Indicate all special points on the graph.

In Questions 8 and 9, you will sketch the graphs of functions that have a trigonometric component.

QI8]: hint answer solution
Use the techniques from this section to sketch the graph of f(x) = x + 2sinx.

Q[91(+): hint answer solution

f(x) = 4sinx—2cos2x

Graph the equation y = f(x), including all important features. (In particular, find all local maxima
and minima and all inflection points.) Additionally, find the maximum and minimum values of f(x)
on the interval [0, 7].

Q[101]: hint answer solution

1
Sketch the curve y = 4 x—i; .

X
by —(x+2) g Ax*+16x+ 10
You may use the facts y'(x) = AT 1) and y" (x) = At 1)/
» Stage 3

QI11](%): hint answer solution

76



SKETCHING GRAPHS 7.6 SKETCHING EXAMPLES

A function f(x) defined on the whole real number line satisfies the following conditions

f(0)=0  f(2)=2 lim f(x)=0  f(x)=K(2x—x*)e™*

X—+00

for some positive constant K. (Read carefully: you are given the derivative of f(x), not f(x) itself.)

(a) Determine the intervals on which f is increasing and decreasing and the location of any local
maximum and minimum values of f.

(b) Determine the intervals on which f is concave up or down and the x—coordinates of any
inflection points of f.

(c) Determine lim f(x).
X—>—00
(d) Sketch the graph of y = f(x), showing any asymptotes and the information determined in parts

(a) and (b).

Q[12](»): hint answer solution
Let f(x) =e™,x>0.

(a) Sketch the graph of the equation y = f(x). Indicate any local extrema and inflection points.
(b) Sketch the graph of the inverse function y = g(x) = f~!(x).

(c) Find the domain and range of the inverse function g(x) = f~!(x).

(d) Evaluate g'(3).

QL13](+): answer ~ solution

(a) Sketch the graph of y = f(x) = x> —x, indicating asymptotes, local maxima and minima,
inflection points, and where the graph is concave up/concave down.

(b) Consider the function f(x) = x> —x+ k, where k is a constant, —o0 < k < o0. How many roots
does the function have? (Your answer might depend on the value of k.)

Q[14](+): hint  answer  solution
The hyperbolic trigonometric functions sinh(x) and cosh(x) are defined by

& —e X X —x
26 cosh(x) = ¢ +2€

sinh(x) =

They have many properties that are similar to corresponding properties of sin(x) and cos(x). In
particular, it is easy to see that

d d
T sinh(x) = cosh(x) = cosh(x) = sinh(x) cosh?(x) — sinh?(x) = 1

You may use these properties in your solution to this question.
(a) Sketch the graphs of sinh(x) and cosh(x).

(b) Define inverse hyperbolic trigonometric functions sinh™!(x) and cosh™!(x), carefully specifing
their domains of definition. Sketch the graphs of sinh~!(x) and cosh™! (x).

.. d -
(c) Find 7 {cosh™'(x)}.
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Chapter 8

OPTIMIZATION

8.14 Local and global maxima and minima

Exercises
Jump to HINTS, ANSWERS, SOLUTIONS or TABLE OF CONTENTS.

» Stage 1

QI[1]: hint answer  solution
Identify every critical point and every singular point of f(x) shown on the graph below.
Which correspond to local extrema?

QI[2]: hint answer  solution
Identify every critical point and every singular point of f(x) on the graph below. Which correspond
to local extrema? Which correspond to global extrema over the interval shown?
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OPTIMIZATION 8.1 LOCAL AND GLOBAL MAXIMA AND MINIMA

\y=f(X)

QI3]: hint answer solution
Draw a graph y = f(x) where f(2) is a local maximum, but it is not a global maximum.

» Stage 2
Q[4]: | hint  answer solution
x j—
S =——.
uppose f(x) 213

(a) Find all critical points.
(b) Find all singular points.

(c) What are the possible points where local extrema of f(x) may exist?

» Stage 3

QI5]: hint answer solution
Below are a number of curves, all of which have a singular point at x = 2. For each, label whether
x = 2 is a local maximum, a local minimum, or neither.

y y y Y

o

v
¥

2 2 2 2

Ql6]: hint answer solution
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OPTIMIZATION 8.2 FINDING GLOBAL MAXIMA AND MINIMA

Draw a graph y = f(x) where f(2) is a local maximum, but x = 2 is not a critical point and is not
an endpoint.

QI[7]: hint answer  solution

) = 3/|(e=35)(x+7)

Find all critical points and all singular points of f(x). You do not have to specify whether a point is
critical or singular.

QI8]: hint answer solution
Suppose f(x) is the constant function f(x) = 4. What are the critical points and singular points of
f(x)? What are its local and global maxima and minima?

8.24 Finding global maxima and minima

Exercises
Jump to HINTS, ANSWERS, SOLUTIONS or TABLE OF CONTENTS.

» Stage 1

QI[1]: hint answer solution
Sketch a function f(x) such that:

* f(x) is defined over all real numbers

* f(x) has a global max but no global min.

Ql2]: hint answer solution
Sketch a function f(x) such that:

* f(x) is defined over all real numbers
* f(x) is always positive
* f(x) has no global max and no global min.

QI3]: hint answer solution
Sketch a function f(x) such that:

* f(x) is defined over all real numbers

* f(x) has a global minimum at x =5

* f(x) has a global minimum at x = —35, too.
» Stage 2
Q[41: hint answer solution
f(x) = x> 4+ 6x— 10. Find all global extrema on the interval [—5,5]

S

[5
2
(x) = §x3 —2x? —30x + 7. Find all global extrema on the interval [—4,0].

: hint answer solution

~
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OPTIMIZATION 8.3 MAX/MIN EXAMPLES

8.34 Max/min examples

Exercises
Jump to HINTS, ANSWERS, SOLUTIONS or TABLE OF CONTENTS.

» Stage 2

For Questions 1 through 3, the quantity to optimize is already given to you as a function of a single variable.

Q[1](+): hint answer solution
Find the global maximum and the global minimum for f(x) = x> — 5x +2 on the interval [—2,0].

QI2](+): hint answer solution
Find the global maximum and the global minimum for f(x) = x> — 5x — 10 on the interval [0,2].

QI31(+): answer  solution
Find the global maximum and the global minimum for f(x) = 2x®> — 6x* — 2 on the interval [1,4].

For Questions 4 and 5, you can decide whether a critical point is a local extremum by considering the
derivative of the function.

Q[4](x): hint answer solution
Consider the function /(x) = x> — 12x +4. What are the coordinates of the local maximum of /(x)?
What are the coordinates of the local minimum of /(x)?

Q[5](#): hint answer solution
Consider the function A(x) = 2x®> — 24x + 1. What are the coordinates of the local maximum of
h(x)? What are the coordinates of the local minimum of 4 (x)?

For Questions 6 through 13, you will have to find an expression for the quantity you want to optimize as a
function of a single variable.

Q[6](*): hint answer solution
You are in a dune buggy at a point P in the desert, 12 km due south of the nearest point A on a
straight east-west road. You want to get to a town B on the road 18 km east of A. If your dune buggy
can travel at an average speed of 15 km/hr through the desert and 30 km/hr along the road, towards
what point Q on the road should you head to minimize your travel time from P to B?

A 0O B
[ ) —_—0

12 km

P

QI71(+): hint answer  solution
A closed three dimensional box is to be constructed in such a way that its volume is 4500 cm?. Tt is
also specified that the length of the base is 3 times the width of the base. Find the dimensions of the
box that satisfies these conditions and has the minimum possible surface area. Justify your answer.
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OPTIMIZATION 8.3 MAX/MIN EXAMPLES

QI8](#): hint answer solution
A closed rectangular container with a square base is to be made from two different materials. The
material for the base costs $5 per square metre, while the material for the other five sides costs $1
per square metre. Find the dimensions of the container which has the largest possible volume if the
total cost of materials is $72.

Q[91(+): hint answer solution
Find a point X on the positive x—axis and a point Y on the positive y—axis such that (taking
0 = (0,0))

(i) The triangle XOY contains the first quadrant portion of the unit circle x> 4 y? = 1 and
(1) the area of the triangle X OY is as small as possible.

A complete and careful mathematical justification of property (i) is required.

Q[10](*): hint answer solution
A rectangle is inscribed in a semicircle of radius R so that one side of the rectangle lies along a
diameter of the semicircle. Find the largest possible perimeter of such a rectangle, if it exists, or
explain why it does not. Do the same for the smallest possible perimeter.

Q[11](+): hint answer solution
Find the maximal possible volume of a cylinder with surface area A.!

QL12](=): hint answer solution
What is the largest possible area of a window, with perimeter P, in the shape of a rectangle with a
semicircle on top (so the diameter of the semicircle equals the width of the rectangle)?

Q[13](*): answer  solution
Consider an open-top rectangular baking pan with base dimensions x centimetres by y centimetres
and height z centimetres that is made from A square centimetres of tin plate. Suppose y = px for
some fixed constant p.

(a) Find the dimensions of the baking pan with the maximum capacity (i.e., maximum volume).
Prove that your answer yields the baking pan with maximum capacity. Your answer will depend
on the value of p.

(b) Find the value of the constant p that yields the baking pan with maximum capacity and give the
dimensions of the resulting baking pan. Prove that your answer yields the baking pan with
maximum capacity.

1 Food is often packaged in cylinders, and companies wouldn’t want to waste the metal they are made out of. So,
you might expect the dimensions you find in this problem to describe a tin of, say, cat food. Read here about why
this isn’t the case.
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OPTIMIZATION 8.4 SAMPLE OPTIMIZATION PROBLEMS

» Stage 3

Q[14](+): hint answer solution
Let f(x) = x* for x > 0.

(a) Find f’(x).

(b) At what value of x does the curve y = f(x) have a horizontal tangent line?

(c) Does the function f have a local maximum, a local minimum, or neither of these at the point x
found in part (b)?

Q[15](%): hint answer  solution
A length of wire is cut into two pieces, one of which is bent to form a circle, the other to form a
square. How should the wire be cut if the area enclosed by the two curves is maximized? How
should the wire be cut if the area enclosed by the two curves is minimized? Justify your answers.

8.4+ Sample optimization problems

Exercises
Jump to HINTS, ANSWERS, SOLUTIONS or TABLE OF CONTENTS.

Q[1]:

Find the numbers. The sum of two positive number is 20. Find the numbers

(a) if their product is a maximum,
(b) if the sum of their squares is a minimum,

(c) if the product of the square of one and the cube of the other is a maximum.

QI2]:

Distance, velocity and acceleration. A tram ride departs from its starting place at# = 0 and
travels to the end of its route and back. Its distance from the terminal at time # can be approximately
described by the expression

S(r) =43 (10—1)
where ¢ 1s in minutes, 0 < ¢ < 10, and S is distance in meters.
(a) Find the velocity as a function of time.
(b) When is the tram moving at the fastest rate?
(c) At what time does it get to the furthest point away from its starting position?

(d) Sketch the acceleration, the velocity, and the position of the tram on the same set of axes.

Q[31:

Distance of two cars. At 9A.M., car B is 25 km west of car A. Car A then travels to the south
at 30 km/h and car B travels east at 40 km/h. When are they closest to each other and what is this
distance?

Q[4]:
Cannonball movement. A cannonball is shot vertically upwards from the ground with initial
velocity vop = 15m/sec. The height of the ball, y (in meters), as a function of the time, 7 (in sec) is
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OPTIMIZATION 8.4 SAMPLE OPTIMIZATION PROBLEMS

given by
y=vot — 4.9

Determine the following:
(a) the time at which the cannonball reaches its highest point,
(b) the velocity and acceleration of the cannonball att = 0.5s,and# = 1.5 s, and

(c) the time at which the cannonball hits the ground.

Q[5]:
Dimensions of a box. A closed 3-dimensional box is to be constructed in such a way that its
volume is 4500 cm?. It is also specified that the length of the base is 3 times the width of the base.

Determine the dimensions of the box which satisfy these conditions and have the minimum possible
surface area. Justify your answer.

Q[6]:
Dimensions of a box. A box with a square base is to be made so that its diagonal has length 1; see
Figure 8.1.

(a) What height y would make the volume maximal?

(b) What is the maximal volume? (hint: a box having side lengths ¢, w, h has diagonal length D
where D? = (> +w? + h? and volume V = ¢wh).

Figure 8.1: Figure for Exercise 6; box with a square base.

Q[7]:
Minimum distance. Find the minimum distance from a point on the positive x-axis (a,0) to the
parabola y> = 8x.

Q(8]:

The largest garden. You are building a fence to completely enclose part of your backyard for a
vegetable garden. You have already purchased material for a fence of length 100 ft.

What is the largest rectangular area that this fence can enclose?

Q91
Two gardens. A fence of length 100 ft is to be used to enclose two gardens. One garden is to have
a circular shape, and the other to be square.
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OPTIMIZATION 8.4 SAMPLE OPTIMIZATION PROBLEMS

Determine how the fence should be cut so that the sum of the areas inside both gardens is as large as
possible.

Q[10]:

Dimensions of an open box. A rectangular piece of cardboard with dimension 12 c¢cm by 24 cmis
to be made into an open box (i.e., no lid) by cutting out squares from the corners and then turning up
the sides.

Find the size of the squares that should be cut out if the volume of the box is to be a maximum.

Q[11]:
Alternate solution to Kepler’s wine barrel. In this exercise we follow an alternate approach to the
most economical wine barrel problem posed by Kepler (as in Example 8.4.2 in the text).

Through this approach, we find the proportions (height:radius) of the cylinder that minimizes the
length L of the wet rod in Figure 8.2 for a fixed volume.

(a) Explain why minimizing L is equivalent to minimizing L? in Eqn. 8.4.2

(b) Explain how Eqn. 8.4.1 can be used to specify a constraint for this problem. (hint: consider
the volume, V to be fixed and show that you can solve for r2).

(c) Use your result in (c) to eliminate r from the formula for L?. Now Lz(h) depends only on the
height of the cylindrical wine barrel.

(d) Use calculus to find any local minima for L?(%). Be sure to verify that your result is a
minimum.

(e) Find the corresponding value of r using your result in (b).

(f) Find the ratio 4/ r. You should obtain the same result as in Eqn. 8.4.3.
Q[12]:

Rectangle with largest area. Find the side lengths, x and y, of the rectangle with largest area whose
diameter L is given (hint: eliminate one variable using the constraint. To simplify the derivative,
consider that critical points of A would also be critical points of A2, where A = xy is the area of the
rectangle. If you have already learned the chain rule, you can use it in the differentiation).

Q[13]:
Shortest path. Find the shortest path that would take a milk-maid from her house at (10,10) to
fetch water at the river located along the x-axis and then to the thirsty cow at (3,5).

Q[14]:

Water and ice. Why does ice float on water? Because the density of ice is lower! In fact, water is
the only common liquid whose maximal density occurs above its freezing temperature. This
phenomenon favours the survival of aquatic life by preventing ice from forming at the bottoms of
lakes. According to the Handbook of Chemistry and Physics, a mass of water that occupies one liter
at 0°C occupies a volume (in liters) of

V=—aT*+bT?*—cT +1
at 7°C where 0 < T < 30 and where the coefficients are

a=679%x10"8 b=851x107% ¢c=6.42x107.
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OPTIMIZATION 8.4 SAMPLE OPTIMIZATION PROBLEMS

Find the temperature between 0°C and 30°C at which the density of water is the greatest. (hint:
maximizing the density is equivalent to minimizing the volume. Why is this?).

Ql[15]:
Drug doses and sensitivity. The reaction R(x) of a patient to a drug dose of size x depends on the
type of drug. For a certain drug, it was determined that a good description of the relationship is:

R(x) = Ax*(B—x)
where A and B are positive constants. The sensitivity of the patient’s body to the drug is defined to
be R'(x).
(a) For what value of x is the reaction a maximum, and what is that maximum reaction value?

(b) For what value of x is the sensitivity a maximum? What is the maximum sensitivity?

Q[16]:
Thermoregulation in a swarm of bees. In the winter, honeybees sometimes escape the hive and
form a tight swarm in a tree, where, by shivering, they can produce heat and keep the swarm

temperature elevated.

Heat energy is lost through the surface of the swarm at a rate proportional to the surface area (k1S
where k; > 0 is a constant). Heat energy is produced inside the swarm at a rate proportional to the
mass of the swarm (which you may take to be a constant times the volume). We assume that the
heat production is k;V where k, > 0 is constant.

Swarms that are not large enough may lose more heat than they can produce, and then they die. The
heat depletion rate is the loss rate minus the production rate. Assume that the swarm is spherical.

Find the size of the swarm for which the rate of depletion of heat energy is greatest.

Q[17]:
Circular cone circumscribed about a sphere. A right circular cone is circumscribed about a
sphere of radius 5. Find the dimension of this cone if its volume is to be a minimum.

Note: this is a rather challenging geometric problem.

Q[18]:

Optimal reproductive strategy. Animals that can produce many healthy babies that survive to the
next generation are at an evolutionary advantage over other, competing, species. However, too many
young produce a heavy burden on the parents (who must feed and care for them). If this causes the
parents to die, the advantage is lost. Further, competition of the young with one another for food and
parental attention jeopardizes the survival of these babies.

Suppose that the evolutionary Advantage A to the parents of having litter size x is
A(x) = ax—bx?.
Suppose that the Cost C to the parents of having litter size x is
C(x) =mx+e.
The Net Reproductive Gain G is defined as
G=A-C.

87



OPTIMIZATION 8.4 SAMPLE OPTIMIZATION PROBLEMS

(a) Explain the expressions for A,C and G.
(b) At what litter size is the advantage, A, greatest?
(c) At what litter size is there least cost to the parents?

(d) At what litter size is the Net Reproductive Gain greatest?.
Q[19]:

Behavioural Ecology. Social animals that live in groups can spend less time scanning for predators
than solitary individuals. However, they waste time fighting with the other group members over the
available food. There is some group size at which the net benefit is greatest because the animals
spend the least time on these unproductive activities - and thus can spend time on feeding, mating,
etc.

Assume that for a group of size x, the fraction of time spent scanning for predators is

1
S0 = AT

and the fraction of time spent fighting with other animals over food is
F(x) =B(x+1)?
where A, B are constants.

Find the size of the group for which the time wasted on scanning and fighting is smallest.

Q[20]:
Logistic growth. Consider a fish population whose density (individuals per unit area) is N, and
suppose this fish population grows logistically, so that the rate of growth R satisfies

R(N)=rN(1-N/K)
where r and K are positive constants.

(a) Sketch R as a function of N or explain Figure 8.2.

G

N

0 K/2 K\

Figure 8.2: In logistic growth, the population growth rate G depends on population size N as shown
here.
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(b) Use a first derivative test to justify the claim that N = K /2 is a local maximum for the
function G(N).

Q[21]:

Logistic growth with harvesting. Consider a fish population of density N growing logistically, i.e.
with rate of growth R(N) = rN(1 —N/K) where r and K are positive constants. The rate of
harvesting (i.e. removal) of the population is

h(N) = qEN

where E, the effort of the fishermen, and ¢, the catchability of this type of fish, are positive
constants.

At what density of fish does the growth rate exactly balance the harvesting rate? This density is
called the maximal sustainable yield: MSY.

Q[22]:

Conservation of a harvested population. Conservationists insist that the density of fish should
never be allowed to go below a level at which growth rate of the fish exactly balances with the
harvesting rate. At this level, the harvesting is at its maximal sustainable yield. If more fish are
taken, the population keeps dropping and the fish eventually go extinct.

What level of fishing effort should be used to lead to the greatest harvest at this maximal sustainable
yield?

Note: you should first complete the Exercise 21.

Q[23]:

Rate of net energy gain while foraging and traveling. Animals spend energy in traveling and
foraging. In some environments this energy loss is a significant portion of the energy budget. In
such cases, it is customary to assume that to survive, an individual would optimize the rate of net
energy gain, defined as

_ Net energy gained  Energy gained — Energy lost

0(r) (8.4.1)

total time spent total time spent

Assume that the animal spends p energy units per unit time in all activities (including foraging and
traveling). Assume that the energy gain in the patch (“patch energy function”) is given by
Eqn. 8.4.4.

Find the optimal patch time, that is the time at which Q(¢) is maximized in this scenario.

Q[24]:
Maximizing net energy gain: Suppose that the situation requires an animal to maximize its net
energy gained E(t) defined as

E(t) = energy gained while foraging
—energy spent while foraging and traveling.

(This means that E(r) = f(z) — r(¢t + t) where r is the rate of energy spent per unit time and 7 is
the fixed travel time).
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Assume as before that the energy gained by foraging for a time ¢ in the food patch
is f(t) = Epaxt / (k+1).

(a) Find the amount of time ¢ spent foraging that maximizes E (t).

(b) Indicate a condition of the form k < | ? | that is required for existence of this critical point.
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9.14 Zeroth approximation

Exercises
Jump to HINTS, ANSWERS, SOLUTIONS or TABLE OF CONTENTS.

» Stage 1

hint answer solution

Q[1]:

The graph below shows three curves. The black curve is y = f(x), the red curve is
y = g(x) = 1+ 2sin(1 +x), and the blue curve is y = h(x) = 0.7. If you want to estimate f(0),
what might cause you to use g(0)? What might cause you to use 4(0)?
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y=g(x

)
/Yf(x)
/ y = h(x)

R/

pY,

In this and following sections, we will ask you to approximate the value of several constants, such as 10g(0.93).

» Stage 2

A valid question to consider is why we would ask for approximations of these constants that take lots of time,
and are less accurate than what you get from a calculator.

One answer to this question is historical: people were approximating logarithms before they had calculators,
and these are some of the ways they did that. Pretend you’re on a desert island without any of your usual
devices and that you want to make a number of quick and dirty approximate evaluations.

Another reason to make these approximations is technical: how does the calculator get such a good approxi-
mation of 10g(0.93) ? The techniques you will learn later on in this chapter give very accurate formulas for
approximating functions like logx and sinx, which are sometimes used in calculators.

A third reason to make simple approximations of expressions that a calculator could evaluate is to provide a
reality check. If you have a ballpark guess for your answer, and your calculator gives you something wildly
different, you know to double-check that you typed everything in correctly.

For now, questions like Question 2 through Question 4 are simply for you to practice the fundamental ideas
we’re learning.

Ql2]: hint answer solution
Use a constant approximation to estimate the value of log(x) when x = 0.93. Sketch the curve
y = f(x) and your constant approximation.

(Remember that we use logx to mean the natural logarithm of x, log, x.)

QI3]: hint answer solution
Use a constant approximation to estimate arcsin(0.1).

Q[4]: hint  answer solution
Use a constant approximation to estimate v/3tan(1).
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» Stage 3

Q[5]: hint answer solution
Use a constant approximation to estimate the value of 10.13. Your estimation should be something
you can calculate in your head.

9.24 Linear approximation

Exercises
Jump to HINTS, ANSWERS, SOLUTIONS or TABLE OF CONTENTS.

» Stage 1

QI[1]: hint answer  solution
Suppose f(x) is a function, and we calculated its linear approximation near x = 5 to be
flx) =~ 3x—9.

(a) Whatis f(5)?
(b) Whatis (5)?
(c) Whatis f(0)?

Ql2]: hint answer  solution
The curve y = f(x) is shown below. Sketch the linear approximation of f(x) about x = 2.

y

QI31: hint answer  solution
What is the linear approximation of the function f(x) = 2x+5 about x = a?

» Stage 2

Ql4]: hint answer solution
Use a linear approximation to estimate log(x) when x = 0.93. Sketch the curve y = f(x) and your
linear approximation.

(Remember we use logx to mean the natural logarithm of x, log, x.)

Q[5]: hint answer solution
Use a linear approximation to estimate +/5.
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Ql6]: hint answer solution
Use a linear approximation to estimate v/30

» Stage 3

Q[7]: hint answer solution
Use a linear approximation to estimate 10.13, then compare your estimation with the actual value.

QI8]: hint answer solution
Imagine f(x) is some function, and you want to estimate f(5). To do this, you choose a value a and
take an approximation (linear or constant) of f(x) about a. Give an example of a function f(x), and
values a and b, where the constant approximation gives a more accurate estimation of f(b) than the
linear approximation.

QI91: hint answer solution

The function
1 4w —/27
L(x) = - -
(x) 2" + 7

is the linear approximation of f(x) = arctanx about what point x = a?

9.3+ Quadratic approximation

Exercises
Jump to HINTS, ANSWERS, SOLUTIONS or TABLE OF CONTENTS.

» Stage 1

QI[1]: hint answer solution
The quadratic approximation of a function f(x) about x = 3 is

f(x) =~ —x* 4+ 6x

What are the values of f(3), f(3), f"(3), and " (3)?

Q[2]: hint answer  solution
Give a quadratic approximation of f(x) = 2x+ 5 about x = a.

»» Stage 2

Q[31]: hint answer  solution
Use a quadratic approximation to estimate log(0.93).

(Remember we use logx to mean the natural logarithm of x, log, x.)

Q[4]: hint  answer solution

Use a quadratic approximation to estimate cos (E) .

Q[5]: hint answer solution
Calculate the quadratic approximation of f(x) = e* about x = 0.
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Ql6]: ) hint answer solution

Use a quadratic approximation to estimate 53.

Q[7]: hint answer solution
Evaluate the expressions below.

30
@ 1
n=>5

3
®) > [2(n+3)—n]
n=1

10 rq 1
© le [Z_n+1]
4

5.2
(@ Z] T
n=

QI8]: hint answer  solution
Write the following in sigma notation:

(@ 1+2+3+4+5

(b) 2+4+6-+38

(c) 3+5+7+9+11

(d) 9+16+25+36+49

(€ 9+4+16+5+25+6+36+7+49+8
() 84+ 15+24+35+48

(g) 3—-6+9—-124+15-18

» Stage 3

QI9]: hint answer solution
Use a quadratic approximation of f(x) = 2arcsinx about x = 0 to approximate f(1). What number
are you approximating?

Q[10]: hint answer  solution
Use a quadratic approximation of ¢* to estimate e as a decimal.

Q[11]: hint answer  solution
Group the expressions below into collections of equivalent expressions.
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10
© > n*
n=1
10
@) 2 2 n
n=1
11
@ 2> (n—1)
n=2
14
0 > (n—4)?
n=>5

1 10 gn+l1
(2 ZZ( - )

n=1

9.44 Still better approximations

Exercises
Jump to HINTS, ANSWERS, SOLUTIONS or TABLE OF CONTENTS.

» Stage 1

Ql1]: hint answer solution
The 3rd degree Taylor polynomial for a function f(x) aboutx = 1 is

T5(x) = x> —5x* +9x

What is f”(1)?

Ql2]: hint answer solution

The nth degree Taylor polynomial for f(x) about x =5 is

*2k+1
k=0

What is f(19)(5)?

» Stage 3

Q[31]: hint answer  solution

The 4th-degree Maclaurin polynomial for f(x) is

Ty(x) =x* =X+ x> —x+1

What is the third-degree Maclaurin polynomial for f(x)?
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Q[4]: hint answer solution

The 4th degree Taylor polynomial for f(x) about x = 1 is

Tu(x) =x* +x° -9

What is the third degree Taylor polynomial for f(x) about x = 1?

QI[51: hint answer solution
For any even number n, suppose the nth degree Taylor polynomial for f(x) about x =5 is

2ok 41

& 3k—9

(x—5)2k

What is £10)(5)?

Ql6]: hint answer solution

11
The third-degree Taylor polynomial for f(x) = x° [2 logx — ?} about x = a is

2
T3(x) = —§@+ 3ex — 6y/ex? +x°

What is a?

9.54 Some examples

Exercises
Jump to HINTS, ANSWERS, SOLUTIONS or TABLE OF CONTENTS.

»» Stage 2

QI[1]: hint answer solution
Give the 16th-order Maclaurin polynomial for f(x) = sinx + cosx.

QI2]: hint answer  solution

Give the 100th-order Taylor polynomial for s(¢) = 4.9¢> —¢ + 10 about t = 5.

QI3 hint answer solution
Write the nth-order Taylor polynomial for f(x) = 2* about x = 1 in sigma notation.

Ql4]: hint  answer  solution
Find the 6th-order Taylor polynomial of f(x) = x?logx +2x> + 5 about x = 1, remembering that
logx is the natural logarithm of x, log, x.

QI[5]: hint answer  solution

Give the nth-order Maclaurin polynomial for N in sigma notation.

QI6]: hint answer solution
Find the 20th-order Maclaurin polynomial for sin(x*).

Q[7]: hint answer solution

Find the 5th-order Maclaurin polynomial for the derivative of arctangent, ﬁ
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QI8]: hint answer solution
X o _ 42
Use Maclaurin polynomials to evaluate lir% ¢ —SY 3cosx aly
xX— X
» Stage 3
QI[9]: hint answer solution
Calculate the 3rd-order Taylor Polynomial for f(x) = x* about x = 1.
Q[101]: hint answer  solution
Use a Sth-order Maclaurin polynomial for 6 arctanx to approximate 7.
Q[11]: hint answer  solution
Write the 100th-order Taylor polynomial for f(x) = x(logx— 1) about x = 1 in sigma notation.
Ql12]: hint answer solution
¥/
Write the (2n)th-order Taylor polynomial for f(x) = sinx about x = 7 in sigma notation.
Q[13]: hint answer  solution
Estimate the sum below { 1 1 i
4+ -4 — 4 — e ———
+2+3!+4!+ +157!
by interpreting it as a Maclaurin polynomial.
Q[14]: hint answer solution
Estimate the sum below
% (—1)k <5n>2k
!
= 2k! 4
by interpreting it as a Maclaurin polynomial.
Ql[15]: answer  solution
Consider the function
f(x) = sin®x-log(1 4+ 2x)
(a) What is the linear approximation of f(x), centred at the origin?
(b) Which power function does f(x) most closely resemble
near the origin?
Ql1e6]: hint answer solution
Evaluate
. € -sin(x—7)
lim ——5
x—7 [log(8 —x)]?
by changing variables and using Maclaurin polynomials.
QI17]: hint answer solution
For which value(s) of n, if any, is the following limit equal to a positive constant?
()" —1

!
£ log(1+ 6x) - sinx
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9.6+ (Flavour A) Error in Taylor polynomials

Exercises
Jump to HINTS, ANSWERS, SOLUTIONS or TABLE OF CONTENTS.

» Stage 1

QI[1]: hint answer solution

Suppose f(x) is a function that we approximated by F (x). Further, suppose f(10) = —3, while our
approximation was F(10) = 5. Let R(x) = f(x) — F(x).

(a) True or false: |[R(10)| <7
(b) True or false: |[R(10)| <8
(c) True or false: |R(10)] <9
(d) True or false: [R(10)] < 100

QI[2]: hint answer solution

Let f(x) = €, and let T3(x) be the third-degree Maclaurin polynomial for f(x),

_ 1, 13
Ty(x) = 14x+ ox' 4 o
Use Equation 9.6.5 to give a reasonable bound on the error |f(2) — T5(2)|. Then, find the error
|f(2) — T3(2)] using a calculator.

Q[31]: hint answer solution
Let f(x) = 5x° —24x* +ex— %, and let T5(x) be the fifth-degree Taylor polynomial for f(x) about
x = 1. Give the best bound you can on the error | f(37) — T (37)].

Ql4]: hint answer solution
You and your friend both want to approximate sin(33). Your friend uses the first-degree Maclaurin
polynomial for f(x) = sinx, while you use the zeroth-degree (constant) Maclaurin polynomial for
f(x) = sinx. Who has a better approximation, you or your friend?

» Stage 2

Q[5]: hint answer  solution
Suppose a function f(x) has sixth derivative

_ 6!(2x—5)

o) = ="

Let T5(x) be the 5th-degree Taylor polynomial for f(x) about x = 11.
Give a bound for the error |f(11.5) — T5(11.5)].
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Ql6]: hint answer  solution
Let f(x) = tanx, and let 7> (x) be the second-degree Taylor polynomial for f(x) about x = 0. Give
a reasonable bound on the error |f(0.1) — 7'(0.1)| using Equation 9.6.5.

QI[7]: hint answer solution

Let f(x) = log(1 —x), and let T5(x) be the fifth-degree Maclaurin polynomial for f(x). Use
Equation 9.6.5 to give a bound on the error | f (—%) — T5 (—1) |.

(Remember logx = log, x, the natural logarithm of x.)

QI[8]: hint answer solution
Let f(x) = /x, and let T3(x) be the third-degree Taylor polynomial for f(x) about x = 32. Give a
bound on the error |f(30) — 75(30)].

QI91: hint answer  solution
Let .
f(x) =sin (;)

1
and let T (x) be the first-degree Taylor polynomial for f(x) about x = - Give a bound on the error
1£(0.01) — 73 (0.01)

Then, give a reasonable bound on the error |f(0.01) —77(0.01)].

, using Equation 9.6.5. You may leave your answer in terms of 7.

Q[101]: hint answer  solution
Let f(x) = arcsinx, and let 75 (x) be the second-degree Maclaurin polynomial for f(x). Give a
reasonable bound on the error |f (1) — 7> (%)| using Equation 9.6.5. What is the exact value of the

error | £ (5) =2 (3)[?

» Stage 3

Q[11]: hint answer  solution
Let f(x) =log(x), and let 7,,(x) be the nth-degree Taylor polynomial for f(x) about x = 1. You
use T,,(1.1) to estimate log(1.1). If your estimation needs to have an error of no more than 1074,
what is an acceptable value of n to use?

Ql12]: hint answer solution
Give an estimation of v/2200 using a Taylor polynomial. Your estimation should have an error of
less than 0.001.

Q[13]: hint answer  solution
Use Equation 9.6.5 to show that

241 oy < 29
Sin
5040 S 5040

Q[14]: hint answer  solution
In this question, we use the remainder of a Maclaurin polynomial to approximate e.

(a) Write out the 4th degree Maclaurin polynomial 74(x) of the function ¢*.
(b) Compute Ty(1).
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326 325
(c) Use your answer from (b) to conclude 20 <e< 119"
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NEWTON’S METHOD

Chapter 10

(FLAVOUR A) NEWTON’S METHOD

Exercises
Jump to HINTS, ANSWERS, SOLUTIONS or TABLE OF CONTENTS. Questions 6 through 10 are from
Keshet, Chapter 5; other questions are original content.

Q1: answer
Starting at xo = 3, use two iterations of Newton’s method to approximate the root of f(x) = x> — 10.
You may leave your answer in calculator-ready form.

QI2]: answer
Starting at xy = 3, use one iteration of Newton’s method to approximate the root of f(x) = x* — 30.
Express your answer as a simplified fraction. Then, check that you’re on the right path by cubing
your answer with a calculator.

Q3] answer  solution

Use two iterations of Newton’s method to approximate the x-value of the critical point of the function

g(x) = x—x* —x%.

Q[4]: answer  solution
Use one iteration of Newton’s method to approximate the value of x where arctanx = x — 10. Leave
your answer in calculator-ready form.

QI51: answer  solution
Use two iterations of Newton’s method to approximate a root of the function

flx) =x*—12x415

close to x = 2. Leave your answer in calculator-ready form.

Ql6]: answer
Use one iteration of Newton’s method to find an approximate value for /8 that is a rational number.
(Hint: first think of a function, f(x), such that f(x) = 0 has the solution x = /8.)

QI[71: answer
Approximate the root of x* 4 3x — 1 = 0 using two iterations of Newton’s method.
QI8]: answer

Approximate the root of x> 4 x? +x — 2 = 0 using one iterations of Newton’s method.
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Q[O: hint  answer
Use the method of linear approximation (i.e. one iteration of Newton’s method) to find the cube root
of:

(a) 0.065
(b) 215

Q[101]: hint answer solution
Consider the function

g(x) =x° —4x* +3x° + 2% —3x.

Critical points of a function are defined as values of x for which g’(x) = 0. However, for this
fifth-order polynomial, it is not easy to find such points analytically (i.e., using pencil and paper).

(a) Use Newton’s Method to find a critical point for positive values of x. Use a spreadsheet and
explain how you set up the calculations. Provide an answer accurate to 8 decimal points.

(b) Explain why a starting value of xo = 1 for Newton’s Method does not lead to the positive
critical point.

Q[11]: hint answer solution
In this question, we’ll find a decimal approximation of arcsin(0.1).

(a) Recall arcsin(0.1) is the angle whose sine is 0.1. Use the linear apprioximation sinx ~ x for
x 2 0 to get an approximate value for arcsin(0.1).

(b) We’ll refine our guess using Newton’s method. Newton’s method only finds roots of functions.
So, find a function f(x), with no inverse trig functions in it, such that f (arcsin(0.1)) = 0.
Then, use a spreadsheet to implement Newton’s method with the starting value from (a).
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INTRODUCTION TO DIFFERENTIAL EQUATIONS

Chapter 11

(FLAVOURS A, B) INTRODUCTION
TO DIFFERENTIAL EQUATIONS

Exercises
Jump to HINTS, ANSWERS, SOLUTIONS or TABLE OF CONTENTS.

Questions 1 - 22 are adapted from Keshet, Chapter 11. The selected answers provided here are used
with permission. Many answers are given in exact terms, e.g. “% log8,” as well as with decimal
approximations. You should be able to solve all questions exactly without use of a calculator, unless
otherwise instructed; the decimal approximations are included because they are easier to understand
in the context of a model.

Question 35 is from Keshet, Chapter 13. The remaining questions are from Keshet, Chapter 12.

Ql[1]: answer
A colony of bacteria is treated with a mild antibiotic agent so that the bacteria start to die. It is
observed that the population of bacteria as a function of time follows the approximate

relationship b(¢) = 85¢~0" where ¢ is time in hours.

Determine the time it takes for half of the bacteria to die; this is called the half-life.

Find how long it takes for 99% of the bacteria to die.
QI2]:

A differential equation is an equation in which some function is related to its own derivative(s).

For each of the following functions, calculate the appropriate derivative, and show that the function
satisfies the indicated differential equation.

@ f(x)=2¢7% f'(x)=-3f(x)
(b) f(t) =Ce, f'(r) =kf(r)

© f(t)y=1-e", fi(t)=1-f(1)
Q[3]: answer
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Consider the function y = f(t) = CeX where C and k are constants. For what value(s) of these
constants does this function satisfy the equations below?

d
d
(b) & =3y
Q[4]:
Check that the function

N(t) = Noe' = Noelr—)
satisfies the differential equation

dN
E = (r—m)N

and the initial condition N(0) = Np.
QL5): answer
Find a function that satisfies each of the following differential equations.

Note: all your answers should be exponential functions, but they may have different dependent and
independent variables. Question 2 may help.

dy
(a) ar -
d
(b) ECC = —0.1c and ¢(0) = 20,

(c) % =3zand z(0) = 5.

Q[6]: answer
The per capita birthrate of one species of rodent is 0.05 newborns per day. This means that, on
average, each member of the population results in 5 newborn rodents every 100 days. Suppose that
over the period of 1000 days there are no deaths, and that the initial population of rodents is 250.

(a) Write a differential equation for the population size N(¢) at time 7 (in days).
(b) Write down the initial condition that NV satisfies.

(c) Find the solution, i.e. express N as some function of time ¢ that satisfies your differential
equation and initial condition.

(d) How many rodents are there after 1 year ?

QI[7]: answer
Suppose a population of bacteria starts from a single bacterium, and grows at a rate proportional to
the number of bacteria in the population. Suppose further that it takes 20 minutes for the population
to double.

Find the appropriate differential equation that describes this growth, the appropriate initial condition,
and the exponential function that is the solution to that differential equation. Use units of hours for
time ¢.

Q[8]:
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In Canada, women have only about 2 children during their 40 years of fertility, and people live to
age 80. In underdeveloped countries, people on average live to age 60 and women have a child
roughly every 4 years between ages 13 and 45.

Compare the per capita birth and mortality rates and the predicted population growth or decay in
each of these scenarios, using arguments analogous to those of Section 11.4.2.

Find the growth rate k in percent per year and the doubling time for the growing population.

QI9]: answer
A population of animals has a per-capita birth rate of b = 0.08 per year and a per-capita death rate
of m = 0.01 per year. The population density, P(t) is found to satisfy the differential equation

dP(r)
dt

= bP(t) —mP(t)

(a) If the population is initially P(0) = 1000, find how big the population is in 5 years.
(b) When does the population double?
Q[101]: answer

(a) The population y(¢) of a certain microorganism grows continuously and follows an exponential
behaviour over time. Its doubling time is found to be 0.27 hours. What differential equation
would you use to describe its growth?

Note: you must find the value of the rate constant, k, using the doubling time.

(b) With exposure to ultra-violet radiation, the population ceases to grow, and the microorganisms
continuously die off. It is found that the half-life is then 0.1 hours. What differential equation
would now describe the population?

Q[11]: answer
A bacterial population grows at a rate proportional to the population size at time 7. Let y(¢) be the
population size at time ¢. By experiment it is determined that the population at # = 10 min is 15,000
and at r = 30 min it is 20, 000.

(a) What was the initial population?

(b) What is the population at time ¢ = 60min?

Ql12]: answer
Two populations are studied. Population 1 is found to obey the differential equation

dy,
— =02
dr Y1
and population 2 obeys
dy>
— =-03
dr y2

where ¢ is time in years.
(a) Which population is growing and which is declining?

(b) Find the doubling time (respectively half-life) associated with the given population.
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(c) If the initial levels of the two populations were y; (0) = 100 and y,(0) = 10,000, how big
would each population be at time #?

(d) At what time would the two populations be exactly equal?

QI[13]: answer
The human population on Earth doubles roughly every 50 years. In October 2000 there
were 6.1 billion humans on earth.

(a) Determine what the human population would be 500 years later under the uncontrolled growth
scenario.

(b) How many people would have to inhabit each square kilometer of the planet for this population
to fit on earth? (Take the circumference of the earth to be 40,000 km for the purpose of
computing its surface area and assume that the oceans have dried up.)

Q[14]: answer
Two lakes have populations of fish, but the conditions are quite different in these lakes. In the first
lake, the fish population is growing and satisfies the differential equation

dy
02
dr 4

where 7 is time in years. At time ¢t = 0 there were 500 fish in this lake. In the second lake, the
population is dying due to pollution. Its population satisfies the differential equation

dy

Y 0.1y,
dr Y

and initially there were 4000 fish in this lake.

At what time are the fish populations in the two lakes identical?

Q[15]: answer
When chemists say that a chemical reaction follows “first order kinetics”, they mean that the
concentration of the reactant at time ¢, i.e. c(t), satisfies an equation of the form % = —rc where r

is a rate constant, here assumed to be positive. Suppose the reaction mixture initially has
concentration 1M (“1 molar”) and that after 1 hour there is half this amount.

(a) Find the “half life” of the reactant.
(b) Find the value of the rate constant r.
(¢) Determine how much is left after 2 hours.

(d) When is only 10% of the initial amount be left?

Ql16]: answer
In a chemical reaction, a substance S is broken down. The concentration of the substance is
observed to change at a rate proportional to the current concentration. It was observed

that 1 Mole/litre of S decreased to 0.5 Moles/litre in 10 minutes.

(a) How long does it take until only 0.25 Moles per litre remain?

(b) How long does it take until only 1% of the original concentration remains?
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QI17]: answer
If 10% of a radioactive substance remains after one year, find its half-life.
Ql[18]: answer

Carbon 14, or '4C, has a half-life of 5730 years. This means that after 5730 years, a sample of
Carbon 14, which is a radioactive isotope of carbon, has lost one half of its original radioactivity.

(a) Estimate how long it takes for the sample to fall to roughly 0.001 of its original level of
radioactivity.

(b) Each gram of '4C has an activity given here in units of 12 decays per minute. After some time,
the amount of radioactivity decreases. For example, a sample 5730 years old has only one half
the original activity level, i.e. 6 decays per minute. If a 1 gm sample of material is found to
have 45 decays per hour, approximately how old is it?

Note: '*C is used in radiocarbon dating, a process by which the age of materials containing
carbon can be estimated. W. Libby received the Nobel prize in chemistry in 1960 for
developing this technique.

Q[19]: answer
Strontium-90 is a radioactive isotope with a half-life of 29 years. If you begin with a sample

of 800 units, how long does it take for the amount of radioactivity of the strontium sample to be
reduced to:

(a) 400 units?
(b) 200 units?
(¢) 1 unit?

QI[20]: answer
Cobalt 60 is a radioactive substance with half life 5.3 years. It is used in medical applications
(radiology). How long does it take for 80% of a sample of this substance to decay?

Q[21]: hint  answer
A barrel initially contains 2 kg of salt dissolved in 20 L of water. If water flows in at the rate of 0.4 L

per minute and the well-mixed salt water solution flows out at the same rate, how much salt is
present after 8 minutes?

Q[22]: answer
Assume the atmospheric pressure y at a height x meters above the sea level satisfies the relation

dy

k
dx Y

for some constant k. If one day at a certain location the atmospheric pressures are 760 and 675 torr
(unit for pressure) at sea level and at 1000 meters above sea level, respectively, find the value of the
atmospheric pressure at 600 meters above sea level.

QI23]: answer
Water draining from a container. In Example 11.2.3 in the text, we verified that the
function h(r) = (v/ho — k%)2 is a solution to the differential equation

dh_ ki,
dr
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Based on the meaning of the problem, for how long does this solution remain valid?

Q[24]:
Verifying a solution. Verify that the function y(z) = 1 — (1 —yg)e™ satisfies the initial value
problem (differential equation and initial condition)

dy
—=1-y, 0)=
ar y ¥(0) = o
(equation 11.4.3 in the text).
QI25]:
Linear differential equation. Consider the differential equation
dy
= —a—b
ar 7

where a, b are constants.

(a) Show that the function

y(r) = g —Ce™¥

satisfies the above differential equation for any constant C.

(b) Show that by setting
a
C=-—

we also satisfy the initial condition
¥(0) = yo.

Remark: you have shown that the function

(1) = (yo - g) e+ g

is a solution to the initial value problem (i.e differential equation plus initial condition)

dy

g A 0) = vo.
5= v, ¥(0) = o

Q[26]:

Verifying a solution. Show that the function
1
1) =——
W) =1

is a solution to the differential equation and initial condition

dy
= =y, 0)=1.
=Y y(0)

Comment on what happens to this solution as ¢ approaches 1.

Q[27]:
Verifying solutions. For each of the following, show the given function y is a solution to the given
differential equation.
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dy

t-— =3y, y =2,
(@) r- = =3y.y
(b) d2y + 0 2sint + 3 cost
— =0,y=—2si .
d’y dy
—= 2= +y==6¢,y =32
(c) g2 g TYy=ToeLy e
QI[28]:
Verifying a solution. Show the function determined by the equation 2x* 4+ xy — y*> = C, where C is
a constant and 2y # x, is a solution to the differential equation (x — 2y) d—y = —4x—y.
X
QI29]: answer

Determining the constant. Find the constants C, Cy, and/or C, that satisfy the given initial
conditions.

(a) 202 =3y =C, y|y—0 = 2.
©) y=Cie¥ +Cote™, yy—o = 1 and &, = 0.
(©) y=Cicos(t—C), y|;—z = 0 and ‘Cilt_Y|t:% —1

Q[30]:
Checking a solution. Check that the differential equation (11.4.4) has the right sign, so that a hot
object cools off in a colder environment.

That is:

dr
i k(E—T(t)), wherek>0

describes the change in temperature 7" of an object over time, where E is the (constant) temperature
of the environment, and k is a constant.

Q[31]: answer
Infant weight gain. During the first year of its life, the weight of a baby is given by

y(t) = /3t + 64

where ¢ is measured in some convenient unit.
(a) Show that y satisfies the differential equation
dy k
dr y
where k is some positive constant.
(b) What is the value for k?

(c) Suppose we adopt this differential equation as a model for human growth. State concisely (that
is, in one sentence) one feature about this differential equation which makes it a reasonable
model. State one feature which makes it unreasonable.

QI32]: answer
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Lake Fishing. Fish Unlimited is a company that manages the fish population in a private lake. They
restock the lake (that is, they add fish to the lake) at constant rate. N fishers are allowed to fish in
the lake per day. The population of fish in the lake, F(¢) is found to satisfy the differential equation

dF
— =I—aNF 11.0.1
7 o ( )

where F' is measured in individual fish, and 7 is measured in days.

(a) At what rate are fish added per day according to Eqn. (11.0.1)? Give both value and units.
(b) What is the average number of fish caught by one fisher? Give both the value and units.
(c) What is being assumed about the fish birth and mortality rates in Eqn. (11.0.1)?

(d) If the fish input and number of fishers are constant, what is the steady state level of the fish
population in the lake?

(e) Attime ¢t = 0 the company stops restocking the lake with fish. Give the revised form of the
differential equation (11.0.1) that takes this into account, assuming the same level of fishing as
before. How long would it take for the fish to fall to 25% of their initial level?

(f) When the fish population drops to the level F,,,,, fishing is stopped and the lake is restocked
with fish at the same constant rate (Eqn (11.0.1), with a = 0.) Write down the revised version
of Eqn. (11.0.1) that takes this into account. How long would it take for the fish population to
double?

Q[33]:
Tissue culture. Cells in a tissue culture produce a cytokine (a chemical that controls the growth of
other cells) at a constant rate of 10 nano-Moles per hour (nM/h). The chemical has a half-life of 20
hours.

Give a differential equation (DE) that describes this chemical production and decay. Solve this DE
assuming that at # = O there is no cytokine. [1InM=10""M].

Q[34]: answer
Determining constants. Find those constants a,b so that y = ¢* and y = ¢~ are both solutions of
the differential equation

y'+ay +by=0.

QI[35]: answer
Biochemical reaction. A biochemical reaction in which a substance S is both produced and
consumed is investigated. The concentration c(¢) of S changes during the reaction, and is seen to
follow the differential equation

c _p €

dt "k+c
where Kyax,k, r are positive constants with certain convenient units. The first term is a
concentration-dependent production term and the second term represents consumption of the
substance.

rce

(a) What is the maximal rate at which the substance is produced? At what concentration is the
production rate 50% of this maximal value?
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(b) If the production is turned off, the substance decays. How long would it take for the
concentration to drop by 50%?

(c) At what concentration does the production rate just balance the consumption rate?
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QUAITATIVE METHODS

Chapter 12

(FLAVOURS A, B) QUALITATIVE METH-
ODS FOR DIFFERENTIAL EQUATIONS

12.24 Visualizing solutions with slope fields

Exercises
Jump to HINTS, ANSWERS, SOLUTIONS or TABLE OF CONTENTS.

Questions 1-4 in this section are from Keshet, Chapter 13. The others are original content.

QI[1]: answer
Slope fields. Consider the differential equations given below. In each case, draw a slope field,
determine the values of y for which no change takes place - such values are called steady states -
and use your slope field to predict what would happen starting from an initial value y(0) = 1.

dy
— =-0.5
@) dt Y

dy _ B
(b) 7 =0.5y(2—y)

dy
© — =y2-y)(3-v)

Q[2]: answer
Drawing slope fields. Draw a slope field for each of the given differential equations:

(a) & =243y

(b) &=—y(2-y)
(©) & =2-3y+)
(d) & =-2(3-y)?

@ L=y —y+1
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12.2 VISUALIZING SOLUTIONS WITH SLOPE FIELDS

H X=y>—y
(® ¥=\y-2)(y=3)%y=0.
~ Flavour B
Q[3] answer 1

Using slope fields. For each of the differential equations (a) to (g) in Exercise 2, plot % asa

function of y, draw the motion along the y-axis, identify the steady state(s) and indicate if the
motions are toward or away from the steady state(s).

——
Q[4]:

answer

Slope field. The slope field shown in the figure below corresponds to which differential equation?

(A)
(B)
©)
(D)

(E)

Q[5]:

SASLLIS LSS SIS
:ry(y—|—1) I R A R
1 _____________________
=ry=1D+1) CIIIIIIIIIIIoIIoooIs
0'5-\\\\\\\\\\\\\\\\\\\-
=—r(y=1+1) S
N N N T N N N T N Y
ﬂ.S'\\\\\\\\\\\\\\\\\\\'
=r(y—1) foIIIIIIIIIIINININIY
Jq19----»-=-=-- - - - - - - — — — — — —+4
=-nl+1) Ay
NN YNy
N A Y B Y Y Y Y A Y Y Y A Y Y
0 2 4 6 8 10
hint
. . . . dy_ 2 -
Shown below is the slope field for t differential equation 3 = y(1 —y~).
y
S S S S S S SR W S W
AR AR AR ARRRRRARRRRAR
MARRARA R AR R AR AR AR R AR R AR RN
A N S S N S S S e S NN
:
S S
L1070 0770070070707 /7070777777
Hnn

Frlbrbrirrin

answer

Use the field to sketch solutions to the differential equation with the passing through the indicated

point.
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Below is the slope field for a differential equation.
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For which initial values do we expect the solution to tend towards a constant real number? For
which initial values do we expect the solution to tend towards positive resp. negative infinity?
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12.34 Euler’s method

Exercises
Jump to HINTS, ANSWERS, SOLUTIONS or TABLE OF CONTENTS. Questions 1 through 3 are from
Keshet, Chaper 12, which intentionally omits some answers. Other questions are original content.

QLLT: answer
Euler’s method. Solve the decay equation in Example 12.3.2 in the text analytically. That is, find
the formula for the solution to

dy
=~ — 0.5y, y(0) = 100
5 y, ¥(0)

in terms of a decaying exponential, and then use a calculator to compare your values to the
approximate solution values y; and, y, computed with Euler’s method in Table 12.4 in the text.

Ql2: answer
Comparing approximate and true solutions. For this question, you may use a calculator.

(a) Use Euler’s method to find an approximate solution to the differential equation

dy _

dx_y

with y(0) = 1. Use a step size & = 0.1 and find the values of y up to x = 0.5. Compare the value
you have calculated for y(0.5) using Euler’s method with the true solution of this differential
equation. What is the error i.e. the difference between the true solution and the approximation?

(b) Now use Euler’s method on the differential equation

dy _
dx

with y(0) = 1. Use a step size & = 0.1 again and find the values of y up to x = 0.5. Compare
the value you have calculated for y(0.5) using Euler’s method with the true solution of this
differential equation. What is the error this time?

QI3

Beginning Euler’s method. Give the first 3 steps of Euler’s method for the problem in Exam-

ple 12.3.4 in the text.

Ql4]: answer
Approximate y(0.5) if y(¢) satisfies the differential equation

dy y2 —1
d  y2+1
and the initial condition
y(0)=0

using a (simple) calculator or a spreadsheet, and the following step sizes in Euler’s method.
* Approximate y(0.5) using Ar = 0.5.
* Approximate y(0.5) using Ar = 0.25.
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* Approximate y(0.5) using Ar = 0.1.

QI5]: answer  solution
Given the initial-value problem

dy

— =y—t, 0)=0

5 =7 ¥(0)
use Euler’s method with three steps to approximate y(0.03).
Q[6]: answer  solution
Given the initial-value problem

dy

- = t, 0)=0

3 T ¥(0)

use Euler’s method with three steps to approximate y(0.03). You may use a (simple) calculator or a
spreadsheet.

Q[7]: answer

Given the initial-value problem
dy t
- =, 0)=1
=y 0

use Euler’s method with three steps to approximate y(0.03). You may use a (simple) calculator or a

spreadsheet.

QI8]: answer  solution
Given the initial-value problem

dy
E:\ﬁ’ y(0) =

use Euler’s method with two steps to approximate y(1).

QI[9]: answer  solution
Given the initial-value problem

dy

— =/ 0)=0

FPARRVA ()
use Euler’s method with two steps to approximate y(1).
Q[10]: answer  solution
Given the initial-value problem

dy

— =/ 2)=1

FPARRVAR )

use Euler’s method with two steps to approximate y(3).

Q[11]: answer  solution

Suppose y(1.1) = £ and

dy_X

dr

.
Use three steps of Euler’s method to approximate y(1.5). You may use a (simple) calculator or a
spreadsheet.

120
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12.44 Euler’s method in spreadsheets

Exercises
Jump to HINTS, ANSWERS, SOLUTIONS or TABLE OF CONTENTS.

This section is original content.

Ql[1]: answer  solution
Use a spreadsheet to approximate the solution to the initial value problem

dy 1

@ _ , 0) = —1
iy ¥(0)

from ¢t = 0 tot = 5, using step size At = 0.05. Plot the solution.

Ql2]: hint answer solution
Use a spreadsheet to approximate the solution to the initial value problem

dy 5
Y24 0) =04

from t = —1 to t = 0 with step size 0.1. Plot the solution.

QI3]: hint answer solution
Use a spreadsheet to approximate the solution to the initial value problem

dy 1-y

a1+ ¥(0)=0

from r = —10 to t = 10 with step size 0.2. Plot the solution.

Ql4]: hint answer solution
Consider the following spreadsheet setup, where arrows indicate that an entry has been copied down
a column, and the first row contains labels.

A B C
1 t yv_k y_k’
2 1 0 =B2AA2+0.2%B2
3 [ =A2+0.01 | =B2+0.01%C2 )
4 l ! !

The spreadsheet is approximating a solution to an initial value problem.
(a) What is the initial value?
. d
(b) What is 37
(c) What is the step size?

QI51: hint answer solution
In this question, we’ll investigate step size and error. We’ll use the initial value problem

dy 2
Do, : 0)=1.
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(a) Use a spreadsheet to approximate y(1), using a step size At = 0.1. Store the step size in its own
cell, so that it can be changed later.

(b) The actual value of y(1) (which you don’t know how to find on your own yet) is % Change the
value of At until your approximation of y(1) is within 0.001 of the actual value. What value of
At is small enough to keep the error within this tolerance?

Ql6]: hint answer solution
Consider the initial value problem

dy 1
d 1—y? ’

y(0) = —0.1.

We want to know when y will be equal to 0. Using a spreadsheet and Euler’s method, approximate
the root of y.
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Chapter 13

(FLAVOUR B) FURTHER METH-
ODS AND APPLICATIONS

13.14 State-space diagrams

Exercises
Jump to HINTS, ANSWERS, SOLUTIONS or TABLE OF CONTENTS. Quetsions in this section are
taken from Keshet, Chapter 13.

QI[1]: answer
Differential equation. Given the differential equation and initial condition

d
d—f =y*(y—a), y(0) =2a

where a > 0 is a constant, the value of the function y(¢) would
(A) approach y = 0;

(B) grow larger with time;

(C) approachy = a;

(D) stay the same;

(E) none of the above.

QI[2]: answer
There’s a hole in the bucket. Water flows into a bucket at constant rate I. There is a hole in the
container. Explain the model

@zl—k\/ﬁ
dt

Analyze the behaviour predicted. What would the height be after a long time? Is this result always
valid, or is an additional assumption needed? (hint: recall Example 11.2.3 in the text.)

QI3]: hint ~ answer
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Cubical crystal. A crystal grows inside a medium in a cubical shape with side length x and
volume V. The rate of change of the volume is given by

dv )
—=kx"(V\o, =V
o =k (V=V)
where k and V) are positive constants.

(a) Rewrite this as a differential equation for %.

(b) Suppose that the crystal grows from a very small “seed.” Show that its growth rate continually
decreases.

(c) What happens to the size of the crystal after a very long time?

(d) What is its volume when x it is growing at half its initial rate, assuming the initial value of x is
close to 0?

Q[4]:
Logistic growth with proportional harvesting. Consider a fish population of density N ()
growing at rate g(N), with harvesting, so that the population satisfies the differential equation

dN
— =g(N)—h(N).

o = 8(N) —h(N)

Now assume that the growth rate is logistic, so g(N) = rN (K—[_(N) where r, K > ( are constant.

Assume that the rate of harvesting is proportional to the population size, so that
h(N) = gEN

where E, the effort of the fishermen, and g, the catchability of this type of fish, are positive
constants.

Use qualitative methods discussed in this chapter to analyze the behaviour of this equation. Under
what conditions does this lead to a sustainable fishery?

Q[5I:
Logistic growth with constant number harvesting. Consider the same fish population as in
Exercise 4, but this time assume that the rate of harvesting is fixed, regardless of the population size,
so that

h(N) = H
where H is a constant number of fish being caught and removed per unit time. Analyze this revised
model and compare it to the previous results.

13.24 Logistic growth (and other models)

Exercises

Jump to HINTS, ANSWERS, SOLUTIONS or TABLE OF CONTENTS.

Q[1]:

Spread of infection. In the model for the spread of a disease (starting page 412 in the text), we used
the fact that the total population is constant (S(z) + I(¢) = N =constant) to eliminate S(¢) and
analyze a differential equation for /() on its own.
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Carry out a similar analysis, but eliminate /(¢). Then analyze the differential equation you get
for S(¢) to find its steady states and behaviour, practicing the qualitative analysis discussed in this
chapter.

QI[2]: answer
Social media. Sally Sweetstone has invented a new social media App called HeadSpace, which
instantly matches compatible mates according to their changing tastes and styles. Users hear about
the App from one another by word of mouth and sign up for an account. The account expires
randomly, with a half-life of 1 month. Suppose y; (¢) are the number of individuals who are not
subscribers and y,(¢) are the number of are subscribers at time ¢. The following model has been
suggested for the evolving subscriber population

D1 _ by, —ay1y>

dt ’
A =ayiy, — by.
dt

(a) Explain the terms in the equation. What is the value of the constant 5?

(b) Show that the total population P = y;(¢) 4+ y»(¢) is constant.

Note: this is a conservation statement.

(c) Use the conservation statement to eliminate y;. Then analyze the differential equation you
obtain for yj,.

(d) Use your model to determine whether this newly launched social media will be successful or
whether it will go extinct.

Q[31: answer
A bimolecular reaction. Two molecules of A can react to form a new chemical, B. The reaction is
reversible so that B also continually decays back into 2 molecules of A. The differential equation
model proposed for this system is

da 2
@@ _ 2Bb
o wa”+2p3

db

o)
— 242 _Bb,
ar 2" P
where a(r),b(t) > 0 are the concentrations of the two chemicals.

(a) Explain the factor 2 that appears in the differential equations and the conservation statement.
Show that the total mass M = a(t) + 2b(¢) is constant.

(b) Use the techniques in this chapter to investigate what happens in this chemical reaction, to find
any steady states, and to explain the behaviour of the system
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Q[4l: answer
Scaling time in the logistic equation. Consider the scaled logistic equation 12.1.3

dy

— =ry(l—y).

g ==y

Recall that r has units of 1/time, so 1/r is a quantity with units of time. Now consider scaling the
time variable in the displayed equation by defining r = s/r. Then s carries no units (s is
“dimensionless”).

Substitute this expression for ¢ in the displayed equation and find the differential equation so obtained
(for dy/ds).

QI5]:

The Law of Mass Action. The Law of Mass Action in Section 12.1 led to the assumption that the

rate of a reaction involving two types of molecules (A and B) is proportional to the product of their
concentrations, k-a - b.

Explain why the sum of the concentrations, k - (a + b), would not make for a sensible assumption
about the rate of the reaction.

Q[6]: answer
Glucose solution in a tank. A tank that holds 1 liter is initially full of plain water. A concentrated
solution of glucose, containing 0.25 gm/cm? is pumped into the tank continuously, at the

rate 10 cm>/min and the mixture (which is continuously stirred to keep it uniform) is pumped out at
the same rate.

Let G(t) be the amount of glucose in the tank after rminutes. Write a differential equation for G,
and give its initial condition.

How much glucose is in the tank after a long time?

Ql[7]: answer
Pollutant in a lake. A lake of constant volume V gallons contains Q(7) pounds of pollutant at
time ¢ evenly distributed throughout the lake. Water containing a concentration of k pounds per
gallon of pollutant enters the lake at a rate of r gallons per minute, and the well-mixed solution
leaves at the same rate.

(a) Setup a differential equation that describes the way that the amount of pollutant in the lake
changes.

(b) Determine what happens to the pollutant level after a long time if this process continues.

(c) If k =0 find the time T for the amount of pollutant to be reduced to one half of its initial value.

QI8]: answer
A sugar solution. Sugar dissolves in water at a rate proportional to the amount of sugar not yet in
solution. Let Q(¢) be the amount of sugar undissolved at time ¢. The initial amount is 100 kg and
after 4 hours the amount undissolved is 70 kg.

(a) Find a differential equation for Q() and solve it.

(b) How long does it take for 50 kg to dissolve?
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Q[: answer
Leaking water tank. A cylindrical tank with cross-sectional area A has a small hole through which
water drains. The height of the water in the tank y(¢) at time 7 is given by:

0= (yw- Y
) = Y A
where k,yq are constants.

(a) Show that the height of the water, y(t), satisfies the differential equation
dy k
a = AV

(b) What is the initial height of the water in the tank at time t =0 ?

(c) At what time is the tank be empty ?

(d) At what rate is the volume of the water in the tank changing when ¢t = 0?
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GEOMETRY IN THREE DIMENSIONS

— Chapter 14

(FLAVOUR C) GEOMETRY
IN THREE DIMENSIONS

14.14 Points and planes

Exercises
Jump to HINTS, ANSWERS, SOLUTIONS or TABLE OF CONTENTS.

129
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» Stage 1

Q[1]: hint answer solution
Part of R3 is sketched below, along with a triangle.

Identify the following parts of the sketch:

(a) the xy-plane

(b) the yz-plane

(c) the xz-plane

(d) the vertex of the triangle lying on (1,0,0)
(e) the vertex of the triangle lying on (0, 1,0)
(f) the vertex of the triangle lying on (0,0,1)

QI2]: hint answer  solution
Describe the set of all points (x,y,z) in R? that satisfy

(@) X2+ +2=2x—4y+4
b) x> +y?+72 <2x—4y+4

QI3 hint answer  solution
Describe and sketch the set of all points (x,y) in IR? that satisfy

(@) x=y

(b) x+y=1
(©) ¥*+)y*=4
(d) *+y* =2y
(e) x> +y* <2y

Ql4]: hint answer  solution
Describe the set of all points (x, y,z) in R? that satisfy the following conditions. Sketch the part of
the set that is in the first octant. That is, sketch the part of the set with non-negative values of x, y,
and z.

(@ z=x
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(b) x*+y*+2% =4

() X*>+y’+72=4,z=1
d) x*+y* =4

(e) z=x>+y?

» Stage 2

Q[5]: hint answer  solution

What is the distance from the point (1,2,3) to the point (4,—5,6)?

Q[el: hint answer solution
What is the distance from the point (—5,—1,—9) to the xy-plane?

Q[7]: hint answer  solution
A bird sets off from its nest. It flies one kilometre due north, then two kilometres due east, gaining
100 metres of altitude. How far is it from its nest?

QI8]: hint answer solution
A bird sets off from its nest on the ground. It flies two kilometres due north, then two kilometres due
east, ending up at a point that is 3 km away from its nest. How high above the ground is that point?

QI9]: hint answer solution
A giant straight wall rises from the ground, reaching high in the sky, casting a cold shadow as far as
you can see. You walk straight out from the base of the wall for 2 km, ash floating in the air,
catching in your throat and stinging your eyes. Tired, you sit on the ground to rest, and look around
you. In the hazy distance, you see what at first you think must be an illusion: a single tree. It’s the
only thing standing in this desolate flatness. Curiosity overcomes your fatigue, and you wobble onto
blistered feet. (Not your feet—ew. You kick them out of the way.) You turn at a right angle to your
previous course, walking 1 km parallel to the looming monolith, and reach the tree. Even at this
distance, the wall seems to emit a sinister hum. Except, no — you realize that sound isn’t the wall at
all. Three metres up the tree, a colony of murder hornets is busily expanding their nest. For the first
time today, you smile.

How far are the murder hornets from the wall?

Q[10]: hint answer solution
The pressure p(x,y) at the point (x,y) is determined by x> —2px +y?> = 1. An isobar is a curve
with equation p(x,y) = ¢ for some constant c. Sketch several isobars.

Q[11]: answer  solution
Show that the set of all points P that are twice as far from (3,—2,3) as from (3/2,1,0) is a sphere.
Find its centre and radius.

» Stage 3

Ql12]: hint answer solution
Consider any triangle. Pick a coordinate system so that one vertex is at the origin and a second
vertex is on the positive x—axis. Call the coordinates of the second vertex (a,0) and those of the
third vertex (b,c). Find the circumscribing circle (the circle that goes through all three vertices).
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QI13](*): hint answer  solution
Find an equation for the set of all points P = (x,y,z) such that the distance from P to the point
(0,0,1) is equal to the distance from P to the plane z+ 1 = 0.

Sketch the set, and also describe it in words.

14.24 Functions of two variables

Exercises
Jump to HINTS, ANSWERS, SOLUTIONS or TABLE OF CONTENTS.

» Stage 1

QI[1]: hint answer solution
Give an example of a function that has all of IR? in its domain, and whose range is a single number.

Ql2]: hint answer solution
Single-variable functions f(x) and g(x) are sketched below. Both have domain [—1,1].

y y
10 — 1

10 —

y=f(x) y=g(x)
Based on the sketches, find the following.

(a) The range of f(x),

(b) the range of g(x),

(c) the domain of f(g(x)), and
(d) the range of f(g(x)).

Q[31]: hint answer solution
Is the point (x,y) = (1,1) in the domain of the implicitly defined function

22y3+zx3+xy =17?

» Stage 2

Q[4]: hint  answer  solution
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Find the domain and range of the function

fley) = /4> +y?

QI51: hint answer solution
Find the domain and range of the function

Ql[6]: hint answer solution
Find the domain and range of the function

k(x,y) = arcsin (x* +?)

» Stage 3

QI[7]: hint answer solution
Find the domain and range of the function

() = 7
8\WXY) = 17—+
log(xy)
QI8]: hint answer  solution
Find the domain and range of the two-variable function
2
x
f(‘x’y) - x2 _|_1
QI[9I: hint answer  solution

Find the domain and range of the function

X .
fxy) = 2 sy
Q[10]: hint answer solution
If a company spends a dollars on advertisements, and sells the advertised product at p dollars each,
then the number of units that will be sold is given as a function D(a, p).

Give a sensible model domain and range.

Q[11]: hint answer solution
You’re using the function

1
flxy) = )

to model some process. In your model, the only values of the range that make sense are
3< fxy) <5

What is your model domain?
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Ql12]: hint answer  solution
You’re using the function

g(ny) =72[2 —y)* — [ -]

to model some process. In your model, the only values of the range that make sense are
272 < g(x,y) < 1175

What is the corresponding model domain?

14.34 (optional) Sketching surfaces in 3D

Exercises
Jump to HINTS, ANSWERS, SOLUTIONS or TABLE OF CONTENTS.

» Stage 1

Q[1](+): hint answer solution
Match the following equations and expressions with the corresponding pictures.
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@ X*+y=2+1 (b)) y=x*+72 (0 z=x"+y"—dny

Q[2]: hint answer solution
Sketch a few level curves for the function f(x,y) whose graph z = f(x,y) is sketched below.
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z
Y
x
» Stage 2
Q[3]: hint answer solution
Sketch some of the level curves of
@) f(x.y) =x*+2y"
(b) f(x.y) = xy
©) f(x,y) =xe™
Q[4](+): hint  answer  solution
Sketch the level curves of f(x,y) = )ﬁyyz
QI5]1(+): hint  answer  solution

A surface is given implicitly by

24y -2 +27=0
(a) Sketch several level curves z =constant.
(b) Draw a rough sketch of the surface.

QI6](*): hint answer  solution
Sketch the hyperboloid 72 = 4x* 4+ y* — 1.

QI[7]: hint answer  solution
Sketch the graphs of

(@) f(x,y) =sinx 0<x<2m,0<y<1

(b) f(x.y) =/ x>+

© flx.y) = |x[+ ]yl

Q[8]: answer  solution
Sketch and describe the following surfaces.

(@) 4x*+y*> =16
(b) x+y+2z=4

i8]

2
© §S+5=1+%
(d) y? =x2+2
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2 2
© S+5+5=1
(f) x> +y* 42> +4x— by +9z—b = 0 where b is a constant.

2 2
Q@ 3=7+%
(h) z =x?
QI[9]: hint answer  solution
Sketch the level curves of the function

f(xy) =sin(x+y)

forz=0,z=1,and z = 2.

» Stage 3

Q[10]: hint answer solution

The surface below has circular level curves, centred along the z-axis. The lines given are the
intersection of the surface with the right half of the yz-plane. Give an equation for the surface.

2=3(y—-1)
z /

.....

. .
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PARTIAL DERIVATIVES

Chapter 15

(FLAVOUR C) PARTIAL DERIVATIVES

15.14 Partial derivatives

Exercises
Jump to HINTS, ANSWERS, SOLUTIONS or TABLE OF CONTENTS.

» Stage 1

QI[1]: hint answer solution
You are traversing an undulating landscape. Take the z-axis to be straight up towards the sky, the
positive x-axis to be due south, and the positive y-axis to be due east. Then the landscape near you
is described by the equation z = f(x,y), with you at the point (0,0, f(0,0)). The function f(x,y) is
differentiable.

Suppose f,(0,0) < 0. Is it possible that you are at a summit? Explain.
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Q[2]: hint answer solution
The table below gives approximate value of f(x,y) at different values of x and y. (The row gives the
value of x, and the column gives the value of y.)

vl 7 10 11 12 13 14 15 16 17 18 19
1.5 82 9.1 10.1 11.2 122 13.3 144 15.6 16.7 179
1.6 80 9.0 99 109 12.0 13.1 142 153 164 17.6
1.7 7.8 88 9.7 10.7 11.7 12.8 139 15.0 16.1 17.3
1.8 76 8.6 95 105 11.5 125 13.6 14.7 158 17.0
1.9 75 84 93 103 11.3 123 133 144 155 16.6
2.0 73 82 9.1 100 11.0 12.0 13.0 14.1 152 16.3
21 7.1 80 89 9.8 10.8 11.8 12.8 13.8 149 16.0
22 70 7.8 87 9.6 105 11.5 12.5 135 14.6 15.6
23 6.8 76 85 94 103 11.2 122 132 142 153
24 66 74 83 9.1 100 11.0 11.9 129 139 15.0

Use the table to approximate the following partial derivatives.
(@) fy(1.5,2.4)

() f(1.7,1.7)

(©) £,(1.7,1.7)

(d) fe(1.1,2)

» Stage 2

QI31: answer  solution
Find all first partial derivatives of the following functions and evaluate them at the given point.

@) f(x,y,2) =xy*? (0,—1,—1)

(b) w(x,y,z) =log (14 €"%) (2,0,—1)

—_ 1 _
(©) f(x’)’) = RR ( 3’4)
Q[4]: hint answer solution
- _xt —
Show that the function z(x,y) = 15 obeys
0z 0z

xa(x,y) +ya—y(x,y) =0
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QI[5](x): hint answer solution
A surface z(x,y) is defined by zy —y + x = log(xyz).
(a) Compute %, g—; in terms of x, y, z.

(b) Evaluate & and & at (x,,z) = (—1,-2,1/2).

Q[6](+): hint  answer  solution
Find ‘g—lT] and g—‘T, at (1,1,2,4) if (T,U,V,W) are related by

(TU —V)*1log(W —UV) = log2

Q[71(=): answer  solution
Suppose that u = x*> +yz, x = prcos(8),y = prsin(8) and z = pr. Find % at the point (po, ro, 6p) =
(2,3,m/2).

QI3 answer  solution
Use the definition of the derivative to evaluate f,(0,0) and f,(0,0) for

x2—2y?

ifx#y
X, = X=y
f( y) {0 ifx=y

» Stage 3

QI91: hint answer solution

Let f be any differentiable function of one variable. Define z(x,y) = f(x*> +y?). Is the equation

0z 0z
A b AN ’ - O
Vg (By) = x5 (xy)
necessarily satisfied?

Q[10]: answer  solution
Define the function

(x+2y)?

Flry) = = ifx+y=#0
0 ifx4+y=0
(a) Evaluate, if possible, %(0’0) and g—f;(0,0).
(b) Is f(x,y) continuous at (0,0)?
Q[11]: hint answer  solution

Consider the cylinder whose base is the radius-1 circle in the xy-plane centred at (0,0), and which
slopes parallel to the line in the yz-plane given by z = y.
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When you stand at the point (0,—1,0), what is the slope of the surface if you look in the positive y
direction? The positive x direction?

Q[12](#): hint answer solution
Let

flry) = 2o if (xy) #(0,0)
0 if (x,y) = (0,0)
Compute, directly from the definitions,
@ %(0,0)

(b) %(0,0)

©) $f(t1)

t=0

15.24 Higher order derivatives

Exercises
Jump to HINTS, ANSWERS, SOLUTIONS or TABLE OF CONTENTS.

» Stage 1

Questions 1 — 3 deal with the notation used for higher-order partial derivatives. Notation is only a convention,
but conventions usually only catch on if they make some amount of sense. Understanding where the conventions
came from makes it easier to remember them.

QI[1]: hint answer solution
If the partial derivative of the function f with respect to x is written f,, then why should the partial
derivative of f, with respect to y be written as fy,, rather than as fy,?

QI2]: h1nt answer  solution
If the partial derivative of the function f with respect to x is written 2 =S or ! then why should the

partial derivative of f with respect to y be written as g af , rather than as 5.5 f ?

QI31: hint answer solution
If the first partial derivative of the function f with respect to x is written % f or_gf , then why should

2
the partial derivative of f with respect to x be written as ng; , rather than as ‘;{ ?
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Q[4]: hint  answer  solution

Fluy) = tan(xy)

Inx

Verify Clairaut’s theorem by showing fyy, = fyx.

» Stage 2

QI5]: hint answer  solution
Find the specified partial derivatives.

(@) f(x,y) :xz)’j? Fex(X,)s Fryy (5,), fyny (%,)
(b) f(x,Y) =ev; fxx(x’y)’ fxy(X,y), fxxy(xay)’ fxyy(x,y)

1 B Ff ’f
() f(u,v,W) - u—+2v+3w’ owovou " Owdvou

(u,v,w) (3,2,1)

Ql6]: hint answer solution

Find all second partial derivatives of f(x,y) = 1/x% + 5y2.

Ql[7]: hint answer solution
Find the specified partial derivatives.

(@) f(x,y,z) = arctan (eV*?); fyz(x,,2)

(b) f(x,y,z) = arctan (eV™?) + arctan (e\/’TZ) +arctan (eV??); fo(x,3,2)

(©) f(x,y,z) = arctan (eV?); fic(1,0,0)

» Stage 3

Q[8I: answer  solution
—(P+y?+2%)/ (4aur)

1
Let o > 0 be a constant. Show that u(x,y,z,t) = 372¢

3 satisfies the heat equation

U = o (uxx —+ Uyy + MZZ)

forall r > 0.

QI[9]: hint answer  solution
The table below gives approximate value of f(x,y) at different values of x and y. (The row gives the
value of y, and the column gives the value of x.)
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X —

10 11 12 13 14 15 16 17 18 19

vl
1.5 82 9.1 10.1 112 122 13.3 144 156 16.7 17.9
1.6 8.0 9.0 9.9 109 12.0 13.1 142 153 164 17.6
1.7 78 88 9.7 107 11.7 12.8 139 150 16.1 17.3
1.8 76 86 95 105 11.5 12,5 13.6 14.7 158 17.0
1.9 75 84 93 103 113 123 133 144 155 16.6
2.0 73 82 9.1 100 11.0 12.0 13.0 14.1 152 163
2.1 71 80 89 9.8 108 11.8 12.8 13.8 149 16.0
22 70 7.8 87 9.6 105 11.5 12.5 13.5 14.6 15.6
23 68 7.6 85 9.4 103 11.2 122 132 142 153
2.4 6.6 74 83 9.1 100 11.0 11.9 129 139 15.0

Use the table to approximate fy,(1.8,2.0) .
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OPTIMIZATION OF MULTIVARIABLE FUNCTIONS

— Chapter 16

(FLAVOUR C) OPTIMIZATION
OF MULTIVARIABLE FUNCTIONS

16.142 Local maximum and minimum values

Exercises
Jump to HINTS, ANSWERS, SOLUTIONS or TABLE OF CONTENTS.

» Stage 1

Q[1](+): answer  solution

(a) Some level curves of a function f(x,y) are plotted in the xy—plane below.
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Y

For each of the four statements below, circle the letters of all points in the diagram where the
situation applies. For example, if the statement were “These points are on the y—axis”, you
would circle both P and U, but none of the other letters. You may assume that a local maximum
occurs at point 7.

(1) V£ is zero PRSTU
(i1) f has a saddle point PRSTU
(iii) the partial derivative f, is positive PRSTU

(b) The diagram below shows three “y traces” of a graph z = F(x,y) plotted on xz—axes. (Namely,
the intersections of the surface z = F(x,y) with the three planes y = 1.9,y =2, and y = 2.1.)
For each statement below, circle the correct word.

(i) the first order partial derivative Fy(1,2) is positive/negative/zero (circle one)
(ii) F has a critical point at (2,2) true/false (circle one)

(iii) the second order partial derivative Fy,(1,2) is  positive/negative/zero (circle one)
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.
N
—
N
1 1/% 3 1 @
_/

» Stage 2

QI2](*): hint answer  solution

Letz = f(xy) = (— %)’

(a) Make a reasonably accurate sketch of the level curves in the xy—plane of z = f(x,y) forz =0, 1
and 16. Be sure to show the scales on the coordinate axes.

(b) Verify that (0,0) is a critical point for z = f(x,y), and determine from part (a) or directly from
the formula for f(x,y) whether (0,0) is a local minimum, a local maximum or a saddle point.

(c) Can you use the Second Derivative Test to determine whether the critical point (0,0) is a local
minimum, a local maximum or a saddle point? Give reasons for your answer.

QI3](*): hint answer  solution
Use the Second Derivative Test to find all values of the constant ¢ for which the function z =
x? + cxy +y? has a saddle point at (0,0).

Q[4](+): hint  answer  solution
Find and classify all critical points of the function

flxy) =x3—y3 —2xy +6.

QI[5](+): hint answer solution
Find all critical points for f(x,y) = x(x*> +xy +y*> —9). Also find out which of these points give
local maximum values for f(x,y), which give local minimum values, and which give saddle points.

Ql6]: hint answer  solution

Find and classify all the critical points of f(x,y) = x> +y? + x>y + 4.
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Q[71(»): hint  answer  solution
Find all saddle points, local minima and local maxima of the function

fry) =X +x" —2xy+y" —x.

QI8](»): hint answer solution
For the surface

z=f(xy) =X +x? =3 —4y* +4

Find and classify [as local maxima, local minima, or saddle points] all critical points of f(x,y).

QI91(+): hint answer solution

(a) For the function z = f(x,y) = x> 4+ 3xy + 3y? — 6x — 3y — 6. Find and classify as [local maxima,
local minima, or saddle points] all critical points of f(x,y).

(b) The images below depict level sets f(x,y) = c of the functions in the list at heights
¢=0,0.1,0.2,...,1.9,2. Label the pictures with the corresponding function and mark the
critical points in each picture. (Note that in some cases, the critical points might not be drawn
on the images already. In those cases you should add them to the picture.)

() flxy) = (F+y*—1)(x—y)+1
(11)fxy —yx~|—y X — y +1

/\<

Q[10](+): answer  solution
Define the function

flx,y) =x> +3xy+3y* —6x—3y—6

Classify all critical points of f(x,y) as local maxima, local minima, or saddle points.

QLIT](x): answer  solution
Find and classify the critical points of f(x,y) = 3x%y +y® — 3x*> — 3y* + 4.
Q[12](x): answer  solution

Find all critical points of the function f(x,y) = 4 +y* —4xy +2, and for each determine whether it
is a local minimum, maximum or saddle point.

Q[13](x): answer  solution
Find all the critical points of the function

fley) =x*+y" —dxy
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defined in the xy-plane. Classify each critical point as a local minimum, maximum or saddle point.

Q[14](+): hint answer solution
Find all the critical points of the function

fry) =X +x"—x
defined in the xy-plane. Classify each critical point as a local minimum, maximum or saddle point.
Explain your reasoning.

Q[15](+): answer  solution
Find and classify all critical points of

fxy) =x" =3xy* —3x* = 3)?

» Stage 3

Q[16](*): answer  solution
Consider the function

flxy) = 3kx2y—|—y3 —3x% — 3y2 +4

where k > 0 is a constant. Find and classify all critical points of f(x,y) as local minima, local
maxima, saddle points or points of indeterminate type. Carefully distinguish the cases k < %, k= %

1
and k > 5

QI17]: hint answer solution
An experiment yields data points (x;,y;), i =1,2,--+,n. We wish to find the straight line y =mx-+b

which “best” fits the data. The definition of “best” is “minimizes the root mean square error”, i.e.
minimizes Y., (mx; + b —y;)?. Find m and b.

16.24 Absolute minima and maxima

Exercises
Jump to HINTS, ANSWERS, SOLUTIONS or TABLE OF CONTENTS.

» Stage 1

Ql[1]: hint answer solution
Suppose you want to find the maximum value of a surface z = f(x,y) on the boundary of the unit
circle, x* + y2 =1.

True or false: you should always check the points (0,+1) and (+1,0), since these are the endpoints
of the circle.

Ql2]: hint answer solution
Find the high and low points of the surface z = 4/x%+y? with (x,y) varying over the square
lx| <1, |y] < 1. Discuss the values of z,, z, there. Do not evaluate any derivatives in answering
this question.
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» Stage 2

QI3]: hint answer solution
Find the maximum and minimum values of f(x,y) = xy —x’y* when (x,y) runs over the square
0<x<1,0<y<l.

Ql4](+): answer  solution
Let A(x,y) = y(4 —x*> —y?).

(a) Find and classify the critical points of A(x,y) as local maxima, local minima or saddle points.
(b) Find the maximum and minimum values of 4(x,y) on the disk x> +y? < 1.

QI51(+): hint  answer  solution
Find the absolute maximum and minimum values of the function f(x,y) = 5 + 2x — x> — 4y? on the
rectangular region

R={(xy)]| -1<x<3,-1<y<1}

Q[6](+): answer  solution

Find the minimum of the function 4(x,y) = —4x — 2y + 6 on the closed bounded domain defined by
2 132

x+y <L

QI[71(+): hint answer solution

Let f(x,y) = xy(x+y—3).

(a) Find all critical points of f, and classify each one as a local maximum, a local minimum, or
saddle point.

(b) Find the location and value of the absolute maximum and minimum of f on the triangular
regionx >0,y >0,x+y < 8.

Q[8](+): answer  solution
Consider the function

fley) =22 —6xy+)7 + 4y
(a) Find and classify all of the critical points of f(x,y).

(b) Find the maximum and minimum values of f(x,y) in the triangle with vertices (1,0), (0,1) and

(1,1).

Q[9]1(»): hint  answer  solution
Let

flxy) =xy(x+2y—6)

(a) Find every critical point of f(x,y) and classify each one.
(b) Let D be the region in the plane between the hyperbola xy = 4 and the line x 42y — 6 = 0. Find
the maximum and minimum values of f(x,y) on D.
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Q[10](+): hint answer solution
A metal plate is in the form of a semi-circular disc bounded by the x-axis and the upper half of
x? +y? = 4. The temperature at the point (x,y) is given by

T(x,y) =In(1+x*+y*) —.

Find the coldest point on the plate, explaining your steps carefully. (Note: In2 ~ 0.693,
In5 ~ 1.609)

Q[11](+): hint  answer  solution
Consider the function g(x,y) = x*> — 10y —y?.

(a) Find and classify all critical points of g.

(b) Find the absolute extrema of g on the bounded region given by

X +4y2 <16, y<0

Q[12]: hint answer solution
Equal-angle bends are made at equal distances from the two ends of a 100 metre long fence, so that
the resulting three-segment fence can be placed along an existing wall to make an enclosure of
trapezoidal shape. What is the largest possible area for such an enclosure?

Q[13]: hint answer solution
Find the most economical shape of a rectangular box that has a fixed volume V and that has no top.

Q[14](+): answer  solution
The temperature 7' (x,y) at a point of the xy—plane is given by

T(x,y) =20 —4x*> —y?

(a) Find the maximum and minimum values of T (x,y) on the disk D defined by x> +y? < 4.

(b) Suppose the ant is constrained to stay on the curve y = 2 — x>. Where should the ant go if it
wants to be as warm as possible?

» Stage 3

Q[15](=): hint answer solution
Find the largest and smallest values of x?y?z in the part of the plane 2x +y +z = 5 where x > 0,
y = 0 and z > 0. Also find all points where those extreme values occur.

Q[16](#): answer  solution

(a) Show that the function f(x,y) = 2x+4y+ xly has exactly one critical point in the first quadrant
x>0,y >0, and find its value at that point.

(b) Use the second derivative test to classify the critical point in part (a).
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(c) Explain why the inequality 2x 44y + xly > 6 is valid for all positive real numbers x and y.

QI17]: hint answer solution
Let a be a constant real number. Find all points on the surface

2= f(ny) =2+

that have minimum distance from the point (0,0,a).

Q[18]: hint answer solution
The Scranton branch of a well-known paper company has two sizes of paper for sale - A4 and A3.

Each ream of A4 is sold at $6; each ream of A3 is sold at $8. Assume that every ream produced is
sold.

Suppose x is the quantity of materials that go into making A4 and y is the quantity of materials that
go into making A3. Then the costs involved in turning these materials into paper are $1 - x for A4
and $3 -y for A3.

There are different production procedures to produce each paper size. The production functions
below give the number of reams of paper produced out of a given amount of materials.

fx)= %x"'g (for Ad)
g(y) = 10y°° (for A3)

(a) Build the (total) profit equation in terms of x and y. That is, find an equation I'l(x,y) that gives
the total profit (revenue minus cost) over both paper types.

(b) Find the production quantities of both sizes of paper that maximizes profit.

(c) If the branch stops producing A4, what is the optimal production for A3 to maximize profit?

QI[19]: hint answer solution
Ayan and Pipe each have a lemonade boutique. Making each pitcher of lemonade costs $1. If Ayan
wants to sell g4 lemonades, and Pipe want to sell gp lemonades, then each pitcher of lemonade will
be sold for this price:

p(ga.qpr) = 121 =2(qa +qp)

(a) Build the profit equation in terms of g4 and gp for Ayan. Treating gp as a constant, find the
value of g4 that maximizes Ayan’s profit. (Your answer will depend on gp.)

(b) Build the profit equation in terms of g4 and gp for Pipe. Treating g4 as a constant, find the value
of gp that maximizes Pipe’s profit. (Your answer will depend on g4.)

(c) Guess, using your intuition, how many pitchers are Ayan and Pipe are going to produce
proportional to one another so that both of them maximize their respective profit functions.

(d) Verify your answer for (c) mathematically.
(e) Calculate the profit that each seller generates under these assumptions.

(f) What would be their joint profit if they collaborate? Build a new profit equation where Ayan
and Pipe are collaborating and find the optimal joint profit. Compare this to their individual
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profit when they are competing and decide whether it would be better for them to collaborate or
compete.

(g) Is it better for thirsty consumers when the two sellers collaborate, or when they compete?

16.34 Lagrange multipliers

Exercises
Jump to HINTS, ANSWERS, SOLUTIONS or TABLE OF CONTENTS.

» Stage 1

Q[1](): hint  answer  solution

(a) Does the function f(x,y) = x*> + y? have a maximum or a minimum on the curve xy = 1?
Explain.

(b) Find all maxima and minima of f(x,y) on the curve xy = 1.

Ql2]: hint answer  solution
Give an example of a continuous surface f(x,y) and a constraint function g(x,y) = 0 such that
f(x,y) has both a local max and a local min subject to the constraint, but no global max or min.

QI31: hint answer solution
Find all absolute extrema of the function f(x,y) = xsiny subject to the constraint y = x.

» Stage 2

Q[4](»): hint answer solution
Use the method of Lagrange multipliers to find the minimum value of z = x> + y? subject to x%y = 1.
At which point or points does the minimum occur?

QI51(+): hint answer  solution
Use the method of Lagrange multipliers to find the maximum and minimum values of
fxy) =xy
subject to the constraint
X+ 2y2 = Il
Q[6](#): hint answer solution

Find the maximum and minimum values of f(x,y) = x> 4 y? subject to the constraint x* +y* = 1.

Ql[7]: hint answer solution

Find the absolute extrema of the function f(x,y) = x* +y* + %y6 given the constraint

g(x,y) = x*> +y*> = 1 using the method of Lagrange multipliers.
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QI[8]: hint answer solution
Find the point(s) on the parabola y = % — x? closest to the origin using the method of Lagrange
multipliers.

QI[9I: hint answer solution
What are the largest and smallest values of the product xy, for points (x,y) in the region

x> —2xy+5y° <17

Q[10](=): hint answer  solution
The temperature in the plane is given by T'(x,y) = ¢’ (x* 4+ 7).
(a) (i) Give the system of equations that must be solved in order to find the warmest and coolest
point on the circle x* +y? = 100 by the method of Lagrange multipliers.
(11) Find the warmest and coolest points on the circle by solving that system.
(b) (1) Give the system of equations that must be solved in order to find the critical points of
T(x,y).
(i1) Find the critical points by solving that system.
(c) Find the coolest point on the solid disc 2+ y2 < 100.

Q[11]: hint answer solution
Use the method of Lagrange Multipliers to find the maximum and minimum values of the utility
function U = f(x,y) = 9x3 y%, subject to the constraint g(x,y) = 3200x + 200y = 80,000, where
x=0andy>0.

» Stage 3

QI12](*): hint answer  solution
Suppose that a and b are both greater than zero and let T be the triangle bounded by the line
ax+ by = 1 and the two axes. Use the method of Lagrange multipliers to find the smallest possible
area of T if the line ax + by = 1 is required to pass through the point (1,2).

QI[13]: hint answer  solution

Find a and b so that the area wab of an ellipse Z—i + ly)—i = 1 passing through the point (1,2) is as
small as possible.

(We assume a, b are positive.)

Q[14](=): hint answer solution
Use the method of Lagrange multipliers to find the radius of the base and the height of a right
circular cylinder of maximum volume which can be fit inside the unit sphere x> +y? +z> = 1.

Ql[15]: hint answer solution
A rectangular box needs the following properties:

e 72 cubic centimetre volume,

* width twice its length, and
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* minimum surface area.

What are the dimensions of the box?

2x

Use Lagrange multipliers to solve.

Ql1el: answer  solution
Let f(x,y) have continuous partial derivatives. Consider the problem of finding local minima and
maxima of f(x,y) on the curve xy = 1.

* Define g(x,y) = xy — 1. According to the method of Lagrange multipliers, if (x,y) is a local
minimum or maximum of f(x,y) on the curve xy = 1, then there is a real number A such that

fixy) =Ag(xy),  filxy) =2Ag(xy), gxy) =0 (ED)

* Onthe curve xy = 1, we have y = 1 and f(x,y) = f(x,1). Define F (x) = f(x,1). If x £ 0is
a local minimum or maximum of F (x), we have that

F'(x)=0 (E2)

Show that (E1) is equivalent to (E2), in the sense that

there is a A such that (x,y,A) obeys (E1)
if and only if
x # 0 obeys (E2) and y = 1/x.

QI17]: hint answer  solution
Find all absolute extrema of the function

flxy) =4t +y*+—1

subject to the constraint

QI[18]: hint answer solution
Find all absolute extrema of the function
flxy)=x+y
subject to the constraint
C=1+4+ y2
QI[19]: hint answer solution
X
fy)=—"7-—3
) = Gy
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(a) Find all absolute extrema of f(x,y).
(b) Does the line y = x describe a closed curve?

(c) Find all absolute extrema of f(x,y) subject to the constraint y = x.
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Hints for Exercises 1. — Jump to TABLE OF CONTENTS.

<

Hints for Exercises 2.1. — Jump to TABLE OF CONTENTS.

H-2: Consider the difference between a limit and a one-sided limit.
H-3: Pay careful attention to which limits are one-sided and which are not.

The function doesn’t have to be continuous.

:
@ .

See Question 5

T
2

See Question 5

T
0]

What is the relationship between the limit and the two one-sided limits?

T
©

What is the relationship between the limit and the two one-sided limits?

H-14: What are the one-sided limits?

1
H-16: Think about what it means that x does not appear in the function f(x) = T

H-17: We only care about what happens really, really close to x = 3.

L 4

Hints for Exercises 2.1.1. — Jump to TABLE OF CONTENTS.

H-2: Try to make two functions with factors that will cancel.

s
w

-3: Try to make g(x) cancel out.

-5: See Questions 2, 3, and 4.

. Find the limit of the numerator and denominator separately.

505
N |\ |

: Break it up into smaller pieces, evaluate the limits of the pieces.
4x —2
r .

am
oo

: First find the limit of the “inside” function,

an
©

Is cos(—3) zero?

a
o

Expand, then simplify.

T
=

Try the simplest method first.

Factor the denominator.

a
n

&

: Factor the numerator and the denominator.

-
Q

Factor the numerator.

a
%

Simplify first by factoring the numerator.

o
o

The function is a polynomial.
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H-20: Multiply both the numerator and the denominator by the conjugate of the numerator,

vx2 48+ 3.

H-21: Multiply both the numerator and the denominator by the conjugate of the numerator,

Vx+2++/4—x.

H-22: Multiply both the numerator and the denominator by the conjugate of the numerator,

Vi34 Va-x.

H-23: Consider the factors x> and cos (

3

)—C) separately.

H-24: Compare to the previous question.

H-25: Factor the numerator.

H-26: Factor the denominator; pay attention to signs.

H-27: First find the limit of the “inside” function.

H-28: Factor; pay attention to signs.

H-29: Look for perfect squares

H-30: Think about what effect changing d has on the function x°> — 32x + 15.
H-31: There’s an easy way.

H-32: What can you do to safely ignore the sine function?

H-33: Factor

H-34: If you’re looking at the hints for this one, it’s probably easier than you think.

H-35: You’ll want to simplify this, since t = % is not in the domain of the function. One way to
start your simplification is to add the fractions in the numerator by finding a common denominator.

H-36: If you’re not sure how m behaves, try plugging in a few values of x, like x = =1 and
x
x=*2.

X
H-37: Look to Question 36 to see how a function of the form % behaves.

H-38: Is anything weird happening to this function at x = 0?
H-39: Use the limit laws.
H-40: The denominator goes to zero; what must the numerator go to?

H-42: Multiply both the numerator and the denominator by the conjugate of the numerator,
Vx+T7++11—x

H-43: Multiply both the numerator and the denominator by the conjugate of the denominator,

24++/5—1.
H-44: Try plotting points. If you can’t divide by f(x), take a limit.

H-45: There is a close relationship between f and g. Fill in the following table:
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f(x)
X f(x) g(x) g(x)
-3
-2
—1
—0
1
2
3

H-47: When you’re evaluating lim f(x), you're only considering values of x that are less than 0.
x—0~

H-48: When you’re considering lim f(x), you're only considering values of x that are less than
x——4=
—4.

When you’re considering lim+ f(x), think about the domain of the rational function in the top line.
x——4

L o &

Hints for Exercises 2.1.2. — Jump to TABLE OF CONTENTS.

H-1: It might not look like a traditional polynomial.
H-2: The degree of the polynomial matters.

H-3: What does a negative exponent do?

T
I

: You can think about the behaviour of this function by remembering how you first learned to
escribe exponentiation.

T &

-5: The exponent will be a negative number.

T

-6: What single number is the function approaching?

s

-7: The highest-order term dominates when x is large.

s

-8: Factor the highest power of x out of both the numerator and the denominator. You can factor
through square roots (carefully).

:‘ ‘

T

-9: Multiply and divide by the conjugate, v/x2 + 5x 4+ v/x2 — x.

H-10: Divide both the numerator and the denominator by the highest power of x that is in the
denominator.

Remember that , / is defined to be the positive square root. Consequently, if x < 0, then v/x2, which
is positive, is not the same as x, which is negative.

H-11: Factor out the highest power of the denominator.

H-12: The conjugate of (vx?+x—x) is (Vx2 +x+x).
VX2 +x+x
VX2 +x+x

H-13: Divide both the numerator and the denominator by the highest power of x that is in the
denominator.

Multiply by 1 = to coax your function into a fraction.
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H-14: Divide both the numerator and the denominator by the highest power of x that is in the
denominator.

H-15: Divide both the numerator and the denominator by the highest power of x that is in the
denominator.

H-16: Divide both the numerator and the denominator by x (which is the largest power of x in the
denominator). In the numerator, move the resulting factor of 1/x inside the two roots. Be careful
about the signs when you do so. Even and odd roots behave differently— see Question 10.

H-17: Use asymptotics, or divide both the numerator and the denominator by the highest power of
x that is in the denominator.

H-18: Divide both the numerator and the denominator by the highest power of x that is in the
denominator. It is not always true that vx2 = x.

H-19: Simplify.

H-20: What is a simpler version of |x| when you know x < 0?

H-22: Divide both the numerator and the denominator by the highest power of x that is in the
denominator. When is 4/x = x, and when is y/x = —x?

H-23: Divide both the numerator and the denominator by the highest power of x that is in the
denominator. Pay careful attention to signs.

H-24: Multiply and divide the expression by its conjugate, (v'n®+5n+n).

H-25: Consider what happens to the function as a becomes very, very small. You shouldn’t need to
do much calculation.

H-26: Since x = 3 is not in the domain of the function, we need to be a little creative. Try
simplifying the function.

H-27: This is a bit of a trick question. Consider what happens to a rational function as x — £00 in
each of these three cases:

* the degree of the numerator is smaller than the degree of the denominator,
* the degree of the numerator is the same as the degree of the denominator, and
* the degree of the numerator is larger than the degree of the denominator.

H-28: We tend to conflate “infinity” with “some really large number.”

L o &

Hints for Exercises 2.2. — Jump to TABLE OF CONTENTS.

L g a

Hints for Exercises 2.3. — Jump to TABLE OF CONTENTS.

H-1: Try a repeating pattern.
H-2: Compare what is given to you to the definition of continuity.

H-3: Compare what is given to you to the definition of continuity.
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H-4: What if the function is discontinuous?
H-5: What is h(0)?
H-6: Use the definition of continuity.

Find the domain: when is the denominator zero?

@

H-8: When is the denominator zero? When is the argument of the square root negative?

H-9: When is the denominator zero? When is the argument of the square root negative?

H-10: There are infinitely many points where it is not continuous.
-11: x = c is the important point.

H-12: The important place is x = 0.

H-13: The important point is x = c.

H-14: The important point is x = 2c.

No exercises for Section 3.1. — Jump to TABLE OF CONTENTS

&> <&

Hints for Exercises 3.2. — Jump to TABLE OF CONTENTS.

H-2: You can use (a) to explain (b).

H-3: Your calculations for slope of the secant lines will all have the same denominators; to save

yourself some time, you can focus on the numerators.

H-4: You can do this by calculating several secant lines. You can also do this by getting out a ruler

and trying to draw the tangent line very carefully.
H-5: There are many possible values for Q and R.

H-6: A line with slope 0 is horizontal.

L o &

Hints for Exercises 3.3. — Jump to TABLE OF CONTENTS.

H-1: What are the properties of f' when f is a line?
H-2: Be very careful not to confuse f and f”.
H-3: Be very careful not to confuse f and f”.

H-5: The slope has to look “the same” from the left and the right.

T

-6: Use the definition of the derivative, and what you know about limits.

T

-7: Consider continuity.

Look at the definition of the derivative. Your answer will be a fraction.

E
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H-9: You need a point (given), and a slope (derivative).

H-10: You’ll need to add some fractions.

H-11: You don’t have to take the limit from the left and right separately—things will cancel nicely.
H-12: You might have to add fractions

H-14: Your limit should be easy.

H-15: add fractions

H-16: For f to be differentiable at x = 2, two things must be true: it must be continuous at x = 2,
and the derivative from the right must equal the derivative from the left.

H-17: After you plug in f(x) to the definition of a derivative, you’ll want to multiply and divide by
the conjugate /1 +x+h++/1+x.

H-18: When you’re finding the derivative, you’ll need to cancel a lot on the numerator, which you
can do by expanding the polynomials.

H-19: You’ll need to look at limits from the left and right. The fact that £(0) = 0 is useful for your
computation. Recall that if x < 0 then v/x2 = |x| = —x.

H-20: You’ll need to look at limits from the left and right. The fact that £(0) = 0 is useful for your
computation.

H-21: You’ll need to look at limits from the left and right. The fact that £(0) = 0 is useful for your
computation.

H-22: You’ll need to look at limits from the left and right. The fact that £(1) = 0 is useful for your
computation.

H-23: There’s lots of room between 0 and %; see what you can do with it.
H-24: Set up your usual limit, then split it into two pieces
H-25: You don’t need the definition of the derivative for a line.

H-26: A generic point on the curve has coordinates (c, az). In terms of o, what is the equation of
the tangent line to the curve at the point (&, @?)? What does it mean for (1,—3) to be on that line?

H-27: Remember for a constant n,

0 n>0
limi" =4 1 n=0
h=0 DNE n<0
L .

Hints for Exercises 3.3. — Jump to TABLE OF CONTENTS.

H-28: Think about units.

H-35: There are 360 degrees in one rotation.
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H-36: P'(t) was discussed in Question 34.

&> <&

Hints for Exercises 3.4. — Jump to TABLE OF CONTENTS.

H-1: Only one of the curves could possibly represent y = f(x).

&> <&

Hints for Exercises 3.5. — Jump to TABLE OF CONTENTS.

H-1: Two of the functions are the same.

H-2:

H-3: When can you use the power rule?

H-4: What is the shape of the curve e¢**, when a is a positive consant?
H-5: If you know the first derivative, this should be easy.

H-6: Simplify

¢
¢

Hints for Exercises 4.1. — Jump to TABLE OF CONTENTS.

H-1: Look at the Sum rule

H-2: Try an example, like f(x) = g(x) = x.
H-3: Simplify

H-4: g(x) = f(x) +/(x) + f(x)

H-5: Use linearity and the known derivatives of x* and x'/2.

d
H-6: Remember a{Zx} = 2"1og2.

H-7: You have already seen éi—x{\/?c}

H-8: The equation of a line can be determined using a point, and the slope. The derivative of x> can
ound by writing x> = (x)(x?).

f
H-9: Be careful to distinguish between speed and velocity.
H-11: How do you take care of that power?
-12: After you differentiate, factor out e*.
H-13: Population growth is rate of change of population.
H-15: Interpret it as a derivative that you know how to compute.
H-16: The answer is not 10 square metres per second.

H-17: You don’t need to know g(0) or g’(0).
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H-19: In order to be differentiable, a function should be continuous. To determine the
differentiability of the function at x = 1, use the definition of the derivative.

H-20: Review Pascal’s Triangle.

L g a

Hints for Exercises 4.1. — Jump to TABLE OF CONTENTS.
H-22: Check signs

H-23: Read Lemma 4.1.14 carefully.

H-24: Quotient rule

H-25: 02X — ( ex)Z

H-26: 91 = fe*

H-27: Figure out where the derivative is positive.

H-28: The acceleration is given by s”(z).

H-29: Product rule will work nicely here. Alternately, review the result of Question 25.

H-30: To find the sign of a product, compare the signs of each factor. The function ¢’ is always
positive.

H-31: Use factorials, as in Example 3.4.2.

H-32: First, factor an x out of the derivative. What'’s left over looks like a quadratic equation, if you
take x> to be your variable, instead of x.

H-33: 1 =¢"1

H-34: First simplify. Don’t be confused by the role reversal of x and y: x is just the name of the
function (2y + %) -y, which is a function of the variable y. You are to differentiate with respect to y.

H-35: x= ¥1/2

H-37: You don’t need to multiply through.

H-38: You can use the quotient rule.

H-42: There are two pieces of the given function that could cause problems.

H43: Jx=x1/3

H-44: Simplify first

H-45: Differentiate a few times until you get zero, remembering that a, b, ¢, and d are all constants.

H-46: You can re-write this function as a piecewise function, with branches x = 0 and x < 0. To
figure out the derivatives at x = 0, use the definition of a derivative.

H-47: Let m be the slope of such a tangent line, and let P; and P; be the points where the tangent
line is tangent to the two curves, respectively. There are three equations m fulfils: it has the same
slope as the curves at the given points, and it is the slope of the line passing through the points P;
and P.
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H-48: A line has equation y = mx + b, for some constants m and b. What has to be true for

y = mb + x to be tangent to the first curve at the point x = «, and to the second at the point x = 3?

H-49: Compare this to one of the forms given in the text for the definition of the derivative.

&> <&

Hints for Exercises 4.2. — Jump to TABLE OF CONTENTS.

H-1: A horizontal tangent line is where the graph appears to “level off.”
H-2: You are going to mark there points on the sine graph where the graph is the steepest, going up.

H-3: K/(r) gives the velocity of the particle, and 4" (¢) gives its acceleration—the rate the velocity is
changing.

H-4: K'(r) gives the velocity of the particle, and 4" (¢) gives its acceleration—the rate the velocity is
changing. Be wary of signs—as in legends, they may be misleading.

H-5: To show that two functions are unequal, you can show that one input results in different
outputs.

H-6: You need to memorize the derivatives of sine, cosine, and tangent.

H-7: There are infinitely many values. You need to describe them all.

H-8: Simplify first.

H-9: The identity won’t help you.

H-11: Quotient rule

-14: Use an identity.

H-15: How can you move the negative signs to a location that you can more easily deal with?

H-16: Apply the quotient rule.

H-17: The only spot to worry about is when x = 0. For f(x) to be differentiable, it must be
continuous, so first find the value of b that makes f continuous at x = 0. Then, find the value of a
that makes the derivatives from the left and right of x = 0 equal to each other.

H-19: Compare this to one of the forms given in the text for the definition of the derivative.
H-20: Compare this to one of the forms given in the text for the definition of the derivative.

H-21: Compare this to one of the forms given in the text for the definition of the derivative.

H-22: tanf =

H-23: In order for a derivative to exist, the function must be continuous, and the derivative from the
left must equal the derivative from the right.

H-24: There are infinitely many places where it does not exist.

>
H-30: Recall |x| = _;C i;g

definition of the derivative.

. To determine whether /(x) is differentiable at x = 0, use the
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H-31: To decide whether the function is differentiable, use the definition of the derivative.

sin
H-32: In this chapter, we learned lirr(l) MY g you divide the numerator and denominator by x°,
X—> X
you can make use of this knowledge.
- -

Hints for Exercises 4.3. — Jump to TABLE OF CONTENTS.

H-1: For parts (a) and (b), remember the definition of a derivative:

d_K _ th(UJrh)—K(U)‘
dU 1m0 h

When £ is positive, U + h is an increased urchin population; what is the sign of K(U +h) — K(U)?
For part (¢), use the chain rule!

H-2: Remember that Leibniz notation suggests fractional cancellation.

H-3: If g(x) = cosx and h(x) = 5x+ 3, then f(x) = g(h(x)). So we apply the chain rule, with
“outside” function cosx and “inside” function 5x + 3.

H-4: You can expand this into a polynomial, but it’s easier to use the chain rule. If g(x) = x°, and

(x) = x* +2, then f(x) = g(h(x)).

H-5: You can expand this into a polynomial, but it’s easier to use the chain rule. If g(k) = k'7, and
h(k) = 4k* 4+ 2k? 4 1, then T (k) = g(h(k)).

>

2
1
H-6: Tf we define g(x) — /x and h(x) = "2—+1 then f(x) = g(h(x)).
x j—
d d 1 1
To differentiate the square root function: a{\/;c} =% {xl/ 2} = Ex_l/ 2= NS

H-7: You’ll need to use the chain rule twice.
H-8: Use the chain rule.

H-9: Use the chain rule.

H-10: Use the chain rule.

H-11: Use the chain rule.

1
H-12: Recall 5 =x"2and Va2 —1= (x*—1)!/2.
x

H-14: If we let g(x) = secx and i(x) = e>**7, then f(x) = g(h(x)), so by the chain rule,

f'(x) = g'(h(x))-H' (x). However, in order to evaluate 4’(x), we’ll need to use the chain rule again.
H-15: What trig identity can you use to simplify the first factor in the equation?

H-16: Velocity is the derivative of position with respect to time. In this case, the velocity of the
particle is given by s'(7).

H-17: The slope of the tangent line is the derivative.
You’ll need to use the chain rule twice.
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H-18: Start with the product rule, then use the chain rule to differentiate e,

H-19: Start with the quotient rule; you’ll need the chain rule only to differentiate e,

H-20: More than one chain rule needed here.

H-21: More than one chain rule application is needed here.

H-22: More than one chain rule application is needed here.

H-23: More than one chain rule application is needed here.

H-24: What rule do you need, besides chain? Also, remember that cosx = [cosx]z.

H-27: The product of two functions is zero exactly when at least one of the functions is zero.
H-28: Ift>1,then0< 1< 1.

H-29: The notation cos® (5x —7) means [cos(5x — 7)]>. So, if g(x) = x> and h(x) = cos(5x—7),
then g(h(x)) = [cos(5x+7)]> = cos?(5x+7).

H-30: In Example 4.1.11, we generalized the product rule to three factors:

j—x{f (x)g(x)h(x)} = f'(x)8(x)h(x) + f(x)g' (x)h(x) + f(x)g (x)H (x)

This isn’t strictly necessary, but it will simplify your computations.

H-31: At time ¢, the particle is at the point (x(z),y(r)), with x(t) = cost and y(r) = sinz. Over
time, the particle traces out a curve; let’s call that curve y = f(x). Then y(¢) = f(x(t)), so the
slope of the curve at the point (x(z),y(r)) is f’(x(r)). You are to determine the values of 7 for
which f7(x(r)) = —1.

H-32: Set f(x) = "+ and g(x) = 1 +x. Compare £(0) and g(0), and compare f'(x) and g'(x).

H-33: If sin2x and 2 sinxcosx are the same, then they also have the same derivatives.

H-34: This is a long, nasty problem, but it doesn’t use anything you haven’t seen before. Be
methodical, and break the question into as many parts as you have to. At the end, be proud of
yourself for your problem-solving abilities and tenaciousness!

H-35: To sketch the curve, you can start by plotting points. Alternately, consider x> + .

H-36: Use a similar method to Question 32, Section 4.3.

&> <&

Hints for Exercises 4.4. — Jump to TABLE OF CONTENTS.

H-1: Each speaker produces 3dB of noise, so if P is the power of one speaker,
= V(P) = 10log,, (). Use this to find V (10P) and V (100P).

T W

-2: The question asks you when A(#) = 2000. So, solve 2000 = 1000¢'/%° for z.

s

-3: What happens when cosx is a negative number?

s

-4: There are two easy ways: use the chain rule, or simplify first.
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H-5: There are two easy ways: use the chain rule, or simplify first.

H-6: Don’t be fooled by a common mistake: log(x* +x) is not the same as log(x?) + log.x.
H-7: Use the base-change formula to convert this to natural logarithm (base e).
H-9: Use the chain rule.

H-10: Use the chain rule twice.

H-11: You’ll need to use the chain rule twice.

H-12: Use the chain rule.

H-13: Use the chain rule to differentiate.

H-14: You can differentiate this by using the chain rule several times.

H-15: Using logarithm rules before you differentiate will make this easier.
H-16: Using logarithm rules before you differentiate will make this easier.

H-17: First, differentiate using the chain rule and any other necessary rules. Then, plug in x = 2.

) . . d )
H-18: In the text, you are given the derivative d_xax’ where a is a constant.

H-19: You’ll need to use logarithmic differentiation. Set g(x) = log(f(x)), and find g’(x). Then,

use that to find f’(x). This is the method used in the text to find aax :

loga

H-20: Use Question 19 and the base-change formula, log,(a) = loah
0g

H-21: To make this easier, use logarithmic differentiation. Set g(x) = log(f(x)), and find g’(x).

d
Then, use that to find f/(x). This is the method used in the text to find aa", and again in
Question 19.

H-22: To make this easier, use logarithmic differentiation. Set g(x) = log(f(x)), and find g’(x).

Then, use that to find f/(x). This is the method used in the text to find aa" , and again in
Question 19.

H-23: It’s not going to come out nicely, but there’s a better way than blindly applying quotient and
product rules, or expanding giant polynomials.

H-24: You’ll need to use logarithmic differentiation. Set g(x) = log(f(x)), and find g’(x). Then,

use that to find f’(x). This is the method used in the text to find acf‘ , and again in Question (19).

H-25: You’ll need to use logarithmic differentiation. Set g(x) = log(f(x)), and find g’(x). Then,

use that to find f’(x). This is the method used in the text to find aa", and again in Question (19).

H-26: You’ll need to use logarithmic differentiation. Set g(x) = log(f(x)), and find g’(x). Then,

d
use that to find f’(x). This is the method used in the text to find aa)‘ , and again in Question (19).
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H-27: You’ll need to use logarithmic differentiation. Differentiate log(f(x)), then solve for f”(x).

d
This is the method used in the text to find aax .

H-28: Remember to use the chain rule.

H-29: You’ll need to use logarithmic differentiation. Differentiate log(f(x)), then solve for f”(x).

d
This is the method used in the text to find aa" )

H-30: You’ll need to use logarithmic differentiation. Differentiate log(f(x)), then solve for f’(x).

This is the method used in the text to find (%Cax .

H-_3’1: Evaluate % {log <[f(x)]g(x)> }

H-32: Differentiate y = log(f(x)). When is the derivative equal to zero?

L g a

Hints for Exercises 4.5. — Jump to TABLE OF CONTENTS.

H-1: Where did the y come from?

H-2: The three points to look at are (0,—4), (0,0), and (0,4). What does the slope of the tangent
line look like there?

H-3: A function must pass the vertical line test: one input cannot result in two different outputs.

H-4: The problem isn’t with any of the algebra.
H-5: Remember that y is a function of x. Use implicit differentiation, then collect all the terms

containin & on one side of the equation to solve for _y'
& ix d dx

H-6: Differentiate implicitly, then solve for y'.

H-7: Remember that y is a function of x. You can determine explicitly the values of x for which
(x) =1.

H-8: You don’t need to solve for y” in general-only when x = y = 0. To do this, you also need to
find y' at the point (0,0).

<

H-10: Plug in y = 0 at a strategic point in your work to simplify your computation.
H-11: Use implicit differentiation.

H-13: Plug in y = 0 at a strategic point in your work to simplify your computation.
H-14: If the tangent line has slope y’, and it is parallel to y = x, then y’ = 1.

H-15: You don’t need to solve for y’ in general: only at a single point.

H-16: After you differentiate implicitly, get all the terms containing y’ onto one side so you can
solve for y'.

d 1
H-17: Recall —logx = —.
ecall - logx = —
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H-18: You don’t need to solve for % for all values of x—only when y = 0.

H-20: For (b), you know a point where the curve and tangent line intersect, and you know what the
tangent line looks like. What do the derivatives tell you about the shape of the curve?

&> <&

No exercises for Section 4.6. — Jump to TABLE OF CONTENTS

&> <&

Hints for Exercises 4.7. — Jump to TABLE OF CONTENTS.

H-1: Remember that only certain numbers can come out of sine and cosine, but any numbers can

go in.

H-2: What is the range of the arccosine function?

H-3: A one—to—one function passes the horizontal line test. To graph the inverse of a function,

reflect it across the line y = x.

H-4: Your answer will depend on a. The arcsine function alone won’t give you every value.

H-5: In order for x to be in the domain of f, you must be able to plug x into both arcsine and
arccosecant.

H-6: For the domain of f, remember the domain of arcsine is [—1,1].

H-7: The domain of arccos(z) is [—1, 1], but you also have to make sure you aren’t dividing by

d
H-8: — {arcsecx} = and the domain of arcsecx is |x| > 1.

1
& VT
-9: The domain of arctan(x) is all real numbers.
H-10: The domain of arcsinx is [—1, 1], and the domain of 4/x is x = 0.
H-11: This occurs only once.

H-12: The answer is a very simple expression.

H-13: chain rule
H-14: Recall i{arctamx} _ L (14+x%)71
dx 1+ x2
H-17: You can simplify the expression before you differentiate to remove the trigonometric

functions. If arctanx = 0, then fill in the sides of the triangle below using the definition of
arctangent and the Pythagorean theorem:
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With the sides labeled, you can figure out sin (arctanx) = sin (6).

H-18: You can simplify the expression before you differentiate to remove the trigonometric
functions. If arcsinx = 6, then fill in the sides of the triangle below using the definition of
arctangent and the Pythagorean theorem:

0

With the sides labeled, you can figure out cot (arcsinx) = cot ().
H-19: What is the slope of the line y = 2x 4 9?
H-20: Differentiate using the chain rule.

H-21: Ifg(y) = f~'(y). then f(g(y)) = £ (f~'(y)) = y. Differentiate this last equality using the
chain rule.

H-22: To simplify notation, let g(y) = f~'(y). Simplify and differentiate g(f(x)).
H-23: To simplify notation, let g(y) = £~ !(y). Simplify and differentiate g(f(x)).
H-24: Use logarithmic differentiation.

H-25: Where are those functions defined?

T

-26: Compare this to one of the forms given in the text for the definition of the derivative.

H-27: f~!(7) is the number y that satisfies f(y) = 7.

H-28: If f~!(y) = 0, that means £(0) = y. So, we’re looking for the number that we plug into f~!
to get 0.

H-29: As usual, after you differentiate implicitly, get all the terms containing y’ onto one side of the
equation, so you can factor out y’.

&> <&

Hints for Exercises 5. — Jump to TABLE OF CONTENTS.

H-1: If you know P, you can figure out Q.

H-2: Since the point moves along the unit circle, we know that X2+ y2 =1, where x and y are
functions of time.

H-3: You’ll need some implicit differentiation: what should your variable be? Example 5.0.3

shows how to work with percentage rate of change.
H-4: For (b), refer to Example 5.0.3 for percentage rate of change.

H-5: Pay attention to direction, and what it means for the sign (plus/minus) of the velocities of the
particles.
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T

-6: You’ll want to think about the difference in the y-coordinates of the two particles.

s

-7: Draw a picture, and be careful about signs.

s

-8: You’ll want to think about the difference in height of the two snails.

s

-9: The length of the ladder is changing.

H-10: If a trapezoid has height /4 and (parallel) bases b; and b,, then its area is h (blg—b2>. To

figure out how wide the top of the water is when the water is at height 4, you can cut the trapezoid
up into a rectangle and two triangles, and make use of similar triangles.

H-11: Be careful with units. One litre is 1000 cm?3, which is not the same as 10 m3.
H-12: You, the rocket, and the rocket’s original position form a right triangle.
H-13: Your picture should be a triangle.

H-14: Let 0 be the angle between the two hands. Using the Law of Cosines, you can get an

do
expression for D in terms of 6. To find @ use what you know about how fast clock hands move.

H-15: The area in the annulus is the area of the outer circle minus the area of the inner circle.

4
H-16: The volume of a sphere with radius R is gn'r3.

H-17: The area of a triangle is half its base times its height. To find the base, split the triangle into
two right triangles.

H-18: The easiest way to figure out the area of the sector of an annulus (or a circle) is to figure out
the area of the entire annulus, then multiply by what proportion of the entire annulus the sector is.
For example, if your sector is % of the entire annulus, then its area is % of the area of the entire
annulus.

H-19: Think about the ways in which this problem is similar to and different from Example 5.0.6
and Question 18.

H-20: The volume of a cone with height / and radius r is %nrzh. Also, one millilitre is the same as
one cubic centimetre.

H-21: If you were to install the buoy, how would you choose the length of rope? For which values
of 8 do sin 0 and cos 0 have different signs? How would those values of 6 look on the diagram?

H-22: At both points of interest, the point is moving along a straight line. From the diagram, you
can figure out the equation of that line.

For the question “How fast is the point moving?” in part (b), remember that the velocity of an object
can be found by differentiating (with respect to time) the equation that gives the position of the
object. The complicating factors in this case are that (1) the position of our object is not given as a
function of time, and (2) the position of our object is given in two dimensions, not one.

H-23: (a) Since the perimeter of the cross section of the bottle does not change, p (the perimeter of
the ellipse) is the same as the perimeter of the circle of radius 5.

(b) The volume of the bottle will be the area of its cross section times its height. This is always the
case when you have some two-dimensional shape, and turn it into a three-dimensional object by
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“pulling” the shape straight up. (For example, you can think of a cylinder as a circle that has been
“pulled” straight up. To understand why this formula works, think about what is means to measure
the area of a shape in square centimetres, and the volume of an object in cubic centimetres.)

b
(¢) You can use what you know about a and the formula from (a) to find b and e Then use the

formula from (b).

H-24: If A =0, you can figure out C and D from the relationship given.

&> <&

Hints for Exercises 6. — Jump to TABLE OF CONTENTS.

H-1: Try making one function a multiple of the other.
H-2: Try making one function a multiple of the other, but not a constant multiple.

H-3: Plugging in x = 1 to the numerator and denominator makes both zero. This is exactly one of
the indeterminate forms where I’Hopital’s rule can be directly applied.

-4: Ts this an indeterminate form?

B

-5: First, rearrange the expression to a more natural form (without a negative exponent).

s
o)

If at first you don’t succeed, try, try again.

T
2

Keep at it!

T
00]

Rather than use I’Hdpital, try factoring out x* from the numerator and denominator.

s

-9: Keep going!

T

-11: Try plugging in x = 0. Is this an indeterminate form?
H-12: Simplify the trigonometric part first.

H-13: If it is too difficult to take a derivative for ’'Hopital’s Rule, try splitting up the function into
smaller chunks and evaluating their limits independently.

H-15: Try manipulating the function to get it into a nicer form

H-17: If the denominator tends to zero, and the limit exists, what must be the limit of the
numerator?

H-18: Start with one application of I’Hopital’s Rule. After that, you need to consider three distinct
cases: k>2,k<2,and k = 2.

exact—approx

Sxact . Absolute error: |exact — approx]|.

H-19: Percentage error: 100

H-20: Try modifying the function from Example 6.3.4.

K2/ . £ s
H-21: lim Vsin?x = (sin’x)+?; what form is this?

x—0

1
H-22: lim %/cosx = lim(cosx)+

x—0 x—0

H-23: logarithms
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H-24: Introduce yet another logarithm.

L o &

Hints for Exercises 7.1. — Jump to TABLE OF CONTENTS.

H-1: What happens if g(x) = x+ 3?
H-2: Use domains and intercepts to distinguish between the functions.

H-3: To find p, the equation f(0) = 2 gives you two possible values of p. Consider the domain of
f(x) to decide between them.

H-4: Check for horizontal asymptotes by evaluating lirJP f(x), and check for vertical asymptotes
X—>1T00

by finding any value of x near which f(x) blows up.

H-5: Check for horizontal asymptotes by evaluating lil:il-loo f(x), and check for vertical asymptotes
X—T

by finding any value of x near which f(x) blows up.

L o &

Hints for Exercises 7.2. — Jump to TABLE OF CONTENTS.

H-1: For each of the graphs, consider where the derivative is positive, negative, and zero.
H-2: Whereis f'(x) > 0?
H-3: Consider the signs of the numerator and the denominator of f”(x).

1
14+x2

d
H-4: Remember d—x{arctanx} =

'
¢

Hints for Exercises 7.3. — Jump to TABLE OF CONTENTS.

H-1: There are two intervals where the function is concave up, and two where it is concave down.

H-2: Try allowing your graph to have horizontal asymptotes. For example, let the function get
closer and closer to the x-axis (or another horizontal line) without touching it.

H-3: Consider f(x) = (x—3)%.

&> <&

Hints for Exercises 7.4. — Jump to TABLE OF CONTENTS.

H-1: This function is symmetric across the y-axis.
H-2: There are two.

H-3: Since the function is even, you only have to reflect the portion shown across the y-axis to
complete the sketch.

H-4: Since the function is odd, to complete the sketch, reflect the portion shown across the y-axis,

then the x-axis.

H-5: A function is even if f(—x) = f(x).
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T

-6: Its period is not 27.

s

-7: Simplify f(—x) to see whether it is the same as f(x), —f(x), or neither.

T

-8: Simplify f(—x) to see whether it is the same as f(x), —f(x), or neither.

T

-9: Find the smallest value & such that f(x+ k) = f(x) for any x in the domain of f.

You may use the fact that the period of g(X) = tanX is 7.

H-10: Tt is true that f(x) = f(x+ 27) for every x in the domain of f(x), but the period is not 2.

&> <&

No exercises for Section 7.5. — Jump to TABLE OF CONTENTS

L o &

Hints for Exercises 7.6. — Jump to TABLE OF CONTENTS.

H-1: You’ll find the intervals of increase and decrease. These will give you a basic outline of the

behaviour of the function. Use concavity to refine your picture.
H-2: The local maximum is also a global maximum.

H-3: The sign of the first derivative is determined entirely by the numerator, but the sign of the
second derivative depends on both the numerator and the denominator.

H-4: The function is odd.
H-5: The function is continuous at x = 0, but its derivative is not.

H-6: Since you aren’t asked to find the intervals of concavity exactly, sketch the intervals of
increase and decrease, and turn them into a smooth curve. You might not get exactly the intervals of
concavity that are given in the solution, but there should be the same number of intervals as the
solution, and they should have the same positions relative to the local extrema.

H-7: Use intervals of increase and decrease, concavity, and asymptotes to sketch the curve.
H-8: Although the function exhibits a certain kind of repeating behaviour, it is not periodic.

H-9: The period of this function is 27. So, it’s enough to graph the curve y = f(x) over the interval
[—m, 7], because that figure will simply repeat.

Use trigonometric identities to write f”(x) = —4(4sin?x+ sinx—2). Then you can find where
f"(x) = 0 by setting y = sinx and solving 0 = 4y> +y — 2.

H-10: There is one point where the curve is continuous but has a vertical tangent line.

H-11: Use lim f’(x) to determine lim f(x).

X——00 X—>—00
H-12: Once you have the graph of a function, reflect it over the line y = x to graph its inverse. Be
careful of the fact that f(x) is only defined in this problem for x = 0.

H-14: For (a), don’t be intimidated by the new names: we can graph these functions using the
methods learned in this section.
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For (b), remember that to define an inverse of a function, we need to restrict the domain of that
function to an interval where it is one-to-one. Then to graph the inverse, we can simply reflect the
original function over the line y = x.

For (c), set y(x) = cosh™!(x), so cosh(y(x)) = x. The differentiate using the chain rule. To get
your final answer in terms of x (instead of y), use the identity cosh?(y) — sinh?(y) = 1.

&> <&

Hints for Exercises 8.1. — Jump to TABLE OF CONTENTS.

H-1: Estimate f/(0).
H-2: If the graph is discontinuous at a point, it is not differentiable at that point.
H-3: Try making a little bump at x = 2, the letting the function get quite large somewhere else.

H-4: Critical points are those values of x for which f/(x) = 0.
Singular points are those values of x for which f(x) is not differentiable.

H-5: We’re only after local extrema, not global. Let f(x) be our function. If there is some interval
around x = 2 where nothing is bigger than f(2), then f(2) is a local maximum, whether or not it is
a maximum overall.

H-6: By Theorem 8.1.3, if x = 2 not a critical point, then it must be a singular point.

H-7: You should be able to figure out the global minima of f(x) in your head.
X X=0

Remember with absolute values, |X| = { X X <0

s

-8: Review the definitions of critical points and extrema: Definition 7.2.1 and Definition 8.1.2.

P

)

Hints for Exercises 8.2. — Jump to TABLE OF CONTENTS.

H-1: One way to avoid a global minimum is to have lim f(x) = —oo. Since f(x) keeps getting
X—00

[ower and lower, there is no one value that is the lowest.
H-2: Try allowing the function to approach the x-axis without ever touching it.

H-3: Since the global minimum value occurs at x = 5 and x = —35, it must be true that
(5) = f(-5).

5
H-4: Global extrema will either occur at critical points in the interval (—35,5) or at the endpoints

~

H-5: You only need to consider critical points that are in the interval (—4,0).

Hints for Exercises 8.3. — Jump to TABLE OF CONTENTS.

H-1: Factor the derivative.

H-2: Remember to test endpoints.
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H-4: One way to decide whether a critical point x = ¢ is a local extremum is to consider the first
derivative. For example: if f/(x) is negative for all x just to the left of ¢, and positive for all x just to
the right of ¢, then f(x) decreases up till ¢, then increases after ¢, so f(x) has a local minimum at c.

H-5: One way to decide whether a critical point x = c is a local extremum is to consider the first
derivative. For example: if f'(x) is negative for all x just to the left of ¢, and positive for all x just to
the right of ¢, then f(x) decreases up till ¢, then increases after ¢, so f(x) has a local minimum at c.

H-6: Start with a formula for travel time from P to B. You might want to assign a variable to the
distance from A where your buggy first reaches the road.

H-7: A box has three dimensions; make variables for them, and write the relations given in the
problem in terms of these variables.

H-8: Find a formula for the cost of the base, and another formula for the cost of the other sides.
The total cost is the sum of these two formulas.

H-9: The setup is this:

H-10: Put the whole system on xy-axes, so that you can easily describe the pieces using
(x,y)-coordinates.

H-11: The surface area consists of two discs and a strip. Find the areas of these pieces.

The volume of a cylinder with radius r and height & is r2h.
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H-12: If the circle has radius r, and the entire window has perimeter P, what is the height of the
rectangle?

H-14: Use logarithmic differentiation to find f/(x).

H-15: When you are finding the global extrema of a function, remember to check endpoints as well
as critical points.

L g a

Hints for Exercises 8.4. — Jump to TABLE OF CONTENTS.

&> <&

Hints for Exercises 9.1. — Jump to TABLE OF CONTENTS.

H-1: An approximation should be something you can actually figure out—otherwise it’s no use.

H-2: You’ll need some constant a to approximation log(0.93) ~ log(a). This a should have two
properties: it should be close to 0.93, and you should be able to easily evaluate log(a).

H-3: You’ll need some constant a to approximate arcsin(0.1) ~ arcsin(a). This a should have two
properties: it should be close to 0.1, and you should be able to easily evaluate arcsin(a).

H-4: You’ll need some constant a to approximate v/3tan(1) ~ v/3tan(a). This a should have two
properties: it should be close to 1, and you should be able to easily evaluate /3 tan(a).

H-5: We could figure out 10.1° exactly, if we wanted, with pen and paper. Since we’re asking for
an approximation, we aren’t after perfect accuracy. Rather, we’re after ease of calculation.

&> <&

Hints for Exercises 9.2. — Jump to TABLE OF CONTENTS.

H-1: The linear approximation L(x) is chosen so that f(5) = L(5) and f/(5) = L'(5).
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T

-2: The graph of the linear approximation is a line, passing through (2, f(2)), with slope f’(2).

s

-3: It’s an extremely accurate approximation.

T

-4: You’ll need to centre your approximation about some x = a, which should have two
roperties: you can easily compute log(a), and a is close to 0.93.

an i)

-5: Approximate the function f(x) = 4/x.

s

-6: Approximate the function f(x) = /x.

-7: Approximate the function f(x) = x>.

s

T
[00]

One possible choice of f(x) is f(x) = sinx.

-9: Compare the derivatives.

Q‘E

Hints for Exercises 9.3. — Jump to TABLE OF CONTENTS.

H-1: If Q(x) is the quadratic approximation of f about 3, then Q(3) = f(3), Q'(3) = f'(3), and

Q"(3) =/"(3).

H-2: Itis a very good approximation.

H-3: Approximate f(x) = logx.
H-4: You’ll probably want to centre your approximation about x = 0.

H-5: The quadratic approximation of a function f(x) about x = a is

£0) ~ £(@)+ (@) (r—a) + 5 /(@) (e a)

T

-6: One way to go about this is to approximate the function f(x) = 5-x'/3 , because then
=5-5173 = f(5).

:

T W

-7: For (c), look for cancellations.

s

-8: Compare (c) to (b).
Compare (e) and (f) to (d).
To get an alternating sign, consider powers of (—1).

H-9: You can evaluate f(1) exactly.
1

V1—x2
H-10: Let f(x) = ¢*, and use the quadratic approximation of f(x) about x = 0 (given in your text,
or you can reproduce it) to approximate f(1).

Recall — arcsinx =
i X

3 7
H-11: Be wary of indices: for example Z n= Z (n—4).
n=1 n=5

L o &

Hints for Exercises 9.4. — Jump to TABLE OF CONTENTS.
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H-1: T3'(x) and f”(x) agree when x = 1.

H-2: The nth degree Taylor polynomial for f(x) about x =5 is

n (k)
) = 3 B sy

Match up the terms.

H-3: The fourth-degree Maclaurin polynomial for f(x) is
1 1 1
Ta(x) = £(0) + £/ (0)x+ 5" (0)x + 2o/" () + 77/ (0)

while the third-degree Maclaurin polynomial for f(x) is

T3() = £(0) + £/ (0)x+ 3" (0)2 + 3, /7(0)°

H-4: The third-degree Taylor polynomial for f(x) about x = 1 is

T3() = F(1)+ £/ ()= 1)+ 37 ()= 17+ 5 (1) (= 1)}

How can you recover f(1), f'(1), f”(1), and f”(1) from Ty(x)?
H-5: Compare the given polynomial to the more standard form of the nth degree Taylor polynomial,

n

> s) - 5)

k=0""

and notice that the term you want (containing f (10) (5)) corresponds to k = 10 in the standard form,
but is not the term corresponding to k = 10 in the polynomial given in the question.

H;6: T3”’(Cl) — flll(a)

L g a

Hints for Exercises 9.5. — Jump to TABLE OF CONTENTS.

T

-1: The derivatives of f(x) repeat themselves.

s
Y

You are approximating a polynomial with a polynomial.

=
(O8]

d
. Recall . {2*} = 2*1log2, where log2 is the constant log, 2.

T
A

Just keep differentiating—it gets easier!

Start by differentiating, and finding the pattern for f (k) (0). Remember the chain rule!

T
N

an
o)

Manipulate a known polynomial, rather than working from the definition.

&
Q2

Manipulate a known polynomial, rather than working from the definition.

P

- The lowest-order terms in the numerator cancel out.
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H-9: You’ll need to differentiate x*. This is accomplished using logarithmic differentiation, covered
in Section 4.4.

1
H-10: Whatis 6arctan { — | ?
(\@)

H-11: After a few derivatives, this will be very similar to Example 9.5.2.

H-12: Treat the even and odd powers separately.

H-13: Compare this to the Maclaurin polynomial for e*.

H-14: Compare this to the Maclaurin polynomial for cosine.

H-16: Lety =7 —x. You know the Maclaurin polynomials for log(1+ y) and sin(—y) = —sin(y).

H-17: For the Maclaurin polynomial, note (e*)" = ¢"™~.

Hints for Exercises 9.6. — Jump to TABLE OF CONTENTS.

H-1: R(10) = f(10) = F(10) = =3 -5

H-2: Equation 9.6.5 tells us

for some c strictly between 0 and 2.

H-3: You are approximating a third-degree polynomial with a fifth-degree Taylor polynomial. You
should be able to tell how good your approximation will be without a long calculation.

H-4: Draw a picture—it should be clear how the two approximations behave.

H-5: In this case, Equation 9.6.5 tells us that

If(11.5) — T5(11.5)| = ‘f(z,(c) (11.5—11)

for some c strictly between 11 and 11.5.

£9(c)

3 (0.1-0)3

for some ¢

H-6: In this case, Equation 9.6.5 tells us that | f(0.1) — 75(0.1)| = ‘

strictly between 0 and 0.1.

H-7: In our case, Equation 9.6.5 tells us

) ()

1
for some ¢ between ~1 and 0.
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D)

41

H-8: In this case, Equation 9.6.5 tells us that |f(30) — 73(30)| = ‘ (30 — 32)#| for some ¢

strictly between 30 and 32.

H-9: In our case, Equation 9.6.5 tells us

()

2!

1
|£(0.01) =T, (0.01)] = (0.01— %)2 for some ¢ between 0.01 and —.

(3) 3
f(%) -1 (%)‘ = ‘f3—'(c) (%—0) for some ¢ in (0,%),

H-11: It helps to have a formula for f (n) (x). You can figure it out by taking several derivatives and
noticing the pattern, but also this has been given previously in the text.

H-10: Using Equation 9.6.5,

H-12: You can approximate the function f(x) = x%.

It’s a good bit of trivia to know 37 = 2187.

A low-degree Taylor approximation will give you a good enough estimation. If you guess a degree,
and take that Taylor polynomial, the error will probably be less than 0.001 (but you still need to
check).

H-13: Use the 6th-degree Maclaurin approximation for f(x) = sinx.

H-14: For part (c), after you plug in the appropriate values to Equation 9.6.5, simplify the upper
and lower bounds for e separately. In particular, for the upper bound, you’ll have to solve for e.

L g a

Hints for Exercises 10. — Jump to TABLE OF CONTENTS.

H-9: Note 0.4° = 0.064 and 6> = 216.

H-10: Make sure you’re using Newton’s Method on g’ (x), not g(x), since you want roots of g’ (x).

A spreadsheet might also help you find a starting value for Newton’s Method. Look for two positive
numbers x and y that are close together with g’(x) > 0 and g’(y) < 0. There will be a root of g’(x)
between them.

H-11: The most obvious function whose root is arcsin(0.1) is sin(x) —0.1.

L g a

Hints for Exercises 11. — Jump to TABLE OF CONTENTS.

H-21: If there are S kg of salt in the entire barrel, then 0.4 litres of barrel water contains S - % kg of
salt.

L o &

Hints for Exercises 12.2. — Jump to TABLE OF CONTENTS.

H-5: Extrapolate in both directions to get as much of the domain as will fit on the field.

L o &
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Hints for Exercises 12.3. — Jump to TABLE OF CONTENTS.

&> <&

Hints for Exercises 12.4. — Jump to TABLE OF CONTENTS.

H-2: You need to go to the left, as it were, by finding 7-values that are decreasing. That means
you’ll use At = —0.1.

H-3: You’ll be branching out from ¢ = 0 in two directions. So, you can copy-paste twice: once with

At = 0.2, and once with At = —0.2.
H-4: There’s no need to try to find tricks — just interpet the labels in Row 1 at face value.

H-5: The values of At must be of the form %, where 7 is a whole number; otherwise, you won’t get

an approximation for y(1) specifically.

H-6: You aren’t given an error tolerance, so it’s up to you to play around with step sizes until your
answers seems relatively consistent.

L g a

Hints for Exercises 13.1. — Jump to TABLE OF CONTENTS.

H-3: Use the formula for the volume of a cube, V = x°, for (a).

L g a

Hints for Exercises 13.2. — Jump to TABLE OF CONTENTS.

L o &

Hints for Exercises 14.1. — Jump to TABLE OF CONTENTS.

H-1: The fill patterns are only included to distinguish different parts of the diagram.
H-2: Section 14.1 gives the equation for a sphere.

H-3: This is a review question to get you thinking about IR? in a way that will help you get used to
R,

H-4: Compare to Question 3. To visualize what’s going on, it can help to consider what shapes
you’d get if z were a constant.

If you're struggling to visualize R3, section 14.1.1 in the text shows you how to fold a model of its
first octant.

H-5: From the text, the distance from the point (x,y,z) to the point (x',y’,7) is

VE—X2+ (= y) + (e 2)?

-6: From the text, the distance from the point (x,y,z) to the xy-plane is |z|.

T

H-7: From the text, the distance from the point (x,y,z) to the point (x',y,7) is

V=24 (=¥ + (=)
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100 metres is one-tenth of a kilometre.

H-8: From the text, the distance from the point (x,y,z) to the point (x',y,7) is

V=224 =)+ (= 2)?

Given the distance and the x and y coordinates, you can solve for the z coordinate.

H-9: At which part of the journey are you actually getting farther away from the wall?

H-10: The isobar is a curve of the form x? — 2cx + y2 = 1, where c is a constant. These describe
circles — figure out what their centres and radii are.

H-12: This centre must be equidistant from the three vertices.

H-13: From the text, the distance from the point (x,y,z) to the point (x',y,7) is

A =22+ =y (e =2

Also from the text, the distance from the point (x,y,z) to the xy-plane is |z|. Use a similar thought
process to find the distance from a point (x,y,z) to the plane z = —1.

&> <&

Hints for Exercises 14.2. — Jump to TABLE OF CONTENTS.

H-1: Once you pick the number for the range, you’re basically done....

H-2: This is a review of high-school material, since we have functions of only one variable. We

want you to think about it to get in the right mindset.
H-3: If you set x =y = 1, is there a solution to the equation?
H-4: To find the range, consider all points in the domain with x = 0.

H-5: For the range, consider A(x,0).

T

-6: The domain of the function arcsin(x) is [—1,1], and its range is [—7F,7].

s

-7: One way of thinking of xy > 0 is that x and y must have the same sign (and both be nonzero).

s

-8: y doesn’t impact the final value of f(x,y), so think of this as a problem from last semester.
2
X
x2+1

What are the maximum and minimum values of the function f(x) =
graph?

? Can you sketch its

H-9: Consider the functions fi(x) = % and f>(y) = siny separately.
H-10: Do you see any signs that might point you in the right direction?
H-11: The domain will look like a ring

H-12: First work with the function
h(t) = 726% —1*

Then, think about the implications of r = x> —y.

L o &
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Hints for Exercises 14.3. — Jump to TABLE OF CONTENTS.

H-1: Consider the traces. That is, if you set one variable equal to a constant, what will the resulting

cross-sections look like?
H-2: Draw in the plane z = C for several values of C.
H-3: Remember when you set f(x,y) equal to a constant, the result is a curve with only x’s and y’s.
H-4: The circle centred at (0,a) with radius r has equation
Pt (y—a)=r

Rearranged, this is
2 2

+y—2a)y=r*=a
Use this to describe the level curves of the function given.
H-5: If z is constant, then the entire expression —z> + 2z is one big constant.

H-6: For each fixed z, 4x> 4+ y*> = 1 4 z% is an ellipse. So the surface consists of a stack of ellipses

one on top of the other. The

H-7: Start by determining what convenient traces look like. For (a), the level curves are less
instructive at first than are the traces found by setting y equal to a constant.

H-9: To solve (say) sin(x+y) = 0, you get lots of solutions: x+y =0, x+y =7, x+y = 27, etc.

H-10: Since the level curves are circles centred at the origin (in the xy-plane), the equation will
have the form x? 4 y? = g(z), where g(z) is a function depending only on z.

&> <&

Hints for Exercises 15.1. — Jump to TABLE OF CONTENTS.

H-1: What happens if you move “backwards,” in the negative y direction?
H-2: Use the definition of the derivative:

o fthy) = fley)  f(x+0.1y) = fxy)
filx.y) = lim h ~ 0.1

H-4: Just evaluate x% (x,y) + yg—; (x,y).

H-5: This is an implicit differentiation question. Implicit differentiation, as you’ll recall from

first-semester calculus, is more-or-less just an application of the chain rule.
H-6: Differentiate implicitly.

H-9: Just evaluate y&:(x,y) and xg—; (x,y).

H-11: You can find an equation for the surface, or just look at the diagram.

H-12: For (a) and (b), remember %(x, y) = }lll_rf(l) focthy)=f(xy) ,2_f () and g—fyc(x, y) = ilzl—r>r(l) Joeyth) =/ (xy) (x’y%})l_f ()

For (c), you're finding the derivative of a function of one variable, say g(7), where

2t .
ifr+0
1) = f(t,r) =L v+
60) = (1.0 {O B
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Hints for Exercises 15.2. — Jump to TABLE OF CONTENTS.

H-1: Try writing g = f,, and then writing the partial derivative of g with respect to y.

H-2: Try writing g = g—f:, and then writing the partial derivative of g with respect to y.
You aren’t asked about the power of the f; only the order of x and y.

H-3: Look at the displayed equation in the answer to Question 2.
H-4: & [tanx] = sec’x, & [secx] = secxtanx
H-5: Save yourself time by using Theorem 15.2.5.

H-6: Remember there are four second partial derivatives: fyy, fxy, fyx, and fyy.

H-7: (a) This higher order partial derivative can be evaluated extremely efficiently by carefully
choosing the order of evaluation of the derivatives.

(b) This higher order partial derivative can be evaluated extremely efficiently by carefully choosing
a different order of evaluation of the derivatives for each of the three terms.

(c) Set g(x) = f(x,0,0). Then fr(1,0,0) = g"(1).

H-9: A similar method as Question 3 in Section 15.1, but iterated.

¢
L/

Hints for Exercises 16.1. — Jump to TABLE OF CONTENTS.

H-2: Write down the equations of specified level curves.

H-3: Remember a®> < 1 means |a| < 1,ie. —1 <a < 1.

F

-4: Use the Second Derivative Test
H-5: Use the Second Derivative Test

Use the Second Derivative Test

:EEE

Use the second derivative test
Use the Second Derivative Test

H-9: When you’re looking for critical points, remember you need both f, = 0 and f, = 0. So if it’s
hard to solve (say) fy = 0, then first solve f, = 0; then you can narrow your search of f, = 0.

H-14: “Explain your reasoning” is test-speak for “show your work.”

H-17: Check Example 16.1.11 in the text.

¢
¢

Hints for Exercises 16.2. — Jump to TABLE OF CONTENTS.

H-1: What is an endpoint of a circle?

H-2: Interpret the height 4/x% + y? geometrically.
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T

-3: Check the boundary of the square as well as critical points inside the square.

T
(V)]

There are five places to check: the interior and four boundaries.

o
2

: Since the region is a triangle, your boundary will have three separate parts to check.

s
€ |

: There are two boundary lines. You’ll want to find their intersections.
H-10: Plugging in the boundaries should be quite easy if you choose your variables wisely
H-11: When you see “classify critical points,” think “second derivative test.”

H-12: Suppose that the bends are made a distance x from the ends of the fence and that the bends
are through an angle 6. Draw a sketch of the enclosure and figure out its area, as a function of x and
0.

H-13: Suppose that the box has side lengths x, y and z.

H-15: If (x,y,z) is on the plane, then you know z = 5 — 2x —y. So, you can write x”y’z as a
function of only x and y by eliminating z.

H-17: The answer will be piecewise, depending on what exactly a is.

H-18: Instead of maximizing the total profit function, maximize the profit functions of each type of
paper.

H-19: Profit is (revenue) minus (costs). If Ayan and Pipe work separately, then each seller only
sees the cost and revenue from the lemonade that they themselves sold.

To find how much each seller will sell when they are working separately, find out which values of
g4 and gp end up with both individual profit functions being maximized.

To find out how much they’ll sell when they’re working together, use your assumption from part (c)
to make the solving smoother.

L o &

Hints for Exercises 16.3. — Jump to TABLE OF CONTENTS.

H-1: Interpret f(x,y) as a distance squared, and sketch xy = 1 in the xy-plane. You might also want
to review section 16.3.3 in the text.

H-2: The easiest way out is to find a function z = k(x) with local but not absolute extrema, then
affix that to the plane y = 0.

H-3: Not much calculation is necessary.

H-4: Find all solutions to

fx = lg)c
fy = lgy
Xy =1 (E3)

H-5: This is a straightforward application of the method of Lagrange multipliers, Theorem 16.3.2
in the text.
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H-6: This is a straightforward application of the method of Lagrange multipliers, Theorem 16.3.2
in the text.

H-7: When you set your two equations for A equal to one another, you should get something that
you can easily plug into the constraint function.

H-8: We want to minimize 4/x2 + y?; it’s easier to minimize f(x,y) = x% 4 y?. The minima will
occur at the same point (x,y).

Note the system has no maximum, since we can keep travelling along the parabola to end up
arbitrarily far from the origin.

H-9: To find extrema over a region, we check critical points and the boundary.

H-10: You can check your answer from (a) by using a method other than Lagrange multipliers.

H-11: Since x > 0 and y = 0, our constraint function has endpoints (x,y) = (0,400) and
(x,y) = (25,0). Absolute extrema will occur at these endpoints or at points that solve the system of
Lagrange equations.

H-12: The constraint tells you a +2b = 1. So, your variables are a and b.

H-13: The ellipse Z—i - Z—z = 1 passes through the point (1,2) if and only if alz + % =1.

H-14: You may choose your coordinate system so the cylinder is oriented vertically along the
z-axis. Then you can write the volume of the cylinder as a function of two variables.

H-15: The volume is your constraint function.
H-17: The surface z = f(x,y) is similar to the quadric surface from Example 14.3.2.
H-18: No great amount of computation is needed

H-19: Although f(x,y) is unbounded, and x =y is not a closed curve, there are indeed absolute
extrema of f(x,y) subject to x = y. To find them, remember last semester’s methods for finding
extrema of functions of a single variable.
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ANSWERS TO PROBLEMS
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Answers to Exercises 1 — Jump to TABLE OF CONTENTS

A-1:
(@ y=x"
(b) y=x™"

() y= x1/" 5 even
(d) X" <x!/m<xn
(e) y=x"

A-3:

(a) Stretched in y direction by factor A
(b) Shifted up by a

(c) Shifted in positive x direction by b

A-8:

A-9: ifm—neven: x =+

ifm—nodd: x= (%)1/(’"_" x=0

(a) x=0,—-1,3
b) x=1

() x=-2,1/3
A-14: x=1

A-15: x= (§)#

A-16: Sketches are not provided.
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(i) a =10 cm
(iv) a= ‘/3—E cm
A-17: Sketches not provided.

@V
r
®) 3

© ) r=(&) v1/3

(i) r= (&) s1/2
(iii) r=4/2%cm
@iv) rz«/% cm
(v) S=36yx
A-18:
(@ x=1/y
YEA Y —4le
2e ’

(b) When }/2 > 41¢, roots are x =
roots.

when }/2 =4]g, rootis x = %; otherwise, no

(c) When y? > 4l¢, both roots are positive. When y> = 4l&, root is positive.

A-19:
(a) One way of expressing this relationship is: P = C (g)d/b.

(b) One way of expressing this relationship is: S = 4x (%)2/3.

A-20: K=05,a=2

L 4

Answers to Exercises 2.1 — Jump to TABLE OF CONTENTS
A-1:
(@ lim f(x)=1

x——=2

(b) lim f(x) =0
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(©) lim f(x) =2
A-2: DNE

A-3:

@ lim f(x)=2

x——1-

() Lm f(x)=—2

x——17

(c) lim1 f(x) =DNE

x——

(d) lim f(x)=0

x——2F

(e) lim f(x)=0

x—2

A-4: Many answers are possible; here is one.

10 -----==--7

/

-5: Many answers are possible; here is one.

10 —

/

A-6: In general, this is false.
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A-7: False
A-8: lim f(x):16

x——2"

A-9: Not enough information to say.

A-10: limsint =0
t—0
A-11: lim logx = —0

x—07T

A-12: limy* =9
y—3

1
A-13: lim — = -
x—0— X

1
A-14: lim — = DNE

x—0 X
|
A-15 11m—2—oo
x—0X
1 1
A-16: lim — = —
6: lim 5= 1o
A-17: 9
-

Answers to Exercises 2.1.1 — Jump to TABLE OF CONTENTS

A-1: (a) and (d)

A-2: There are many possible answers; one is f(x) = 10(x—3), g(x) =x—3.

A-3: There are many possible answers; one is f(x) = (x—3)? and g(x) = x — 3. Another is
f(x) =0and g(x) =x—3.

A-4: There are many possible answers; one is f(x) = x—3, g(x) = (x—3)°.
A-5: Any real number; positive infinity; negative infinity; does not exist.
A-6: 0

6

16

A-9: 4/cos(3)

A-11: =7/2

>
—
w
|
o

A-14: log(2)—1
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>
O

A-30: x° —32x+15

0
A-32: 0
2
0

32
9

A-36. DNE
A-3T:

(a) lirr(l)f(x) =0

(b) lil’% g(x) = DNE
x—
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(©) lim f(x)g(x) =2

(d) lim VACI

=0 g(x)

. fx)+1
Ve

A-42:
A-43: 12

A=

I
I
I
!
1
I
I
I
I
1
1
1
I
!
'
|
I
I
I
I
1
1
1
I
!
!
I
I
1

1
I
I
!
!
I
I
I
I
1
1
1
I
!
'
|
I
I
I
1
1
1
1
I
!
!
I
I
1

Pictures may vary somewhat; the important points are the values of the function at integer values of
x, and the vertical asymptotes.

A-45:

A-46: (a) DNE, DNE

O

(b) 0

(c) No: it is only true when both lim f(x) and lim g(x) exist.
X—a

X—a
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A47: @ lim f(x)==3 () lim f(x)=3  (¢) lim f(x) = DNE

x—0~

A-48: (a) lim f(x)=0 (b) lim+f(x) =0 (c) lir£14f(x) =0

x—>—4- x——4

i
¢

Answers to Exercises 2.1.2 — Jump to TABLE OF CONTENTS

A-1: There are many answers: any constant polynomial has this property. One answer is f(x) = 1.

>

-2: There are many answers: any odd-degree polynomial has this property. One answer is

(x

~

= X.
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A5 lim -4 — o
a—0t a— 1

A26: lim— S

I =0
x—3 = + 29

A-27: No such rational function exists.

A-28: This is the amount of the substance that will linger long-term. Since it’s nonzero, the
substance would be something that would stay in your body. Something like “tattoo ink™ is a
reasonable answer, while “penicillin” is not.

&
Answers to Exercises 2.2 — Jump to TABLE OF CONTENTS
A-1:

(@ v=K

(b) v = K /2 — half the maximum rate

A-2:

(@ x=0,1

(b) Both have horizontal asymptotes at y = 1.

©) »n

(d) y; (reasoning not provided)

<

Answers to Exercises 2.3 — Jump to TABLE OF CONTENTS

A-1: Many answers are possible; the tangent function behaves like this.
A-2: True.

True.

k

In general, false.

lim A(x) =0

x—0t
L k=0
(—oo,—1)u (=1,1)u (1,40)
(—o0,—1) U (1,40)

>
o

> P
~

>
oo

>
©

The function is continuous except at x = + 1w, +37%,+57,. ...

>

-10: x # nm, where n is any integer

-1

‘>

[y

+2

D>
N>
o

-1 =1
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A-13: —1,4
A-14: c=1,c=-1

L g a

No exercises for Section 3.1. — Jump to TABLE OF CONTENTS

L g a

Answers to Exercises 3.2 — Jump to TABLE OF CONTENTS

A-1: If Q is to the left of the y axis, the secant line has positive slope; if Q is to the right of the y
axis, the secant line has negative slope.

A-2: (a) closer (b) the tangent line has the larger slope
A-3: {(a)’ (C)7 (e)}a {(b)’(f)}? {(d)}
-4: Something like 1.5. A reasonable answer would be between 1 and 2.

-5: There is only one tangent line to f(x) at P (shown in blue), but there are infinitely many
choices of Q and R (one possibility shown in red).

y

y=f(x)
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Answers to Exercises 3.3 — Jump to TABLE OF CONTENTS

A-1: (a), (d)

A-2: (e)

A3 (b)

A-4: By definition, f(x) = x° is differentiable at x = 0 if the limit
%i_r)%f( );f(O) = lim S

exists.

A5 x=—landx=3

A-6: True. (Contrast to Question 7.)

A-7: In general, false. (Contrast to Question 6.)
A-8: metres per second
A-9: y—6=3(x—1),ory=3x+3
—1
A-10: —
2

A-11: By definition
. f(h) = £(0)
f( ) hl—% h h—0 h h—0

In particular, the limit exists, so the derivative exists (and is equal to zero).

A-12: _—2
(x+1)2

—2x

A-13: ———5
(43

1
A-17: f'(x) = ———= when x > —1; f’(x) does not exist when x < —1.

2(/T+4x
A-18: v(t) =43 2t
A-19: No, it does not.
A-20: No, it does not.
A-21: Yes, itis.
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A-22: Yes, it is.

A-23: Many answers are possible; here is one.

A-24:
pl(x):}lli_rf(l)p(x—}_hl)l_p(x)
_ i S R) gl h) — f(x) —5(x)
h—0 h
_ i SR — ) H(xth) —g(x)
h—0 h
_ [fe+h) —flx) | glx+h)—g(x)
:;113%{ h +4 h : ]
e fet+R) = f(x) . g(x+h)—g(x)
<*>—L1:na i 1+[;£% ]
= f'(x) +¢(x)

At step (+), we use the limit law that lim [F (x) + G(x)] = lim F (x) + lim G(x), as long as

X—a X—a X—a
lim F(x) and lim G(x) exist. Because the problem states that f’(x) and g’(x) exist, we know that
X—a X—a

PR S F) gk h) g ()
h—0 h h—0

A-25: (@) f'(x) =2and ¢'(x) =1 (b) p'(x) = 4x (c) no
A-26: y=6x—9andy= —-2x—1
A-27: a>1

exist, so our work is valid.

L 4

Answers to Exercises 3.3 — Jump to TABLE OF CONTENTS
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A-28: (a) The average rate of change of the height of the water over the single day starting at# = 0,
measured in .

(b) The instantaneous rate of change of the height of the water at the time ¢t = 0.

A-29: Profit per additional widget sold, when ¢ widgets are being sold. This is called the marginal
profit per widget, when ¢ widgets are being sold.

A-30: T'(d) measures how quickly the temperature is changing per unit change of depth, measured
in degrees per metre. |T’(d)| will probably be largest when d is near zero, unless there are hot
springs or other underwater heat sources.

A-31: Calories per additional gram, when there are w grams.
A-32: The acceleration of the object.

A-33: Degrees Celsius temperature change per joule of heat added. (This is closely related to heat
capacity and to specific heat — there’s a nice explanation of this on Wikipedia.)

A-34: Number of bacteria added per degree. That is: the number of extra bacteria (possibly
negative) that will exist in the population by raising the temperature by one degree.

A-35: 360R’(1)

A-36: If P'(r) is positive, your sample is below the ideal temperature, and if P'(¢) is negative, your
sample is above the ideal temperature. If P'(¢) = 0, you don’t know whether the sample is exactly
at the ideal temperature, or way above or below it with no living bacteria.

&> <&

Answers to Exercises 3.4 — Jump to TABLE OF CONTENTS

A-l: (i)

L o &

Answers to Exercises 3.5 — Jump to TABLE OF CONTENTS
A-l: A-(a)and (d). B-(e). C-(c). D-(b)
A2 (b). (d). (o)

False

bR E

increasing

e.X

>
o)

P
L/

(b) and (d)

Answers to Exercises 4.1 — Jump to TABLE OF CONTENTS

A-1: True

A-2: False, in general
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A-3: True

A-4: If you’re creative, you can find lots of ways to differentiate!

Constant multiple: g'(x) = 31/ (x).
Product rule: g'(x) = ${3}f(x) +3f'(x) = 0f (x) +3f'(x) = 3f'(x).

Sum rule: ¢'(x) = G {f(x) +f(x) + f(x)} = f/(x) + 1" (x) + ' (x) = 3/ (x).
Quotient rule: g'(x) = éi_x {@} = DO _ %fll(x) =9 (%)f’(x) =3f"(x).

All rules give g'(x) = 3f'(x).

et

Ol —|

A-5: f'(x) =6x+ \/%

A-6: 1) =2"(log2)"

A-T: —36x+24y/x+ 2L —45

A-9: ()4 (b) left (c) decreasing

1 4

A-10: , Or
(x+1/2)% " (2x+1)2

A-11: —72

A-12: g'(x) = [f(x) + f'(x)]e*
A-13: B (1) —d'(1)

A-14: (1,3), (3,27)

1
" 24/100180

A-16: 20r + 7 square metres per second.

A-17: 0
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k(x) h(x)
/ k(x)g'(x) —g(x)k' (x) ' [ k(x) g(x)\ [(h(x)K (x) —k(x)R (x)
r= () () + (o) ()
_ k(x)g'(x) —g(x)K'(x) n g(x)h(x)k' (x) — g(x)k(x)H' (x)
k(x)h(x) k(x)h?(x)
h(x)k(x)g'(x) —h(x)g(x)k' (x) N g(x)h(x)K (x) — g(x)k(x)H (x)
k(x)h?(x) k(x)h?(x)
_ h(x)k(x)g'(x) —h(X)g(X)k'(EC))-FéE(J)C)h(X)k'(X) —g(x)k(x)H (x)
x)h2(x
_ h(x)k(x)g'(x) —g(x)k(x)R' (x)
k(x)h?(x)
h(x)g'(x) —g(x)H (x)
h?(x)

A-20: (@) ¢"(x) = [f(x) +2f"(x) + f"(x)]e*
() g"(x) = [f(x) +3f (x) +3f"(x) + f" (x)] e
(© gW(x) = [f(x) +4f"(x) + 6" (x) + 41" (x) + W) (x)] e

<

Answers to Exercises 4.1 — Jump to TABLE OF CONTENTS

A-22: In the quotient rule, there is a minus, not a plus. Also, 2(x + 1) ~+ 2x 1s not the same as

2(x+1).

The correct version is:

2x
f(x) Cox+1
roy L 2(x4+1)—2x
f (X) - (X+ 1)2
_ 2
(1)
A-23: False
Aoq BZDE
2x2
A-25: zer
A-26: ea—i—x
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A-27: x> —1

A-28: 0

A-29: 2¢*

A-30: When is in the interval (—2,0).

3
15!

C4x(x? +2) (2% +3)
L1208 41507+

(2+3) (5) = (Va+1)(2x)
(37

: T'(x) =

A-31

A-32

A-33

A-34: X'(y) =8y>+2y

A-35

A36. 21 —4x—7x?

o (x2+3)2

A-37: 7

3t 4300 —2x -5
(x%+5x)2

—3x2+12x+5
(2—x)?

—22x
(3:2+5)2

4073 +12x% -1
(x+2)?
A-42: The derivative of the function is

(1=2) 50 = vx (=20)  (1-22) —2x. (—2x)

(1—2) T 2P

The derivative is undefined if either x < 0 or x = 0, %1 (since the square-root is undefined for x < 0
and the denominator is zero when x = 0, 1, —1. Putting this together — the derivative exists for
x>0,x#1.

A-43; (gx%“ +5x%2) (33 +8x—5) + (35X + 15¢/x+8) (6x+8)

A-44: f(x) = (2x+5)(x V24 x72B3) + (24 5x 4 1) (Sham3/2 = 2x75/3)
A-45: n=4

A-46: (a) In order to make f(x) a little more tractable, let’s change the format. Since
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f(x):{ —xi x<0

x= x=0.

Now, we turn to the definition of the derivative to figure out whether f’(0) exists.

£'(0) = lim f(OJrh]z —f0) _ ;lli_)n%% = lllig(l)% if it exists.

Since f looks different to the left and right of 0, in order to evaluate this limit, we look at the
corresponding one-sided limits. Note that when & approaches 0 from the right, 2 > 0 so f(h) = h?.
By contrast, when & approaches 0 from the left, 2 < 0 so f(h) = —h.

h h?
lim M: lim — = lim h=0
h—0+ h h—0t h  h—0+

12
tim 7 Z gim = i —n—o0
h—0~ h h—0= h -0~

Since both one-sided limits exist and are equal to 0,

i 05 = (0)
h

h—0

=0

and so f is differentiable at x = 0 and f'(0) = 0.
(b) From (a), f/(0) = 0 and

x x=0.

f(x)—{ —x* x<0
- 2
So,

f'(x):{ —2x x<0

2x x=0.

Then, we know the second derivative of f everywhere except at x = 0:

-2 x<0
ffx)=4% ? x=0
2 x>0.

So, whenever x # 0, f”(x) exists. To investigate the differentiability of f’(x) when x = 0, again we
turn to the definition of a derivative. If

i {0 +5) —1'(0)
h—0 h

exists, then f”(0) exists.

! o ! _
o SOER)=F0) L f () =0
h—0 h h—0 h h—0 h
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Since f(h) behaves differently when £ is greater than or less than zero, we look at the one-sided
limits.

/
2
lim M = lim —h =2
h—0t h—0t+ h
"(h —2h
lim —f( ): lim — =-2
h—0— h—0— h
Since the one-sided limits do not agree,
/ h _
fim £ O+ =f(0) _ pp
h—0 h

So, f”(0) does not exist. Now we have a complete picture of f”(x):

-2 x<0
f"(x)={ DNE x=0
2 x> 0.
A-47 !
-4/ = X— —
Ay 1
A-48:
y
1 9 7

y=4x—4andy= —-2x—1
A-49: 2015.22014

<

Answers to Exercises 4.2 — Jump to TABLE OF CONTENTS

The graph f(x) = sinx has horizontal tangent lines precisely at those points where cosx = 0.
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The graph f(x) = sinx has maximum slope at those points where cosx has a maximum. That is,
where cosx = 1.

A-3: speeding up
A-5: (a) true (b) true (c) false
A-6: f'(x) = cosx—sinx+sec’x
A-7: x= 7+ 7n, for any integer n.
A-8: 0

A9: f'(x) = 2(cos?x —sin’x)

A-10: f'(x) = €*(cotx — csc?x)

A-L: f(x) = 2+ 3secx+ 2sinx — 2tanxsecx + 3sinxtanx
(cosx + tanx)?

A2 f’(x) _ Ssecxtanx —S5secx— 1

A-13: f'(x) = (" + cotx)(30x° +cscxcotx) + (e¥ — csc?x) (5x° — cscx)
A-14: —sin(0)

ex

A-15: f'(x) = —cosx—sinx

. 2
AL6: cosG—i—sﬁmG 4
cosO —sin 6

A-17: a=0,b=1.
A-18: y—mw=1-(x—7n/2)
A-19: —sin(2015)

A-20: —+/3/2
A-21: —1
A-22:
sin @
tan 0 =
an cos O
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So, using the quotient rule,

cos@cos O —sinO(—sinB)  cos? O +sin” O
cos2 0 a cos2 0

1 \2
= (cos@) = sec’ 0

A-24: All values of x except x = % +nm, for any integer n.

d
E{tane} =

A-23: a=—-3,b=2

A-25: The function is differentiable whenever x> + x — 6 # 0 since the derivative equals

10cos(x) - (x> +x—6) — 10sin(x) - (2x+ 1)

(x24+x—6)2 ’
which is well-defined unless x> +x — 6 = 0. We solve x> +x—6 = (x —2)(x+3) = 0, and get
x =2 and x = —3. So, the function is differentiable for all real values x except for x = 2 and for
x=—3.

A-26: The function is differentiable whenever sin(x) # 0 since the derivative equals

sin(x) - (2x+6) —cos(x) - (x> +6x+5)
(sinx)? ’

which is well-defined unless sinx = 0. This happens when x is an integer multiple of 7. So, the
function is differentiable for all real values x except x = nx,, where n is any integer.

A-27. y—1=2-(x—mn/4)
A-28: y=2x+2

A-29: x= %” + nx for any integer n.

A-30: W (x) = { —zngc i Z 8 It exists for all x # 0.
A-32: 2
-

Answers to Exercises 4.3 — Jump to TABLE OF CONTENTS

A-1: () g—g is negative (b) g—g is negative (©) 3—10( is positive
A-2: negative

A-3: —5sin(5x+3)

A-4: 10x(x* +2)*

A-5: 17(4k* +2k* 4+ 1)1 (163 + 4k)

A-6: (xz_f)%
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A-9: [cosx — xsinx]e*s()
A-10: [2x—sinx]er eos(®)

11 3
A-ll: 2=/t 2

2 X
A-12: f'(x) = —— + ——=—= is defined f in (—oo, 1 1 .
1 (x) x3—|—m15 efined for x in (—o0,1) U (1,00)
(1+x?)(5cos5x) — (sin5x) (2x)
(1+22)°

A-14: 2> sec(e*+7) tan(e*+7)

A-13: f(x) =

A-15: y=1

A-16: t = % andt =4

A-17: 2esec?(e)

A-18: y = 4™ tanx + e*sec?x
3

(1+¢)?

A-20: 2sin(x) - cos(x) - sin”(x)

A-21: cos () €5

A-22: —¢°5() gin(x2) - 2x

A-23: y = —sin (x> +vVx2 + 1 <2x+ L)
’ ( A

A-24: y =2xcos?x—2(1+x?)sinxcosx

e¥(3x* —2x+3)

A-25: y =
Y (1+2)2

A-26: —40

A-27: (1,1) and (—1,-1).

A-28: Always

A-29: e*sec®(5x—7)(1+ 15tan(5x—7))

A-30: e cosdx + 2xe** cosdx — dxe* sindx
T

A-31: t=—
4

A-32: Let f(x) = "™ and g(x) = 1 +x. Then £(0) = g(0) = 1.

210



x)=(1+2x)e and g'(x) = 1. enx > 0,
/ 1+ 2x)e" and g’ 1. Wh 0
fx)=(@1 —}—Z)C)e’H'x2 > = et S 00 = = g (x).

Since £(0) = g(0), and f'(x) > g’(x) for all x > 0, that means f and g start at the same place, but f
always grows faster. Therefore, f(x) > g(x) for all x > 0.

A-33: cos(2x) = cos?x —sin®x
A-34:
2
;1 [vVx3—9tanx \’
f(x) = 3 Cse '
3 o cscx? 2 2\ _cscx? 3x2 tanx 3 2 >
VX3 —9tanx(—2x)e®* csc(x*) cot(x”) — e (—Zm—l—\/x 9sec”x
(tan?x)(x3 —9)
A-35: (a)

() ()
t=5n/4,Tr/4 =n/43n/4

(=10) (1,0)
t=31/2 t=m/2

The particle traces the curve y = 1 — x? restricted to domain [—1,1]. Atz = 0, the particle is at the
top of the curve, (1,0). Then it moves to the right, and goes back and forth along the curve,
repeating its path every 27 units of time.

ORVE

A-36: (a) f'(x) = (1 F2x)e T f(x) = (4 +4x+3)e T W (x)=1+3x K'(x)=3
®) f(0) =h(0) =1;  f'(0) =H(0)=1; f"(0)=h"(0)=3

(c) f and h “start at the same place,” since f(0) = (0). Also f'(0) = #’(0), and

F"(x) = (42 +4x +3)e" T > 3¢ > 3 = K (x) when x > 0. Since f/(0) = //(0), and since f’
grows faster than A’ for positive x, we conclude f’(x) > A’ (x) for all positive x. Now we can
conclude that (since f(0) = h(0) and f grows faster than & when x > 0) also f(x) > h(x) for all
positive x.

L g a

Answers to Exercises 4.4 — Jump to TABLE OF CONTENTS

A-1: Ten speakers: 13 dB. One hundred speakers: 23 dB.
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A-2: 20log2 ~ 14 years

x*

d
A-9: Elog(sec f) =tan6

—e°0s(102%) i (log x)

A-10: f'(x) =

X

2x+
A-11: ' = 2V

X2 + A /x4
A tanx

24/—log(cosx)

‘ VX4+44+x 1
x4 44+x244 x?+4
xe” V1 + 4 +2:3

2
A-14: ¢ (x) =
SN S N W

A-15:

A-16: f'(x) =

3x 2x3
x24+5 ¥*+10

A-17: —

A-18: g'(x) = m¥logm + mx™!
A-19: f'(x) =x*(logx+1)

A-20: x*(logx+1)+

. 1 (4 12)(x* —x%+2) 43 4> —2x 3
A-21: f'(x):;1<\/ 3 )<x4+12+x4—x2+2_3_c

A22 f1(x) = (r+ D02+ D208+ 17 (4 D)0+ 1) [y 5+ 25 + 100 + 389

xlog10
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A3 2 +2x+3 e
C\Bx* 43 +5 ) \ 2+ 2x+3 343 +5 0 2(x+1)2
A-24: f'(x) = (cosx)s"*[(cosx) log(cosx) — sinxtanx]

A-25: j—x{(tanx)x} = (tanx)* <10g(tanx) +

A-26: 2x(x* 4+ 17T (1 +log(x2 + 1))

AW:ﬂ@ﬁ4ﬁ+wm@-G%»wg 1) 2

sinxcosx)

A-28: dx3{log( 2—12)} =

100x(5x +36)
(5x2—12)3

3
A-29: xeos'(). (—3 cos?(x) sin(x)log(x) + cosx(x))

(x? —3) cos
3+ sin(x

A-30: (3+sin(x))¥ 3. [2x10g(3 +sin(x)) +

At {0} = [¢ tog( ) + EL)

A-32: Let g(x) :=log(f(x)). Notice g'(x) = %

In order to show that the two curves have horizontal tangent lines at the same values of x, we will
show two things: first, that if f(x) has a horizontal tangent line at some value of x, then also g(x)
has a horizontal tangent line at that value of x. Second, we will show that if g(x) has a horizontal

tangent line at some value of x, then also f(x) has a horizontal tangent line at that value of x.

=
SN—
[

Suppose f(x) has a horizontal tangent line where x = x for some point xy. This means f(xy) = 0.

Then g'(xp) = ]}(( )) Since f(xo) # 0, f}((xo)) = f(())fo) =0, so g(x) also has a horizontal tangent line

when x = xq. This shows that whenever f has a horizontal tangent line, g has one too.

Now suppose g(x) has a horizontal tangent line where x = x for some point x. This means

g (x0) = 0. Then g’ (xo) = ?é 0)) =0, so f’(xo) exists and is equal to zero. Therefore, f(x) also has
a horizontal tangent line when x = xj. This shows that whenever g has a horizontal tangent line, f

has one too.

&> <&

Answers to Exercises 4.5 — Jump to TABLE OF CONTENTS

A-1: (a)and (b)

d d
A-2: At (0,4) and (0,—4), 2 is0; at (0,0), <Y does not exist.
- dx dx
A-3: (a)no (b) no
dy

X d
e = ——. It is not possible to write d_fc as a function of x, because (as stated in (b)) one value of x
y

d T 1
may give two values of ay For instance, when x = 7 /4, at the point <— —) the circle has slope

4’2
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dy . . T —
— = —1, while at th t{—,—
it while at the poin <4 7
e dy 1 . . 1
A-4: The derivative e is T only at the point (1,3): it is not constantly R so it is wrong to
11 2
differentiate the constant T to find a)zj Below is a correct solution.

. dy
th le has slope — = 1.
) ¢ circle has slope -~

—28x+2y+2xy +2yy =0
Plugginginx =1,y =3:
—28+6+2y +6y =0
y = 14—1 at the point (1,3)
Differentiating the equation —28x + 2y + 2xy’ + 2yy’ = 0:
—28+2y +2y' + 20" +2y'y +2yy" =0
4y +2(y ) +2xy" +2yy" =28

11
At the point (1,3),y = R Plugging in:

11 11\ ) )
4l )+2l )+ +203)y" =28
15
n_ 19
Y T 64
dy e +y
A5 D=
dx e +x
2
Ae Doyt
dx e —2xy
1 1
A-7: At =(4,1),y = ——. At =(—4,1),y = ——.
(X,)’) ( ’ )7y 7'5—'—1 (X,y) ( ’ ) y n_l
A8 —4
A0 2xsin(x? +y) + 3x?
' 4y3 +sin(x2 +y)
A-10: At (x,y) = (1,0),y" = —6, and at (x,y) = (—5,0), " = 5.
dy -1
A-ll: @:y_3
-2
A2 d_y_cos(x—i—y) X

d 2y —cos(x+y)

A-13: At (x,y) = (2,0) we have y/ = —%, and at (x,y) = (—4,0) we have y/ = —

At (%5 2%) <_f 2%)

Al
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28

A-15: ——
3
2 .
Ale: B 207 tsing
dx 2x2y + xcosy
1
A-17: f"(x) = -
=1

A-18: At (x,y) = (2,0),y = =2. At (x,y) = (-2,0),y = 2.
A-19: x=0,x=1,x=—1

A-20:
4
/
)= —
(@) y'(1) 3
(b)
Y t t
angen
9
7<CUI'V€
1 x
<@

No exercises for Section 4.6. — Jump to TABLE OF CONTENTS

<

Answers to Exercises 4.7 — Jump to TABLE OF CONTENTS

A-1: (a) (—o0,0) (b) all integer multiples of 7 () [—1,1]
A-2: False

A-3:

y
/ y=r"1(x)
x
1
A-4:
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If |a| > 1, there is no point where the curve has horizontal tangent line.
arw

2

If |a| = 1, the curve has a horizontal tangent line where x = 27tn +
for any integer n.

If |a| < 1, the curve has a horizontal tangent line where x = 27tn + arcsin(a) or
x = (2n+ 1)m — arcsin(a) for any integer n.
A-5: Domain: x = 1. Not differentiable anywhere.
1
A-6: f'(x) =
1) = =

; domain of f is [—3,3].

!
AT f(1) = “%2_1)2

— 2t arccost

, and the domain of f(¢) is (—1,1).

—2x
(2 +2)Vat +4x2 +3

A-8: The domain of f(x) is all real numbers, and f’(x) =

1
A-9: f(x) = R and the domain of f(x) is all real numbers.

A-10: f’(x) = arcsinx, and the domain of f(x) is [—1,1].
A-11: x=0

d
A-12: —{arcsinx + arccosx} =0

—1
A-13: y =
x? l—é

d? —2x

A-14: @{arctanx} = 1222
—1

A-15: YV = ——

YT

A-16: 2xarctanx+ 1

A-17: Let 6 = arctanx. Then 0 is the angle of a right triangle that gives tan 8 = x. In particular,
the ratio of the opposite side to the adjacent side is x. So, we have a triangle that looks like this:

Vxz+1

1

where the length of the hypotenuse came from the Pythagorean Theorem. Now,

. ) opp X
sin (arctanx) = sin@ = =
( ) hyp Va2 +1
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From here, we differentiate using the quotient rule:

2
d x :\/X2+1—x2\/x)zc—+1
dx | vx2+1 x2+1
2
_ ’\/)Cz‘i‘l—\/;zi_i_l .,/x2+1
x> +1 x2+1
_(xz—i—l)—x2
o (x24+1)3/2
_ 1 (42 -3/2
_(x2+1)3/2—(x +1)

A-18: Let 6 = arcsinx. Then 0 is the angle of a right triangle that gives sin & = x. In particular, the
ratio of the opposite side to the hypotenuse is x. So, we have a triangle that looks like this:

1
x
0
V1I-x2
where the length of the adjacent side came from the Pythagorean Theorem. Now,

dj 1—x?

cot (arcsinx) = cotf = e S vi-a
opp x

From here, we differentiate using the quotient rule:

i{’vl—xz} xzx/_lziCT_ V1-a?

dx x x?
== (1-x%)
2122
—1
Cx2V1-x2
: _ 3
A-19: (xy) = (%)
2n+1
A-20: x= W for any integer n
A-21: g'(y) = —
' 1 —sing(y)
1
A-22: —
2
1
A-23:
e+1
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log[sinx+2]  arcsecx-cosx

+ :
|x|\/x2—l sinx +2

A-24: f'(x) = [sinx + 2]aresecx (

>. The domain of f(x) is |x| = 1.

A-25: The function exists only for those values of x with x> — 1 > 0: that is, the domain of

1
vxz—1

is |x| > 1. However, the domain of arcsine is |x| < 1. So, there is not one single value of x

:

x2—1

1
where arcsinx and ———— are both defined.

vxz—1

If the derivative of arcsin(x) were given by

o then the derivative of arcsin(x) would not

exist anywhere, so we would probably just write “derivative does not exist,” instead of making up a
function with a mismatched domain. Also, the function f(x) = arcsin(x) is a smooth curve—its

derivative exists at every point strictly inside its domain. (Remember not all curves are like this: for
instance, g(x) = |x| does not have a derivative at x = 0, but x = 0 is strictly inside its domain.) So,

1
it’s a pretty good bet that the derivative of arcsine is not =
x R
1
A-26: —
2
25
A-27: f~Y(7) = -7

A28: £(0) =7
A29: f = 2x/1—(x+2y)2—1 2xcos(x? +y?) —1

B 2—2yy/1— (x+2y)2 2 —2ycos(x?+y?)

L o &

or equivalently, y =

Answers to Exercises S — Jump to TABLE OF CONTENTS

A-1: iiandiv

A-2: ——

A-3:. 6%
FI
A-4: (a)0 (b) IOOF = 15%, or F' = 0.15F

17
A-5: -3 units per second

4
A-6: 3 units per second
A-7: increasing at 7 mph

A-8: 8 cm per minute

13
A-9: —— metres per second

3
A-10: The height of the water is decreasing at 6= 0.1875 .
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1
A-11: 29200 metres per second (or about 1 centimetre every five minutes)

2 6175
A-12: ~ 13.8 124 ~ (0,0038 2d
<(%)2+4> ( 3 ) hour sec

24
A-13: (a) e ~ 1.85 km/min (b) about .592 radians/min

55+v/21
A-14: ) 4N 19 centimetres per hour.
2
Als: Yo oM
dr S

A-16: 2887 cubic units per unit time

A-17: 0 square centimetres per minute

T cm?
A-18: —— =~ —-1.8 —
12 sec?
m3
A-19: The flow is d i t te of e
e flow is decreasing at a rate o 1000 sec?
A-20 -5 0.097 cm per minute
20—~ —0. inu
497 P

dD 1
A-21: (a) — = —— metres per hour
@ dt 22 P

(b) The river is higher than 2 metres.
(c) The river’s flow has reversed direction. (This can happen near an ocean at high tide.)

1
A-22: (a) 2 units per second (b) Its y-coordinate is decreasing at 3 unit per second.

The point is moving at - units per second.

A23: () 10T =7 [3(a +b)—+/(a+3b)(3a+ b)} or equivalently,

10 =3(a+b) —+/(a+3b)(3a+b)
(b) 20ab
(c) The water is spilling out at about 375.4 cubic centimetres per second. The exact amount is

~200m (1_2<3\/§—11)> cm’
9—+/35 3v35—13 sec

A-24: B(10) =0

L 4

Answers to Exercises 6 — Jump to TABLE OF CONTENTS

A-1: There are many possible answers. Here is one: f(x) = 5x, g(x) = 2x.

A-2: There are many possible answers. Here is one: f(x) = x, g(x) = x%.
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>
(O8]

CEEEBE

tEEEL

> |2
) |2

A-18:

‘|

—0
0
0
3
2
0

1

2

0

5

3

3

2

0

1

3

c=0

ksin(:x2) _ 2 —o0 k<2
lim < x4(1+2x): 2 k=2
=0 w0 k>2
S(n)—A
We want to find the limit as n goes to infinity of the percentage error, lir{.lo IOOW
n— n
Since A(n) is a nicer function than S(n), let’s simplify:
—A A

tim 100500 =AW _ 501y _ g 40|

A, 100 2% Stn)

We figure out this limit the natural way:

. A(n) : 5n*
1001 - 1 = 10011
‘ b S(n) w0 Sn* — 1313 — 4n + log ()
oot
2 3
— 1001 — lim on 1
n—0020n3 —39n2 —4 +
3
2
— 1001 fim " 20
n—on 20—7—’1—34‘”—4
— 1001 -1/ =0

220



So, as n gets larger and larger, the relative error in the approximation gets closer and closer to
0.

¢ Now, let’s look at the absolute error.

lhn|SOO——A(nH::Jg&|—43n3—4n+40gn|:cn

n—a0

So although the error gets small relative to the giant numbers we’re talking about, the
absolute error grows without bound.

A-20: There are many possible answers. Here is one: f(x) =1+ 1, g(x) = xlog5 (recall we use
log to mean logarithm base e).

A-21: 0
A-22:

1
Ve
A-23: 1

A-24: 1

&> <&

Answers to Exercises 7.1 — Jump to TABLE OF CONTENTS

A-1: In general, false.
A-2: g(x) =C(x) h(x) = B(x) k(x) = D(x)

A-3: (a) p=é? (b) b= —e? 1—¢?

A-4: vertical asymptote at x = 3; horizontal asymptotes xli)rigoo flx)= %

A-5: horizontal asymptote y = 0 as x — —o0; no other asymptotes

- >
Answers to Exercises 7.2 — Jump to TABLE OF CONTENTS

Al: B(x)=p(x) C(x)=n(x) E'(x) = m(x)
A2 (~2.0)

A3 (1.4)

Ad: (—on,1)

- >

Answers to Exercises 7.3 — Jump to TABLE OF CONTENTS

A-1:
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concave down

/_/H

(
’

X
~" ~ "

concave up concave down concave up

]

>

-3: In general, false.

>

4 x=1,y=11

<

Answers to Exercises 7.4 — Jump to TABLE OF CONTENTS

A-1: even

>

-2: odd, periodic

o
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-5: A function is even if f(—x)

So, f(x) is even.

(=x)* = (=)°
e(_x)z
¥ —xb
ex2
f(x)
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A-6: For any real number x, we will show that f(x) = f(x+47).

f(x+4rm) = sin(x+4m) + cos (X #—24713)

= sin(x+47) + cos <§ + 27r>

= sin(x) + cos (g)

= f(x)
So, f(x) is periodic.
A-7:. even
A-8: none
A-9: 1
- -

No exercises for Section 7.5. — Jump to TABLE OF CONTENTS

&> <&

Answers to Exercises 7.6 — Jump to TABLE OF CONTENTS

Al @ (~on.3)

(b) f(x) in increasing on (—0,2) and decreasing on (2,3). There is a local maximum at x = 2 and
a local minimum at the endpoint x = 3.

(c) f(x) is always concave down and has no inflection points.

@ (3,0)

©

-2: The square mark is the inflection point, and the closed dot is the local and global maximum.
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A-3: The square mark marks the inflection point.
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A-5: (a) One branch of the function, the exponential function ¥, is continuous everywhere. So
X243
3(x+1)
(so it’s continuous for all x > 0). So, f(x) is continuous for x > 0. To see that f(x) is continuous at

x =0, we see:

f(x) is continuous for x < 0. When x > 0, f(x) =

, which is continuous whenever x # —1

li = lim ¢' =1
A S0 = L€

2
. ) x*+3
1 = l _— =
Jm f0) = Jim ST

So, lin(l)f(x) =1=f(0)

Hence f(x) is continuous at x = 0, so f(x) is continuous everywhere.

®i.

f (x) is increasing for x < 0 and x > 1, decreasing for 0 < x < 1, has a local max at (O, 1), and has a
local min at (1, %)

ii.

f(x) is concave upwards for all x # 0.

1ii.

The x—axis is a horizontal asymptote as x — —o0.

©
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A-7: (a) Increasing: (—1,1) decreasing: (—o0,—1) U (1,00)
concave up: (—/3,0) U (v/3,0) concave down: (—o0,—+/3) U (0,4/3)
inflection points: x = ++/3,0

(b) The local and global minimum of f(x) is at (—1,=1), and the local and global maximum of

fx)isat (1,72).

(c) In the graph below, square marks are inflection points, and solid dots are extrema.

Sl

|
' [
-3 —1 1 \@

-1
Je

A-8: Local maxima occur at x = 2?7: + 27n for all integers n, and local minima occur at

xX=— ZT” + 27n for all integers n. Inflection points occur at every integer multiple of 7.
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\ \ \

\ \ \

—l4rn —10r—87% —4r 27 2n 4z 8r 10w l4rx
3 3 3 3 3 3 3 3 3

A-9: Below is the graph y = f(x) over the interval [—7, 7r|. The sketch of the curve over a larger
domain is simply a repetition of this figure.




On the interval [0, 7], the maximum value of f(x) is 6 and the minimum value is —2.

—144/33 —1—+/33
Let a = sin™! (JFT) ~ 0.635 ~ 0.27 and b = sin~! (T) ~ —1.003 ~ —0.37.
The points —7 — b, b, a, and 7 — a are inflection points.
A-10: The closed dot is the local minimum, and the square marks are inflection points at x = —1

and x = —2++/1.5. The graph has horizontal asymptotes y = 0 as x goes to +oo.

y

+

A-11: (a) decreasing for x < 0 and x > 2, increasing for 0 < x < 2, minimum at (0,0), maximum at
(2,2).

(b) concave up for x < 2 — v/2 and x > 2 + /2, concave down for 2 — /2 < x < 2+ +/2, inflection
points at x =2 + V2.

(c)oo
(d) Square marks indicate inflection points, and closed dots indicate local extrema.

y

A-12: (a)
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There are no inflection points or extrema, except the endpoint (0,1).

(b)

There are no inflection points or extrema, except the endpoint (1,0).
(c) The domain of g is (0, 1]. The range of g is [0,0).
Dg'(3)=-2

A-13: (a)
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1
&
| | X
! !
=1 _
Local maximum at x = _{‘L@; local minimum at x = %[5; inflection point at the origin; concave
down for x < 0 ; concave up for x > 0.
(b) The number of distinct real roots of x> — x + k is:
4
e 1 when k| > ——
K>3
4
e 2 when k| = ——
i 5vV/5
4
¢ 3 when |k| <
i 5v/5
A-14: (a)
y )
) y = sinhx y = coshx
1
X X

(b) For any real x, define sinh ™! (x) to be the unique solution of sinh(y) = x. For every x € [1,0),
define cosh™! (x) to be the unique y € [0,00) that obeys cosh(y) = x.
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y=sinh'x

Answers to Exercises 8.1 — Jump to TABLE OF CONTENTS

There is a critical point at x = 0. The x-value of the red dot is a singular point, and a local maximum
occurs there.

232



The x-coordinate corresponding to the blue dot (let’s call it @) is a critical point, and f(x) has a local
and global minimum at x = a. The x-coordinate corresponding to the discontinuity (let’s call it b) is
a singular point, but there is not a global or local extremum at x = b.

-3: One possible answer is shown below.

A-4: The critical points are x = 3 and x = —1. These two points are the only places where local
extrema might exist. There are no singular points.

EZ
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NN

2 2 2 2
local max neither neither local max

A-6: There are many possible answers. Every answer must have x = 2 as a singular point strictly
inside the domain of f(x). Two possibilities are shown below.

y y

>

7o x=—T7,x=—1,andx =5

>

-8: Every real number c is a critical point of f(x), and f(x) has a local and global maximum and

minimum at x = c. There are no singular points.

¢
L/

Answers to Exercises 8.2 — Jump to TABLE OF CONTENTS

>

-1: Two examples are given below, but many are possible.

y

y=f(x)

-2: Two examples are given below, but many are possible.
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/

y

7

A-3: One possible answer:

A-4: The global maximum is 45 at x = 5 and the global minimum is —19 atx = —3.
A-5: The global maximum over the interval is 61 at x = —3, and the global minimum is 7 at x = 0.
- -

Answers to Exercises 8.3 — Jump to TABLE OF CONTENTS
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A-1: The global maximum is f(—1) = 6, the global minimum is f(—2) = —20.

A-2: Global maximum is f(2) = 12, global minimum is f(1) = —14.

A-3: Global maximum is f(4) = 30, global minimum is f(2) = —10.

A-4: Local max at (—2,20), local min at (2,—12).

A-5: (—2,33) max, and (2,—31) min

A-6: QO should be 4+/3 kilometres from A

A-7: 10x30x 15

A-8: 2x2x6

A9 X=Y=12

A-10: The largest possible perimeter is 2+/5R and the smallest possible perimeter is 2R.
3/2

A-12: (ﬂp—;

A-13: (a)x—\/i \/: and z

o 1 + p)

b)p=1

A 1 /A
(The dimensions of the resulting baking pan are x =y = \/; and z = E\/; J)

1
A-14: (a) x*(1 +logx) (b)x= - (¢) local minimum
e

A-15: Maximum area: do not cut, make a circle and no square.

Minimum area: make a square out of a piece that is = of the total length of the wire.

L 4

Answers to Exercises 8.4 — Jump to TABLE OF CONTENTS

<

Answers to Exercises 9.1 — Jump to TABLE OF CONTENTS

A-1: Since f(0) is closer to g(0) than it is to #(0), you would probably want to estimate

f(0) =~ g(0) =1+ 2sin(1) if you had the means to efficiently figure out what sin(1) is, and if you
were concerned with accuracy. If you had a calculator, you could use this estimation. Also, later in
this chapter we will learn methods of approximating sin(1) that do not require a calculator, but they

do require time.

Without a calculator, or without a lot of time, using f(0) ~ h(0) = 0.7 probably makes the most
sense. It isn’t as accurate as f(0) =~ g(0), but you get an estimate very quickly, without worrying

about figuring out what sin(1) is.
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A-2: 10g(0.93) ~ log(1) =0

>

-3: arcsin(0.1) ~ 0
-4: +/3tan(1) ~ 3
A-5: 10.13 ~ 103 = 1000

>

L 4

Answers to Exercises 9.2 — Jump to TABLE OF CONTENTS

A-1: (a) f(5)=6 ) f(5)=3 (c) not enough information to know
A-2:

y=f(x)
|
2
The linear approximation is shown in red.
A-3: f(x) =2x+5
A-4: 10g(0.93) ~ —0.07
y
’ y=x—1
y=f(x)

™~

&~ \O

A-5: /5~
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79
A-6: /30~ —
40

A-7: 10.13 ~ 1030, 10.1° = 1030.301

A-8: There are many possible answers. One is f(x) = sinx,a =0, and b = 7.

9: a=+/3

0‘>

Answers to Exercises 9.3 — Jump to TABLE OF CONTENTS

A-1: f(3)=9, f'(3) =0, f"(3) = —2; there is not enough information to know f"(3).
A-2: f(x) ~2x+5

A-3: 10g(0.93) ~ —0.07245

1 449
A-4: — | —
€08 (15> 450
A-5: ¥~ 1+ 2x+2x7
4 275
A-6: One approximation: e3 ~ Ev)
10 75
A-T: 2 1 — -~
- @26 ® 16 © 11 d 64
A-8: For each of these, there are many solutions. We provide some below.

5
(@ 14+24+3+4+5= Zn

n=1

4
(b) 2+4+6+8= ZZn
n=1
5
© 34+5+7+9+11= > (2n+1)

n=1

7
(d) 9+16+25+36+49= > 'n’
n=3
7
(€ 9+4+16+5+25+6+36+7+49+8= > (n*+n+1)

n=3
7
() 84+15+24+35+48 =) (n*—1)

n=3
6
(8) 3-6+9—124+15-18= ) (~1)""'3n

n=1

A9 f()~2 f(1)=n
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A-10: ex25
A-11: {(a),(d). ()}, {(b). (@}, {(c).(f

&> <&

Answers to Exercises 9.4 — Jump to TABLE OF CONTENTS

Al (1) = —4
A2 f19(5) = 10!
A3 Ta(x) = - +x2—x+1

A4 T3(x) =—=T7+7(x—1)+9(x—1)*+5(x— 1), or equivalently, T3(x) = 5x° — 6x* + 4x— 10
Ass: £00)(5) = 11-610!

At a= e

- -

Answers to Exercises 9.5 — Jump to TABLE OF CONTENTS

A-1:
_ 1 2 1 3 1 4 1 5 1 6 1 7 1 8 1 9 1 10 1 11
T16(X) = 1-I—x—§x —ix +47x +§X —ax —ﬂx +§x +ax —ﬁx —mx
1 1 13 1 14 1 1 16

12 15
T Tt s Tie

A-2: Tioo(t) = 127.54+48(t —5) +4.9(t —5)> =4.912 —t + 10

L k=0

A6 =7 4%

A7 1 — 24t
-8: %
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A-14: We estimate that the sum is close to ———.

V2

A-15:

(@ y=0
(b) 2x°
A-16: DNE
A-17: none

L 4

Answers to Exercises 9.6 — Jump to TABLE OF CONTENTS

A-1: (a) False (b) True (c) True (d) True

A-2: Equation 9.6.5 gives us the bound |f(2) — T3(2)| < 6. A calculator tells us actually
F(2) —T3(2)| ~ 1.056.

A-3: |f(37)=T(37)| =0

A-4: You do, you clever goose!

ASS: |£(115) = T5(11.5)] < 92 <0.02

1 1 1
A-T: ‘f (_Z) —Ts <—Z)‘ 646 < 0.00004

A-8: Your answer may vary. One reasonable answer is

14
|£(30) —T5(30)| < 9.5 < 0.000002. Another reasonable answer is

14
|f(30) T3(30)| < 79 < 0.00002.
A-9: Equation 9.6.5 gives the bound [f(0.01) —7,,(0.01)| < 1007 (12 — 1)2.
A more reasonable bound on the error is that it is less than 5.

A-10: Using Equation 9.6.5,

The actual error is




which is about 0.02.

A-11: Any n greater than or equal to 3.
13

A-12: v/2200 ~ 3+ T 3.00255

A-13: If we’re going to use Equation 9.6.5, then we’ll probably be taking a Taylor polynomial.
Using Example 9.5.5, the 6th-degree Maclaurin polynomial for sinx is

so let’s play with this a bit. Equation 9.6.5 tells us that the error will depend on the seventh
derivative of f(x), which is —cosx:

F)=To(1) = FD ()L

5! 7!
. 101 —cosc
Sln(l) — ? = 7'
. 4242 —cosc
sin(1) = =
for some ¢ between 0 and 1. Since —1 < cosc < 1,
4242 — 1 4242 + 1
———— <sin(1l) < axactl
7! 7!

4241 < sin(1 <4243
71 < sin( )\T

4241 . 4243
in(1) < ——
5040

Remark: there are lots of ways to play with this idea to get better estimates. One way is to take a

T
higher-degree Maclaurin polynomial. Another is to note that, since 0 <c¢ <1 < 3 then

1
2 < cosc < 1, so

4242 — 1 4242 — 1
e <sin(l) < ——2
7! 7!
4241 ~ sin(1) < 8483 - 4243
_— Sin —_— _—
5040 10080 ~ 5040

If you got tighter bounds than asked for in the problem, congratulations!

A-14: () Tu(x) = 24 x (b) Ty(1) = % (c) See the solution.

n=0 n!

L o &

Answers to Exercises 10 — Jump to TABLE OF CONTENTS
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(3+5)*=10

A-1: The root is approximately 3 4 % i
3

A-2: The root is approximately %.

A calculator tells us (%) ~ 30.11. This is pretty close to 30, which is the cube of the real root, so
our approximation seems reasonable.

A-3: If we start with x = 1, we find the critical point is approximately % =04.

A-4: Two reasonable answers are below.

* Starting with xo = 11 would give us an approximate intersection point of

122(arctan11—1)
=11 .
= 121

* Starting with xyp = 10 would give us an approximate intersection point of

101 (arctan 10)
=104 ——2dn ),
X1 0+ 100

A-S:

* Starting with x = 1:

xo=1
L1245 13
MEITI T T
3
13 1 (8)-12(8)+15
X) — ———
132
o3 (5)" —4
* Starting with x = 3:
xo=3
1 27-364+15 13
X1 = e —
! 37 94 5
13 1 (B)Y-12.2+415
Xp=——=" )
13
>3 (¥) -4

A-6: Using the most obvious choices (that is: f(x) = x*> — 8 and xo = 3), we approximate

V8x3-1L
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(a) 2.434820595

(b) Using xo = 1 finds a negative value, but we’re asked for a positive critical point.
A-11:

(a) 0.1

(b) 0.100167421

L g a

Answers to Exercises 11 — Jump to TABLE OF CONTENTS

A-1: It takes 21log2 ~ 1.39 hours for half of the bacteria to die, and 21og 100 ~ 9.2 hours for 99%
of them to die.

A-3:

(a) C any value, k = =5
(b) C any value, k =3

A-S:

(@) y(t) =Ce™;

(b) c(x) =20e701%;
(c) z(t) = 5¢*.
A-6:

(a) ‘%’ — 0.05N

(b) N(0) =250
(c) N(r) = 250"
(d) 2.1 x 10'° rodents

A-7: The population y(¢) after 7 hours satisfies

dy 1

E:ky,y(())Zl,,V(g) =2y(0)

for some constant k.
The solution to this initial value problem is
y(t) _ e(3log2)t — 93t
A-9:
(@) P(5)=1000e"% ~ 1419
(b) t = 15’%% ~ 9.9 years

A-10:
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@ §=(55)y

®) ¢ = (%)

A-11:

(a) 75004/3 ~ 12990

(b) 15%0 ~ 30792 bacteria
A-12:

(a) y; growing, y, declining

log2 log2

(b) y1 has doubling time
(©) y1(t) = 100e%%, y, (1) = 10000e 0
(d) 21og100 & 9.2 years

A-13:

(a) 6246400000000 people (6.2464 x 10'2)
(b) 39047 ~ 12265 people per square km
A-14: 1?010g8 ~ 6.93 years

A-15:

~ 3.5 years; y, has half-life ~ 2.3 years

(a) 1 hour

(b) r=1log(2)

(c) 0.25M

(d) t =1og,(10) ~ 3.322 hours
A-16:

(a) 20 min

(b) 20log,(10) ~ 66.44 min

log(2)
log(10)

A-17: =

A-18:

(a) TPCRELN & 57100 years
(b) 22920 years

A-19:

(a) 29 years

(b) 58 years

© %g)oo) ~ 279.7 years
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A-20: 5'13()1;’%5 ~ 12.3 years

A-21: 2¢78/30 17043 kg

A-22: y=760(823)"" ~ 707.8 torr

A-23: Untilt = 2\2%.

A-29:

(a) C=-12

Mb) Ci=1,C,=-5
1 if n odd

(c) For any integer n, we can have C, = 7n, and C; = 1 no . So for example, one
—1 ifneven

option is C; = —1, C, = 0; another option is C; = 1 and C; = 7.

A-31: (b)k=3/2.

A-32:

(a) Input rate is [ fish per day

(b) aF fish caught per fisher per day.

(c) Birth and mortality are neglected, or assumed to exactly cancel out.
(d) Steady state level F =1/aN

(e) New differential equation is dr = —oNF; it would take 21log(2) /N days for the population
to fall to 25% of its initial level.

(f) New differential equation is € = J; it would take r = Fy, /1 days to double.
A-34: a=0,b=—-1

A-35:

() Kmax,c =k

(b) In(2)/r

Kmax

) c=0,c= —k

L o &

Answers to Exercises 12.2 — Jump to TABLE OF CONTENTS

A-1:
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(a)

(b)
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Steady state: y =0. If y(0) =1,y — 0.

Steady states: y =0,2. If y(0) =1,y — 2.

Steady states: y =0,2,3.If y(0) =1,y — 2.
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@ §=-203-y)*
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@ = 50-2)(y-3)%y=0:

A-3:

(a) =243y

dy
dx

y

RERRN

[T 1]
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GO

e e et e it e et
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Wl

©) G =-y(2-):

dy

dx

(©) @=2-3y+y~

©
—

|
[SSI1 S}

steady state

0 2

steady state

steady state
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dy

— «— —>
N—y Py ‘ ¢ Q
1 2 1 2
steady state steady state
) G =-23-y%
dy «— —
dx | . |
) | )
3 3

steady state

© G =y -y+l:

dy

d
0 G =r -y
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A-6: For initial values in the range [0,c0), we expect the solution to have a finite limit. For negative
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Answers to Exercises 12.3 — Jump to TABLE OF CONTENTS

actual value of y(ty)

k 1 Yk

0 O 100.00
1 0.1 95.00
2 0.2 90.25

100e= 995 ~ 95.12
10091 ~ 90.48
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(@) ys = 1.61051; y(0.5) = 1.6487213; error = 0.03821
(b) ys = 0.59049; y(0.5) = 0.60653; error = 0.01604
A-4:

* Using At = 0.5, y(0.5) ~ —0.5.

 Using Ar = 0.25, y(0.5) ~ —0.4705882353.

« Using At = 0.1, y(0.5) ~ —0.450264102.

>

-5: $(0.03) ~ —0.000301

A-6: y(0.03) ~ 0.000301
A-7: y(0.03) 2 1.00029998
A-8: y(1) = 2%5

A-9: y(1) ~ 0 (actually: y(1) =0)

Answers to Exercises 12.4 — Jump to TABLE OF CONTENTS

A-1:
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—1
A-3:
y
1 i
| f | 1
~10 K 10
_: 4
@
_2 4
_3 4
(@) y(1)=0
b) L =y +02y
() 0.01

(a) y(1) ~0.503641976
; 1
(b) At can be no bigger than ¢

A-6: You aren’t given an error tolerance, so your actual answer may vary, but if you’ve done a good

job of making your step size relatively small, then your approximation should be relatively close to
the actual answer of 1i0 — 301% = 0.09966.

This question is meant to get you thinking about how to use spreadsheets creatively, but the
vagueness makes it unlikely to show up on an exam in exactly this form.

&> <&

Answers to Exercises 13.1 — Jump to TABLE OF CONTENTS

A-l: (B)
A2 h(t) = (I/K)?

dx k 1
A3 (@) = g(vo—x3); (V=Y.

L o &
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Answers to Exercises 13.2 — Jump to TABLE OF CONTENTS

A-2: (c) Steady states at at y, = 0 and yo = P —b/a. (d) Social media persists if Pa/b > 1.

A-3: (b) Stable steady state at a = % (—1 /1 +4uM/ /3)

4 L =y(1-y)
dG _ 5

-6: The initial value problem is @7 = 5 — %, G(0) = 0. After a long time, there is 250 gm of
glucose in the tank.

>

>

£

Q _ _Tio_w.
Vr——V[Q kV],

(@) Q'(t) = kr—
(b) Q =kV;

(¢c) T=VIn2/r.
A-8:

(a) ‘2—? = kQ; O(t) = 100-0.7'/4

) 2(18%2) ~ 7.77 hr. Note you should be able to get the exact value without the use of a calculator.

A-9:
(a) not provided

(®) yo
() 1= ZAT\/%

(d) —ky/yo

L g a

Answers to Exercises 14.1 — Jump to TABLE OF CONTENTS

A-1:
The xz plane is filled with vertical lines; the yz plane is crosshatched; and the xy plane is solid.

The left bottom triangle vertex is (1,0,0); the right bottom triangle vertex is (0, 1,0); the top
triangle vertex is (0,0,1).

A-2: (a) The sphere of radius 3 centered on (1,—2,0).
(b) The interior of the sphere of radius 3 centered on (1,—2,0).

A-3: (a) x = y is the straight line through the origin that makes an angle 45° with the x— and y—axes.
It is sketched in the figure on the left below.
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y==x r+y=1

i (170) g

(b) x+y = 1 is the straight line through the points (1,0) and (0,1). It is sketched in the figure on
the right above.

(c) x*> +y* = 4 is the circle with centre (0,0) and radius 2. It is sketched in the figure on the left
below.

v, v
/x\“/ =4 24y’ =2y
\ (27 0) * “(07 1)

T

(d) x> 4+ y? = 2y is the circle with centre (0, 1) and radius 1. It is sketched in the figure on the right
above.

(e) x>+ y? < 2y is the set of points that are strictly inside the circle with centre (0, 1) and radius 1.
It is the shaded region (not including the dashed circle) in the sketch below.

A-4: (a) The set z = x is the plane which contains the y—axis and which makes an angle 45° with
the xy—plane. Here is a sketch of the part of the plane that is in the first octant.

z

T

(b) x*> + y? 4+ 72 = 4 is the sphere with centre (0,0,0) and radius 2. Here is a sketch of the part of
the sphere that is in the first octant.
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X

(c) x4+ y2 +72 =4, 7= 11is the circle in the plane z = 1 that has centre (0,0, 1) and radius /3.
The part of the circle in the first octant is the heavy quarter circle in the sketch

z

i

/

i

(d) x* +y?> = 4 is the cylinder of radius 2 centered on the z—axis. Here is a sketch of the part of the
cylinder that is in the first octant.

T

(e) z = x* +y? is a paraboloid consisting of a vertical stack of horizontal circles. The intersection of
the surface with the yz—plane is the parabola z = y?. Here is a sketch of the part of the paraboloid
that is in the first octant.

>
X
A-5: /67
A-6: 9
A-7: 4/5.01 km
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A-8: 1km
A-9: 2 km

A-11: The sphere has radius 3 and is centered on (1,2,—1).

. . . o . oy R
A-12: The circumscribing circle has centre (,7) and radius r with ¥ = 5.V= W and

a\2 c2—ab\2
r=y/()+ (i)’

A-13: x? 4 y? = 4z The surface is a paraboloid consisting of a stack of horizontal circles, starting
with a point at the origin and with radius increasing vertically. The circle in the plane z = z( has

radius 2,/7.

L o &

Answers to Exercises 14.2 — Jump to TABLE OF CONTENTS

A-1: Any constant function, for example f(x,y) = 0.

A-2:

(a) [~10,10]
(b) [0,1]

(©) [~1,1]
(d) [0,10]
A-3: yes

>

-4: Domain: all of R%. Range: [0,0)

>
(9}

Domain: all of IR?. Range: [0, 00).

>
>

Domain: interior of the unit circle. Range: [0, 7/2].

>
\1

Domain: all points (x,y) such that x and y have the same sign; x and y are nonzero; and y %
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Range: (—o0,0) U (0,00).

A-8: Domain: all of R?. Range: [0,1).

A-9: Domain: all of R%. Range: [—%,%}

A-10: For example: domain should be all (a, p) where a > 0 and p > 0; range should be [0,0).

A-11: L

s < x4y < %: that is, the points (x,y) that are inside or on the circle centred at the origin
with radius %, but not inside the circle centred at the origin with radius -

73.

y

—_

g_

A-12:

The point (x,y) must be in one of the following regions:
o X2 V68 <y <X —/47
e X>—5<y<x?=-2
e X +2<y< P +5

o X2+ VAT <y<x*+4/68
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Answers to Exercises 14.3 — Jump to TABLE OF CONTENTS

A-1: (a) < (B) (b) < (A) (¢) = (O

A-2:
Y f=0.25
f=0.5
=1
=2
=3
A-3: (a)
Y
f=2
f=1
f=0
NE2)
(b)
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S
Wﬁ

\\//

)7
f=2
f=1
f=0 X
f=-1
f=-2



(b)

(a)

A-7:

(b)
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(©

A-8: (a) This is an elliptic cylinder parallel to the z-axis. Here is a sketch of the part of the surface
above the xy—plane.

-------

--
-
-

(2.0.0)— (0,4,0)

(b) This is a plane through (4,0,0), (0,4,0) and (0,0,2). Here is a sketch of the part of the plane in
the first octant.

(c) This is a hyperboloid of one sheet with axis the x-axis.
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x/‘
Y

(d) This is a circular cone centred on the y-axis.

(e) This is an ellipsoid centered on the origin with semiaxes 3, v/12 = 2+1/3 and 3 along the x, y and
z-axes, respectively.

(0,0,3)

(0,+/12,0)

.
"‘
-
.
-

¥7(3,0,0) (0,+/12,0)

y (3,0,0)

(f) This is a sphere of radius r, = 1+/b% +4b+ 97 centered on 5 (—4,b,—9).
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(—4, b, —9 + 27“1,)
(—4,b,-9)

N[

%(—4, b+ 27y, —9)

(—4 + 2’/‘5, b, —9)

1
2

(g) This is an elliptic paraboloid with axis the x-axis.

(h) This is an upward openning parabolic cylinder.
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B

ol —

2
A-10: X2 +y? = (|§—| + 1)

A 4

Answers to Exercises 15.1 — Jump to TABLE OF CONTENTS

A-1: No: you can go higher by moving in the negative y direction.
A-2:

(@ fy(1.5,24)~ =2

() f:(1.7,1.7) = 11

) f(1.7,1.7) = =3

d) fx(1.1,2) =9

A-3: (a)
fe(xp,z) =337y fx(0,—1,—-1) =0
fo(x,y,2) = 567y f:(0,—1,-1) =0
(b)
yze*?
Wx(.x,y,Z): l+exyz WX(270’_1):O
xzet
wy(x,y,2) = g wy(2,0,—1) = —1
xye?
weln2) = 12 we(2,0,1) =0

267



X 3
fx('x’y) __(x2+y2)3/2 fx(_3’4) _E
Y 34— b
frloy) = (x2 +y2)3/2 =34 =155

A-4: By the quotient rule

%(x ):(1)(X_y)_(x+y)(l) _ =2y

ox (x—y)? (x—y)?

6z(x ) (Dx—y) = (x+y)(=1) 2x

oy (x—y)? (x—y)?
Hence

% 0z  —2xy+2yx
X (6y) Fy=(x y)——(x_y)z =0
or _ (1=9) g _ al4y—ya)

£ @ 3 x(yz—1)° 5_§_Zy(yzy 1y)z
b) E(-1,-2) =3, F(-1,-2)=0.

2log(2
ﬂ %(1’2’4):_% 2_5(1’2’4) - 410g(2)
A-7: 24
A8 £(0,0)=1,  £(0,0)=2
A-9: Yes.
A-10: (@) $£(0,0)=1,%(0,00=4  (b) Nope.
A-11: 1resp. 0
A-12: @0 B0 (03
&> &

Answers to Exercises 15.2 — Jump to TABLE OF CONTENTS

A-1: From the example that “f,” is the partial derivative of f with respect to x, we infer that the
notation for “take the partial derivative with respect to (variable)” is “write (variable) on the bottom
right.” Continuing this practice, to take the partial derivative with respect to y of f,, we should write
the y on the bottom right — that is, to the right of the x:

(£,

Since x is to the left of y, we write the above as f,, not fy,.

A-2: From the example that “4- f” is the partial derivative of f with respect to x, we infer that the
notation for “take the partial derivative of a function with respect to (variable)” is “put the partial
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derivative operator to the left of the function.” Continuing this practice, to take the partial

_o
O(variable)
derivative with respect to y of %, we should write the operator % on the left.

0 |0

= |=f

dy | Ox

In the above expression, Jy is to the left of the dx. So we write azg rather than g gy

A-3: As in Question 2, if we want to differentiate f

o |0 of
5{54 A {8}6]

* f shows up only once, so we don’t add an exponent to it.

with respect to x, we write:

In both cases:

* 0 shows up twice in the numerator, so we write 0> as shorthand for 9[d)].
* Ox shows up twice in the denominator, so we write 0x* as shorthand for dx[dx].

A-4: see solution
A-5: (@) fu(xy) = 2y Sy (6,3) = fayy(x,y) = 12xy

(®) frx (X,y) = y4exy2 fxy (X,y) = (Zy + 2xy3)exy2 fxxy (x,y) _ (4y3 N 2xy5)exy
fxyy ()C,y) = (2 + 10xy2 + 4x2y4)exy
a3f 36 a3f 0

© m(”’v’w) T (ut2v+3w) ow Ov Ou (3.2,1) = ~0.0036 = 2500

AT @) fo(x0.2) =0 (b) fxyz(x,y,z) =0 (¢ fxx(l,0,0) )

A-8: See the solution.

A-9:

fiy(1.8,2.0) ~ 0

* -

Answers to Exercises 16.1 — Jump to TABLE OF CONTENTS
A-l: @®)T,U

() (U

(a) (iii) S

() (i) Fe(1,2) > 0

(b) (ii) F does not have a critical point at (2,2).

(b (iii) Fry(1,2) <0
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~
o

~

(b) (0,0) is a local (and also absolute) minimum.

(c) No. See the solutions.

A-3: |c|>2

critical

point type
A-4: (0,0) | saddle point

(—%, %) local max

critical
point type

(0,3) | saddle point
A-5: | (0,—3) | saddle point
(=2,1) | local max
(2,—1) | local min

itical
“point type
(0,0) local min
A-6
(v2,—1) | saddle point
(—v/2,—1) | saddle point
itical
W e
A-7: (%, %) local min
— (\%, %) saddle point
itical
poin | 1yPe

A-8: | (0,0) | local max
(2,0) | saddle point
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point type
A-9: (@) | (3,—%) | local min
1

(—1,1) | saddle point
(b)
>\§\_////<<
(i)
>///;\\\<<
A-1
ot | type
(%, — 21;) local min
—1,1) | saddle point

A-11: (0,0) is a local max

(0,2) is a local min

(1,1) and (-1,1) are saddle points

A-12: (0,0) is a saddle point and +(1,1) are local mins

A-13: (0,0) is a saddle point and +(1,1) are local mins

A-14: (0,+1) are saddle points, (%,0) is a local min and (— \%,0) is a local max
A-15: (—1,£4/3) and (2,0) are saddle points and (0,0) is a local max.

A-16: Case k < %

critical
point type

(0,0) | local max
(0,2) | saddle point

_ 1.
Case k = 5.
itical
| e

(0,0) | local max

(0,2) | unknown
1.
Case k > 5.
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critical

point type
(0,0) local max
(0,2) local min

<\/,%3(2k— 1), %) saddle point
<—\/,%3(2k— 1), %) saddle point

Sey—SiSy 8,8 2 =SS
A-17: m:nn?z_gzy and b = % where S, = Zyz, 2= Zx and Sy, = szyz
i i=1 =1

<

Answers to Exercises 16.2 — Jump to TABLE OF CONTENTS

A-1: false

A-2: The minimum height is zero at (0,0,0). The derivatives z, and z, do not exist there. The
maximum height is V2 at (£1,+1 A2 2). There z, and Zy exist but are not zero — those points
would not be the highest points if it were not for the restriction |x|, |y| <

A-3: min=20 max—3f~0385
A-4: (a)
itical
“point type
0, \%) local max
2 .
0,— 7 local min

(2,0) saddle point
(—2,0) | saddle point

(b) The maximum and minimum values of 4(x,y) in x> +y? < 1 are 3 (at (0,1)) and —3 (at
(0,—1)), respectively.

A-5: The minimum is —2 and the maximum is 6.
A-6: 6245

A-7: (a) (0,0) and (3,0) and (0,3) are saddle points
(1,1) is a local min

(b) The minimum is —1 at (1, 1) and the maximum is 80 at (4,4).

A-8: (a) (1,1) is a saddle point and (2,4) is a local min

(b) The min and max are 27 2 and 5, respectively.

A-9: (a) (0,0), (6,0), (0,3) are saddle points and (2,1) is a local min

(b) The maximum value is 0 and the minimum value is 4(4v/2 —6) ~ —1.37.
A-10: The coldest temperture is —0.391 and the coldest point is (0,2).

A-11: (a) (0,—5) is a saddle point
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(b) The smallest value of g is 0 at (0,0) and the largest value is 21 at (£2+/3,—1).

. 2500
A-12: 73

A-13: The box has dimensions (2V)!/3 x (2V)1/3 x 272/3y1/3,

A-14: (a) The maximum and minimum values of T (x,y) in x> +y? < 4 are 20 (at (0,0)) and 4 (at
(+2,0)), respectively.

(b) (0,2)
A-15: The minimum value is 0 on

{ (x,y,2) ‘x; 0,y=>0,z=>0, 2x+y-+z=25, at least one of x,y,z zero}

The maximum value is 4 at (1,2,1).
A-16: (@x=1,y=1% f(1,3) =6  (b)local minimum

(c) As x or y tends to infinity (with the other at least zero), 2x + 4y tends to +o0. As (x,y) tends to
any point on the first quadrant part of the x- and y—axes, xl) tends to 4-c0. Hence as x or y tends to

the boundary of the first quadrant (counting infinity as part of the boundary), f(x,y) tends to +oo.
As aresult (1, %) is a global (and not just local) minimum for f in the first quadrant. Hence

f(xy) = f(1,3) =6 forall x,y > 0.

A-17: Ifa< %, then the closest point is the origin. If a > %, then the closest points are the level

curve where z = a — %

A-18:

(a) The total profit is given by

I(x,y) = (152" —x) + (80" - 3y)

(b) The optimal production: x = 248,832 leading to 51840 reams of A4 and y = 1,024 leading to
640 reams of A3

(c) In this case, the optimal production is still 640 reams of A3

A-19:

(@) T1a(ga) = —24¢7% + 120g4 — 2gaqp; maximum profit when g4 = 30 — %qp

(b) I1p(gp) = —2¢%+ 120gp — 2gpqa; maximum profit when gp = 30 — 1g4

(c) Their businesses are identical, so we predict they will sell the same amounts of lemonade.
(d) If Ayan and Pipe sell 20 pitchers they will maximize their respective profit functions.

(e) They would each make 800 dollars in profit.

(f) Their optimal joint profit will be 1,800 dollars. But, they need to share this profit among the
two of them. So if they collaborate, they will each earn 900 dollars. This is more than their
individual optimal profit in the scenario where they are competing found in part (e) (we found
this to be $800). So it is better for them to collaborate!
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(g) Collaborating sellers lead to higher prices and fewer goods, so it’s better for consumers with the
sellers compete

&> <&

Answers to Exercises 16.3 — Jump to TABLE OF CONTENTS

A-1: (a) f does not have a maximum. It does have a minimum.
(b) The minima are at +(1,1), where f takes the value 2.

A-2: One possible answer: g(x,y) =y, f(x,y) = x> —x.

A-3: There are none

A-4: The minimum value is 2% +2_§ = 3[ i (iZ% , 27 )

W —

R Yt
A-5: The maximum and minimum values of f are 5 \l/i and — 5 f respectively.
A-6: min= 1, max= /2.
A-7: absolute min %ﬁ, absolute max %
A-8: (£1,1/2)
. V5 =5
A-9: Largest 0-273" smallest =275
A-10: (a) (1)
2xe¥ = A (2x)
e’ (x2 +y*+ 2y) = A (2y)
x* +y* =100

(a) (ii) The warmest point is (0, 10) and the coolest point is (0,—10).
(b) ()
2xe’ =0
ey(x2+y2+2y) =0
(b) (i) (0,0) and (0,—2)
(©) (0,0)
A-11: Min 0; max 75 -219/3
A-12: 4
A-13: a=b=+/5

. e — 2 : _ 2
A-14: radius = \@ and height = 7

A-15: 3x6x4
A-16: See the solution.
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A-17: Absolute minimum is 0, achieved at (0, 1). There is no absolute maximum.

A-18: There are none.
A-19:
(a) There are none

(b) No

. . . 33/4 . .
(c) The absolute maximum of f(x,y) constrained to x =y is 3T and the absolute minimum is
33/4
e

275



276



SOLUTIONS TO PROBLEMS
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Solutions to Exercises 1 — Jump to TABLE OF CONTENTS

L g a

Solutions to Exercises 2.1 — Jump to TABLE OF CONTENTS

SL:

(a) lim2 f(x) = 1: as x gets very close to —2, y gets very close to 1.
x——

(b) lil‘% f(x) = 0: as x gets very close to 0, y also gets very close to 0.
xX—

(©) lir% f(x) = 2: as x gets very close to 2, y gets very close to 2. We ignore the value of the
X—

function where x is exactly 2.

S-2: The limit does not exist. As x approaches O from the left, y approaches -1; as x approaches 0
from the right, y approaches 1. This tells us lim f(x) = —1 and lim+ f(x) = 1, but neither of
x—0

x—0—
these are what the question asked. Since the limits from left and right do not agree, the limit does

not exist. Put another way, there is no single number y approaches as x approaches 0, so the limit
lim f(x) does not exist.
x—0

S-3:

(a) lim f(x)=2: as xapproaches —1 from the left, y approaches 2. It doesn’t matter that the

x——1-

function isn’t defined at x = —1, and it doesn’t matter what happens to the right of x = —1.

(b) lim f(x) = —2: as x approaches —1 from the right, y approaches -2. It doesn’t matter that

x——17F
the function isn’t defined at —1, and it doesn’t matter what happens to the left of —1.

(©) lim1 f(x) = DNE: since the limits from the left and right don’t agree, the limit does not exist.
x——

(d) lim f(x) =0: asx approaches —2 from the right, y approaches 0. It doesn’t matter that the

x——27T
function isn’t defined at 2, or to the left of 2.

(e) lim f(x) = 0: as x approaches 2 from the left, y approaches 0. It doesn’t matter that the
x—2~
function isn’t defined at 2, or to the right of 2.

-4: Many answers are possible; here is one.
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10 +---------;

VAR

As x gets closer and closer to 3, y gets closer and closer to 10: this shows lir% f(x) =10. Also, at 3
xX—

itself, the function takes the value 10; this shows f(3) = 10.

-5: Many answers are possible; here is one.

10 —

/

Note that, as x gets closer and closer to 3 except at 3 itself, y gets closer and closer to 10: this shows
lin% f(x) = 10. Then, when x = 3, the function has value 0: this shows f(3) = 0.
X—

S-6: In general, this is false. The limit as x goes to 3 does not take into account the value of the
function at 3: f(3) can be anything.

S-7: False. The limit as x goes to 3 does not take into account the value of the function at 3: f(3)

tells us nothing about lin% f(x).
X—

S-8: lim f(x) = 16: in order for the limit lin% f(x) to exist and be equal to 16, both one sided
x——=2" X—

[imits must exist and be equal to 16.
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S-9: Not enough information to say. If lim f(x) =16, then lim f(x) = 16. If

x——2+ x——=2

lim f(x) # 16, then lim_f(x) does not exist.
x——27 x——2

S-10: limsint = 0: as ¢ approaches 0, sint approaches 0 as well.

t—0

S-11: lim+ logx = —o0: as x approaches 0 from the right, logx is negative and increasingly large,
x—0

growing without bound.

S-12: lir% y2 = 9: as y gets closer and closer to 3, y* gets closer and closer to 3.
y—)

1 1
S-13: lim — = —oo0: as x gets closer and closer to O from the left, — becomes a larger and larger
x—=0— X X

negative number.

1 1
S-14: lirr(l) — = DNE: as x gets closer and closer to 0 from the left, — becomes a larger and larger
x—0 X X

. . 1
negative number; but as x gets closer and closer to 0 from the right, — becomes a larger and larger
X
positive number. So the limit from the left is not the same as the limit from the right, and so

1
lin(l) — = DNE. Contrast this with Question 15.
x—0 X

.1 . . 1
S-15: hrr(l) — = oot as x gets closer and closer to 0 from the either side, — becomes a larger and
x—0X X

larger positive number, growing without bound. Contrast this with Question 14.

1 1 1 1
S-16: il_)rr% 1_({ = 1—0: no matter what x is, 0 is always 1o In particular, as x approaches 3, 0
t tat —.
stays put at -

S-17: When x is very close to 3, f(x) looks like the function x*. So: lirr% flx)= lir% =9
X— X—

L g a

Solutions to Exercises 2.1.1 — Jump to TABLE OF CONTENTS

S-1: Zeroes cause a problem when they show up in the denominator, so we can only compute (a)

and (d). (Both these limits are zero.) Be careful: there is no such rule as “zero divided by zero is
one,” or “zero divided by zero is zero.”

f(x)

S-2: The statement lir% ﬂ = 10 tells us that, as x gets very close to 3, f(x) is 10 times as large

L x—3 g(X

as g(x). We notice that if f(x) = 10g(x), then fx) =10, so lim@ = 10 wherever f and g
g(x) = g(x)
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exist. So it’s enough to find a function g(x) that has limit 0 at 3. Such a function is (for example)

g(x) = x—3. So, we take f(x) = 10(x—3) and g(x) = x— 3. It is easy now to check that
10(x—3

lim f(x) = lim g(x) = 0 and lim Fx) = lim L = lim 10 = 10.

x—3 x—3 x—3 g(x) -3 x—3 x—3

3

* As we saw in Question 2, x — 3 is a function with limit O at x = 3. So one way of thinking

about this question is to try choosing f(x) so that % = g(x) = x—3 too, which leads us to

the solution f(x) = (x—3)? and g(x) = x — 3. This is one of many, many possible answers.

* Another way of thinking about this problem is that f(x) should go to 0 “more strongly” than
g(x) when x approaches 3. One way of a function going to 0 really strongly is to make that

f(x)

function identically zero. So we can set f(x) = 0 and g(x) = x— 3. Now —— is equal to 0
x
whenever x # 3, and is undefined at x = 3. Since the limit as x goes to three does not take into

) _,

account the value of the function at 3, we have lim —— =
=3 g(x)

There are many more possible answers.

1 1 1
S-4: One way to start this problem is to remember lim — = oo. (Using — as opposed to — is
x X

x—0 x2
1 1
important, since lim — does not exist.) Then by “shifting” by three, we find lim —— = 00. So it
x—0X x—3 (x — 3)
1
is enough to arrange that (%) = 5. We can achieve this with f (x) =x—3and
glx)  (x—3)

g(x) = (x—3)3, and maintain lir% flx) = lin% g(x) = 0. Again, this is one of many possible
X— X—

solutions.

S-5: Any real number; positive infinity; negative infinity; does not exist.

0
This is an important thing to remember: often, people see limits that look like 0 and think that the

limit must be 1, or 0, or infinite. In fact, this limit could be anything—it depends on the relationship
between f and g.

Questions 2 and 3 show us examples where the limit is 10 and 0; they can easily be modified to
make the limit any real number.

Question 4 show us an example where the limit is oo; it can easily be modified to make the limit
—ao0 or DNE.

2(t—10)> 2.0

0
t 10

S-6: Since we’re not trying to divide by 0, or multiply by infinity: lir?o
—

-7: Since we’re not doing anything dodgy like putting 0 in the denominator,
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li

=6.
y—0 cosy cos0

0+ DE+2)+3) _ (0+1)(0+2)(0+3) 6
1

S-8: Since the limits of the numerator and denominator exist, and since the limit of the

4 4
denominator is nonzero: lim ﬂ = 4(3)—2 =16
=3\ x+ 2 3 + 2

S-9:
im (1) = St — 4/ cos(—3) =4/ cos(3
P (cos(t)) N tlir£13cos(t) =4/ cos(=3) =4/ cos(3)

S-10: If try naively then we get 0/0, so we expand and then simplify:

(24+h)*—4  h*+4h+4—-4 h+2
2h N 2h 2

h
Hence the limit is lim ( -+ 2> = 2.
h—0 \ 2

S-11:
. t—5 lim;, (¢t —5)
1 = =-17/2.
s <; +4> lim, (1 +4) /
S-12:
lim /533 4 =  [lim (5x3 +4) = [Slim(x*) 44 = V9 =3.
r— r— r—
S-13:

i t—2 ZEIEII(Z‘—Z) 3/2
1m = = — .
t—»—1\t+3 lim (¢ +3)

t——1

S-14: We simply plug in x = 1: lim

x—1

{%1 ~ log(2) — 1.

S-15: If we try naively then we get 0/0, so we simplify first:
x—=2 x—2 1
-4 (x=2)(x+2) x+2

Hence the limit is lim =1/4.

x—2x+2
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S-16: If we try to plug in x = 4, we find the denominator is zero. So to get a better idea of what’s
happening, we factor the numerator and denominator:

limx2—4x: i x(x—4)
x—>4x2 —16 x—4 (X+4) ()C—4)
= lim —
x—4x+4
41
g 2

S-17: If we try to plug in x = 2, we find the denominator is zero. So to get a better idea of what’s
happening, we factor the numerator:

2 _ —
i T 6:lim (x+3)(x—2)
=2 x—2 x—2 x—=2
=lim(x+3) =5
x—2

S-18: If we try naively then we get 0/0, so we simplify first:

=9  (x—3)(x+3)

— —x—3
X+ 3 (x+3) *

Hence the limit is lim3 (x—3) = —6.
x—>—

S-19: To calculate the limit of a polynomial, we simply evaluate the polynomial:
[ 1
lim§t4—3t3+t = 5-24—3-23+2: —14

t—2
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2+8-3  Va2+8-3 Va2+8+3
x+1 x+1 VxZ+8+3
B (x?+8) —32
(D) (Va2 F8+3)
x?—1
S (D) (Va2+843)
(x—1)(x+1)
(x+1)(vVx>+8+3)
(x—1)

:«m2+8+3
. Vx*+8-3 _ (x—1)
llm _— = hm —_—
x——1 x+1 x—>—14/x24+8+3
-2
V943
2 1
6 3

S-21: If we try to do the limit naively we get 0/0. Hence we must simplify.

Vi+2—+4—x _ VX+2—4d—x Vx+24++/4—x

x—1 x—1 Vxt24 4 —x
_ (x+2)—(4—x)
GD(VrT2 i vAsY)
2x—2

(k=1 (Vx+2+v4—x)
2

T Vrt2+A—x
So the limit is
lim YA T2 VAT 2
x—1 x—1 xﬁl\/m—l—\/m
2
:2?175
"3
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S-22: If we try to do the limit naively we get 0/0. Hence we must simplify.

Vx—2—+/4—x _ VX=2—+4—x Vx—2++4—x

x—3 x—3 V244 —x
_ G-2)-(-x)
(x—3)(Vx—24++4—x)
2x—6
C (x=3)(Vx—2++4—x)
2
T Vi—2++A—x
So. Ii Xx—=2—v4—x 2
e T r—2+ A —x
2
EEENT
= 1.

S-23: First, let’s think of some general principles.
e If you multiply any real number by 0, you get 0.

* We’re multiplying cos (%) by a number that approaches 0 (but since we’re taking a limit, we
don’t actually consider what happens when x = 0).

For any nonzero value of x (whether or not it’s close to 0), [cos (;3?) ‘ < 1. So, its magnitude never

gets very large. Since it’s multiplied by something going to 0, the entire function will go to 0.

We can also see this by graphing the function. Note that cos (%) keeps cycling from 1, to 0, to -1,
back to 0, etc, as x approaches 0.

e When cos (%) =1, —xzcos% = —x%;

¢ when cos (%) =0, —x2 cos% = 0; and

 when cos (%) =1, —xzcos% = x2.

2 cos (3

x) wiggling back and forth between x* and —x?:

So, we imagine the function x~ cos (
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. I 3
For x very close to 0, then, also —x?cos ()3?) is very close to 0. That is, hrr(l) —x?cos (—) =0.
X—> X

X
number either stays the same or gets closer to 0.

1
S-24: For any (nonzero) value of x, 0 < 1sin® (—) < 1. So when we multiply it by a number, that

In particular, when we multiply x by sin’ (%) , the result is either x itself, or something even closer
to 0 than x was originally. Since x is approaching 0, xsin’ (%) is approaching O as well. That is,
ii_r)%xsinz G) =0.

Another way to see this is by graphing. The factor sin’ (%) < 1 cycles between 0 and 1, so the

1
function xsin? (—) cycles between 0 and x:
X

1
Again, we see lim x sin? (—) =0.

x—0 X

S-25: When we plug w = 5 in to the numerator and denominator, we find that each becomes zero.
Since we can’t divide by zero, we have to dig a little deeper. When a polynomial has a root, that also
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means it has a factor: we can factor (w —5) out of the top. That lets us cancel:

po W50 L 2w=5)(w+5) L 2(w+S5)
w—S5 (W—S)(W—l) w—5 (W—S)(w—]) W5 (W—l) :

2w? — 2

Note that the function W — 30 1s NOT defined at w = 5, while the function M
(w=5)(w—1) (w—1)

defined at w = 5; so strictly speaking, these two functions are not equal. However, for every value

of w that is not 5, the functions are the same, so their limits are equal. Furthermore, the limit of the

second function is quite easy to calculate, since we’ve eliminated the zero in the denominator:
2(w+5)  2(5+5)

IS

li — —s.
w1y T s—1

2w? — 2
So fim — 2" =30 2005 o

w—5 (W—S)(W—l) w—5 (W—l)

S-26: When we plug in r = —5 to the denominator, we find that it becomes 0, so we need to dig
deeper. The numerator is not zero, so cancelling is out. Notice that the denominator is factorable:
P2+ 10r +25 = (r+ 5)2. As r approaches —5 from either side, the denominator gets very close to
zero, but stays positive. The numerator gets very close to —5. So, as r gets closer to —5, we have
something close to —5 divided by a very small, positive number. Since the denominator is small, the
fraction will have a large magnitude; since the numerator is negative and the denominator is positive,

!
the fraction will be negative. So, lim_—————— =
e fraction will be negative. So r_l,rils r2+10r+25

3 2
1
S-27: First, we find lim1 vt 3x :; + . When we plug in x = —1 to the top and the bottom, both
X—>— X

become zero. In a polynomial, where there is a root, there is a factor, so this tells us we can factor
out (x+ 1) from both the top and the bottom. It’s pretty easy to see how to do this in the bottom.
For the top, if you’re having a hard time, one factoring method (of many) to try is long division of
polynomials; another is to factor out (x+ 1) from the first two terms and the last two terms.
(Detailed examples of long division are given in Appendix A.16 and Examples 1.10.2 and 1.10.3 of
CLP-2.)

2+ Hx+l P+ D)+ D) (D)
lim = lim = lim
x——1 3x+3 x——1 3x+3 x——1 3(x+ 1)
2 _1)2
:hmx—i—lz(l)—l—l:g
x——-1 3 3 3
X4 +x+1
One thing to note here is that the function 313 is not defined at x = —1 (because we
X

2

! , which IS defined at x = —1.

These functions only differ at x = —1; they are the same at every other point. That is why we can
use the second function to find the limit of the first function.

can’t divide by zero). So we replaced it with the function
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Now we’re ready to find the actual limit asked in the problem:

lim = .
3x+3 3

x——1

\/x3—|—x2+x+1 B 2

S-28: When we plug x = 0 into the denominator, we get 0, which means we need to look harder.
The numerator is not zero, so we won’t be able to cancel our problems away. Let’s factor to make
things clearer.

H2x+1 (x+1)?
35583 B3(3x2-9)

As x gets close to 0, the numerator is close to 1; the term (3x2 — 5) is negative; and the sign of x
depends on the direction we’re approaching 0 from. Since we’re dividing a numerator that is very
close to 1 by something that’s getting very close to 0, the magnitude of the fraction is getting bigger
and bigger without bound. Since the sign of the fraction flips depending on whether we are using
numbers slightly bigger than 0, or slightly smaller than 0, that means the one-sided limits are oo and
X2 +2x+1 X241

—o0, respectively. (In particular, im ———— = oo and lim = —o0.) Since the
P vey ( P 4 x—0— 3x5—5x3 x—0t 3x5—5x3 )

one-sided limits don’t agree, the limit does not exist.

S-29: As usual, we first try plugging in t = 7, but the denominator is 0, so we need to think harder.
P2 4+2x+1  (tx+1)2
214t +49  (t—7)2°
Since x is positive, the numerator is nonzero. Also, the numerator is positive near t = 7. So, we
have something positive and nonzero on the top, and we divide it by the bottom, which is positive
and getting closer and closer to zero. The quotient is always positive near t = 7, and it is growing in

2.2
) ) x4+ 2tx+1
tud thout bound, so lim ————— =
magnitude without boun SOtllT71 {4,449 0

Remark: there is an important reason we specified that x must be a positive constant. Suppose x
were —% (which is negative and so was not allowed in the question posed). In this case, we would
have

The top and bottom are both squares, so let’s go ahead and factor:

2+ 2tx+1  (tx+1)?
lim ———F—F—— =lim~—F%5
t—7 l2—14l+49 t—7 (l—7)2
_ 2
=1im—( t/7+1)
t—>7 (l‘—7)2
_ 20 _7\2
i G/ =T)
t—7 (t—7)2
= lim(—1/7)?
A=t
1
49
# 0
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S-30: The function whose limit we are taking does not depend on d. Since x is a constant,
x> —32x -+ 15 is also a constant—it’s just some number, that doesn’t change, regardless of what d
does. So c%in})xs —32x+15=x" —32x+15.

S-31: There’s a lot going on inside that sine function... and we don’t have to care about any of it.
No matter what horrible thing we put inside a sine function, the sine function will spit out a number
between —1 and 1. So that means the entire function is somewhere between (x —1)? and —(x —1)2.
Since (x—1)? is approaching 0, the entire function is approaching 0.

2 2
—3x+2
That is, lin}(x— 1)%sin [(x—x—i— ) + 15] =0.
x—

x2=2x+1

S-32: Since —1 < sinx < 1 for all values of x, when we multiply a number by this function, it
causes the magnitude (absolute value) of that number to either be the same, or closer to 0.

1/101

Since lim x is already 0, the limit doesn’t change when we multiply it by the sine part.

x—0

3-33:
x*—4 (x=2)(x+2) . x+2

lim =lim —————~= = lim =2
—=2x2—=2x  x-2  x(x—2) =2 X

S-34: When we plug in x = 5 to the top and the bottom, both limits exist, and the bottom is

-5)2% 0
nonzero. So il_rg ()jc+5) = m —

S-35: Since we can’t plugint = %, we’ll simplify. One way to start is to add the fractions in the
numerator. We’ll need a common demoninator, such as 3¢2 (t2 — 1).

1 1 2—1 3¢2
lim 32 + 2—1 _ ; 3t2(12—1) + 3t2(12—1)
t—1 2t—1 t—1 2t—1
42—1
3t2(t2—1)
= lim
-1 2t—1
41> —1

— i

32— 1) (20— 1)
2t+1)(2t—1

oy D)
-1 32 (2 —1)(2t = 1)
lim 2t +1

= Iim —

-1 32 (12— 1)
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Since we cancelled out the term that was causing the numerator and denominator to be zero when
t = %, now t = % is in the domain of our function, so we simply plug it in:

o I+1
T 3¢/1
G-
2
3 3
7 (-3)
32
9
S-36: We recall that
x , x=0
x| =
—x , x<0
So,
x| >, x>0
X _TX , x<0
B 1 , x>0
-1, x<0
Therefore,
3+M: 4 , x>0
X 2, x<0

Since our function gives a value of 4 when x is to the right of zero, and a value of 2 when x is to the

left of zero, lim (3 + x|

x—0

—) does not exist.
x
To further clarify the situation, the graph of y = f(x) is sketched below:

y

|d + 4

R We recall that

S-37: If we factor out 3 from the numerator, our function becomes 3

X , X=20
xl=1

X , X<0
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So, with X = d + 4,
3d+4 , d+4>0

37 g4 <0

B 3, d>—4
-3 , d<—4

Since our function gives a value of 3 when d > —4, and a value of —3 when d < —4,
. |3d+12]
lim —
d——4 d+4

does not exist.

To further clarify the situation, the graph of y = f(x) is sketched below:

y

S-38: Note that x = 0 is in the domain of our function, and nothing “weird” is happening there: we
aren’t dividing by zero, or taking the square root of a negative number, or joining two pieces of a

piecewise-defined function. So, as x gets extremely close to zero, ﬁ is getting extremely close
X
© 0-9 -9
+2 2
5x—9 9
That is, lim ——— = ——.
2~ 2
S-39: Since we aren’t dividing by zero, and all these limits exist:
—-1)(—1
hmkf@%+3_( )( y+3:_4

—-—12f(x)+1  2(=1)+1

S-40: As x — —2, the denominator goes to 0, and the numerator goes to —2a + 7. For the ratio to
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. 7
have a limit, the numerator must also converge to 0, so we need a = 5 Then,

. x> 4ax+3 ) x2+%x+3
im ——= lim —=——
=2 x2+x-2 =2 (x+2)(x-1)
(x+2)(x+3)
= lim ————%%
x——2 (X+2)()C— 1)
3
= lim 12
x—-2x—1
1
6

. 7
so the limit exists when a = 3

41

(a) lir% f(x) = 0: as x approaches 0, so does 2x.
x—>

(b) lirr(l) g(x) = DNE: the left and right limits do not agree, so the limit does not exist. In particular:
xX—>

lim ¢g(x) = —occand lim g(x) = co.
lim g(x) lim g()

1
(©) lim f(x)g(x) = lim2x- — = lim2 = 2.
x—0 x—0 x x—0
Remark: although the limit of g(x) does not exist here, the limit of f(x)g(x) does.

2
@ tim %) — i 2~ fimae =0
x—0 g(x) x—0 X x—0

1 I 9
(©) Jim /() + el =gt =445=3

2
@ tim /L BT
_ LU
x—>0g(x—i—1) x—0 1 1
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S-42: If we try to do the limit naively we get 0/0. Hence we must simplify.

Vx+T7—+/11—x _ \/x—1—7—\/11—x_ (\/x—i—7—|—\/11—x>
2x—4 2x—4 Vx+T+/11—x
B (x+7)—(11—x)
(20 —4) (Vx+T+/11—x)
- 2x—4
C(2x—4) (Vx+T+/11—x)
1
CVx+ T4+ —x

oA+ T=11—=x 1
So, lim
x—2 2x —4 x—>2\/x—|—7—f-\/11—
1
V99
1
6

S-43: Here we get 0/0 if we try the naive approach. Hence we must simplify.

3t—-3 3t-3 ><2+\/5—t
2—V5-1 2-+5-1t 24+5-1
3tr-3

:(2+\/5—t)

22— (5-1)
(2+\/5—)3’_
= (2++5-1) (t_l)

So there is a cancelation. Hence the limit is

3t—3 .
i = o V5 =) 3
=12
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S-44: We can begin by plotting the points that are easy to read off the diagram.

x| )| A
-3 -3 | F
—~2| 0 |UND
~-1] 3 ]

0| 3 :

Ll2 | 3

2| 0 |UND

3 1 1

Note that ﬁx) is undefined when f(x) = 0. So ﬁ is undefined at x = —2 and x = 2. We shall look
L

more closely at the behaviour of 7 for x near +2 shortly.

Plotting the above points, we get the following picture:

y

1

Since f(x) is constant when x is between -1 and 0, then also e

we update our picture:

is constant between -1 and 0, so

—_——
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The big question that remains is the behaviour of ﬁ when x is near -2 and 2. We can answer this

question with limits. As x approaches —2 from the left, f(x) gets closer to zero, and is negative. So

L will be negative, and will increase in magnitude without bound; thatis, lim ——- = —0

fx) x——2" f(X)

Similarly, as x approaches —2 from the right, f(x) gets closer to zero, and is positive. So L

f(x)

be positive, and will increase in magnitude without bound; that is, lim —— = co. We add this

x—=2+ f(x)

will

behaviour to our graph:

Now, we consider the behaviour at x = 2. Since f(x) gets closer and closer to 0 AND is positive as

x approaches 2, we conclude lim —— = co. Adding to our picture:
x—2 f(x)

I 1
| |
| |
| |
| |
| |
| |
| |
| |
I I
1 1
] ]
| |
| |
. | . -
: ! ‘ X
| |
| |
| |
I 1
] ]
] ]
1 1
| |
| |
| |
| |
| |
| 1

Now the only remaining blank space is between x = 0 and x = 1. Since f(x) is a smooth curve that
stays away from 0, we can draw some kind of smooth curve here, and call it good enough. (Later on
we’ll go into more details about drawing graphs. The purpose of this exercise was to utilize what
we’ve learned about limits.)
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S-45: We can start by examining points.

x | f(x) | glx) <)

3| -3 | —-15 2

—1 3 1.5 2

-0 3 1.5
1.5 | .75
2 0 0 | UND
2
We cannot divide by zero, so % is not defined when x = £2. But for every other value of x that
g(x

we plotted, f(x) is twice as large as g(x), ]% = 2. With this in mind, we see that the graph of

g(x

f(x) is exactly the graph of 2g(x).

This gives us the graph below.
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y=—=
R g(x)
1 —_

|

1
2

Remark: f(2) = g(2) =0, so 1) does not exist, but lim fx) = 2. Although we are trying to
g(2) 2 g(x)

“divide by zero” at x = +2, it would be a mistake here to interpret this as a vertical asymptote.

S-46: (a) Neither limit exists. When x gets close to 0, these limits go to positive infinity from one

side, and negative infinity from the other.

1

. o o
® limg )+ ¢(x)] = lim |+ | = im0 0,

(c) No: this is an example of a time when the two individual functions have limits that don’t exist,
but the limit of their sum does exist. This “sum rule” is only true when both lim f(x) and lim g(x)
X—a X—a

exist.

S-47: (a) When we evaluate the limit from the left, we only consider values of x that are less than

zero. For these values of x, our function is x> — 3. So, lim f(x) = lim (x* —3) = —3.
x—0~ x—0~

(b) When we evaluate the limit from the right, we only consider values of x that are greater than
zero. For these values of x, our function is x*> + 3. So, lim f (x) = lim (x> +3) =3.
x—0 x—0

(¢) Since the limits from the left and right do not agree, liII(l) f(x) = DNE.
x—

To further clarify the situation, the graph of y = f(x) is sketched below:

V\‘
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S-48: (a) When we evaluate lim f(x), we only consider values of x that are less than —4. For
x——4-

these values, f(x) = x> + 8x® + 16x. So,

lim f(x)= lim (x>48x*>416x) = (—4)° +8(—4)>+16(—4) =0

x——4- x——4-

Note that, because x> + 8x* 4 16x is a polynomial, we can evaluate the limit by directly substituting
inx = —4.
(b) When we evaluate lim+ f(x), we only consider values of x that are greater than —4. For these

x——4
values,
2
x“+8x+16
T =2 3002
So,
2
. x*+8x+16
li = 1 By Sa—
Q)= s
This is a rational function, and x = —4 is in its domain (we aren’t doing anything suspect, like
dividing by 0), so again we can directly substitute x = —4 to evaluate the limit:

(42 +8(-4)+16 0

= = =0
(—4)24+30(—4)—4 —108
(c) Since lim f(x)= lim f(x) =0, we conclude lim f(x)=0.
x——4- x——4+ x——4
- -

Solutions to Exercises 2.1.2 — Jump to TABLE OF CONTENTS

S-1: Any polynomial of degree one or higher will go to co or —co as x goes to co. So, we need a
polynomial of degree O-that is, f(x) is a constant. One possible answer is f(x) = 1.

S-2: This will be the case for any polynomial of odd degree. For instance, f(x) = x.

Many answers are possible: also f(x) = x> —32x? + 9 satisfies linolo f(x) = o0 and
x—

lim _f(x) = —co.

S-3;: lim 27" = lim i =0

X—00 x—a0 2X

S-4: As x gets larger and larger, 2* grows without bound. (For integer values of x, you can imagine

multiplying 2 by itself more and more times.) So, lim 2* = oo.
X—00
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S-5: Write X = —x. As x becomes more and more negative, X becomes more and more positive.
From Question 4, we know that 2% grows without bound as X gets larger and larger. Since
28 =2=(=%) = 2-X — ZLX’ as we let x become a huge negative number, we are in effect dividing by

a huge positive number; hence lim 2* = 0.
X—>—Q0

A more formulaic way to describe the above is this: lim 2*= lim 27 = lim 2LX =0.
X——00 X—0 X—00

S-6: There is no single number that cos.x approaches as x becomes more and more strongly
negative: as x grows in the negative direction, the function oscillates between —1 and +1, never
settling close to one particular number. So, this limit does not exist.

S-7: The highest-order term in this polynomial is —3x°, so this dominates the function’s behaviour

as x goes to infinity. Therefore, the limit is —oo.

Another way to see this:

X—00 X—00 x4 N 3x3

1 100
lim (x—3x° +100x*) = lim —3x (1 — 3 )

= lim —3x = —©
X—00

because

S-8: Solution 1
For large values of x, recall that higher powers dominate. So:

VIS LT 10 V33410 V3P 410 V3t V3
Ao+l x4 I - T

x4

V38 +7x4+10 _ 3,

Theref li
erefore, lim A2 1

Solution 2
Our other standard trick is to factor out the highest power of x in the denominator: x*. We just have
to be a little careful with the square root. Since we are taking the limit as x goes to positive infinity,
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we have positive x-values, so Vx2 = x and Vx® = x*.
Lo VAT 10 B(3+5)+10
im = lim
M aaart a2
VA 3+ 5410
im
X—00 X4(1 _ % + é)
3+ 5 +10
lim

AR D)

x4(m+i4—9

N———

= A-2+d)
s

= lim 3 T
e =5+

_ V3040 g
1-0+0

S-9: First, a note about asyptotics. It’s tempting (but wrong!) to write the following:

(wrong) Val+5r—/2—xx V2 —Vx2=0.

Recall Example 1.1.5 in the text for a concrete example: subtracting two expressions that are
asymptotically the same doesn’t necessarily give you an expression tending to 0.

More generally, here’s the source of a common mistake. By Theorem 2.1.15, if lim f(x) = F and
X—a

lim g(x) = G, and F and G are both real numbers, then you can conclude that

X—a

lim[f(x) — g(x)] = F — G. However, if F and G are not real numbers (for example, if they’re both

X—a

infinite), the theorem does not apply.
Now that we know how rnot to solve this question, let’s actually solve it!

We have two terms, each getting extremely large. It’s unclear at first what happens when we subtract
them. To get this equation into another form, we multiply and divide by the conjugate,
Va2 +5x+ Va2 —x.

hm[y&2+5x—w&2—4::hm
X—00

X—00

(Vx2 +5x —v/x2 —x) (Vx2 + 5x +v/x2 —x)
V24 5x+V/x2 —x
. (x? 4 5x) — (x* —x)

x=00 /X2 4 5x 4 /x% — x
6x

lim
x>0 \/x2 + 5x 4+ /x2 —x
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Now we divide the numerator and denominator by x. In the case of the denominator, since x > 0,

x =2

, 6(x)
= lim
IV T Va2 1 -1
, 6(x)
= lim

TE N T2+ ()4 /11

= lim

6
EVIEE RSV
6 J—

— =3
VI+0+4/1-0

S-10: Note that for large negative x, the first term in the denominator
V4x2 4 x ~ V/4x2 = |2x| = —2x not +2x. A good way to avoid incorrectly computing v/x2 when x

is negative is to define y = —x and express everything in terms of y. That’s what we’ll do.
lim X i 3
xo—00 \/Ax2 +x—2x  yo+0 /4y —y 42y
-3
~ lim Y
-3
= lim

S-11: Solution 1
For x far from 0, the numerator is dominated by —x? and the denominator by 2x2, 50
1 —x—x2 —x2 —1 1

am Sa— T M s = im 5=

Solution 2

The highest power of x in the denominator is x?

, so we divide the numerator and denominator by x2:

i 1—x—x2: . 1/x2=1/x—1
X——00 2X2—7 X——00 2—7/X2
_0-0-1_ 1
2-0 2
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-12:

2 _ o) 2 2
lim (Vo2 ) = i OEF VD) ()
X—00 X—00 m—{—x X—>00 \/m_’_x

= lim = lim —— =~

X
x>0 /x2 +x+x X0 1+)1—C+1 2

Remark: see Example 1.1.5 in the text for a concrete example of why subtracting two expressions
that are asymptotically the same doesn’t necessarily give you an expression tending to 0.

S-13: Solution 1
For large x, the numerator behaves asymptotically like 5x2, and the denominator like 3x2, so
5x2—3x+1 i 52 5

im == — lim — =2,
x—+w 3x24+x+7 x—00 3x2 3
Solution 2

We have, after dividing both numerator and denominator by x?> (which is the highest power of the
denominator) that

5¢2—3x+1 5-3+%
3x24+x+7 3-|-%-|—)%'

Since 1/x — 0 and also 1/x* — 0 as x — +o0, we conclude that

5¢2-3x+1 5

im ————M— ==,
x>+ 3x24+x+7 3

S-14: Solution 1
For large values of x:

VAx+2 VA 2/x 2
3x+4  3x  3x 3k

so the limit is 0.

Solution 2
We have, after dividing both numerator and denominator by x (which is the highest power of the
denominator) that

4, 2
Véx+2 Wi Tte

3x+4 3+%

Since 1/x — 0 and also 1/x* — 0 as x — 40, we conclude that

vdx+2 0

)
ot 3x+4 3
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S-15: Solution 1
For large x, the numerator is dominated by 4x, and the denominator by 7x>. So:

43 +x 4 4
m ————— = lim — = —.
x—of0 T3 +x2 -2  x—o0Tx 7

Solution 2
The dominant terms in the numerator and denominator have order x>. Taking out that common
factor we get

4x3 4 x 4+
Tx3 4+ x2 =2 7+%—l'

Since 1/x* — 0 as x — +oo (for a > 0), we conclude that

4x3 +x 4

x—lr—ir-loo7x3+x2—2 7

S-16:

* Solution 1
We want to factor out x, the highest power in the denominator. Since our limit only sees
negative values of x, we must remember that vx* = |x| = —x, although v/x> = x.

I R e R (o € e Ve U

i i
oL x+1 i x(1+ )_16)
) V4 L -V 1+ 3
= lm
K x(1+3)
xifr E - (0143
= lim T
A= D x(1+3)
Vit
—x—>—oo 1+)lc
_V0F0+VI+0 _
B 140 B

¢ Solution 2

Alternately, we can use the transformation lim f (x) = lim f (—x). Then we only look at
xX—— x—
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.. . 4
positive values of x, so roots behave nicely: vVx* = |x| = x.

Va2 +x—Vxr+5 lim NV (=x)2—x—/(—x)*+5

lim =

x——00 x+1 X—00 —x+1
~ lim V2 —x—vx*+5
x> —x+1

ﬁf/% L VA1 + 5
= lim
X—00 141 )

e % \“/lw
i ( 1_|_
. \3/;—)7—\/17“)%
_xi)rglo _1_|_%
_VO—0-Vi+0 -1 _
- —1+0 -1

S-17: Solution 1

For large values of x, the numerator behaves asymptotically like 5x%, while the denominator behaves
like 3x3. Larger exponents dominate when x is large, so the denominator grows much, much faster
than the numerator, so the limit is O.

Solution 2
We have, after dividing both numerator and denominator by x> (which is the highest power of the
denominator) that:

532 +10 2+ o
im ————— = lim —*—=-=0.
x—0 3x3 4 2x2 4 x X—>oo3_|_%+é 3
S-18: Since we only consider negative values of x, Vx> = |x| = —x
. X+ .ox+1
lim =l
x—>—00 4/x2 X——00 —X
) 1
= lim —+ —
X—>—00 —X  —X
) 1
= lim —1—-
X—>—00 X

S-19: Since we only consider positive values of x, vx2 = |x| = x.

x—I—l Cox+1
lim = lim

X—00 /[y X—00 X
1
= 11m1—|——:1—|—O:1

X—00
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x|

X—00

S-20: When x <0, |x| = —x and so lim sin (2
X

1 B
)—}—;:sm(—n/2) =—

S-21: We divide both the numerator and the denominator by the highest power of x in the
denominator, which is x. Since x < 0, we have Vx2 = |x| = —x, so that

Vx2+5 x2+5 5
X X X

Since 1/x — 0 and also 1/x* — 0 as x — —o0, we conclude that

3x+5 . 342 3 3

lim = = ——

lim ——— = .
x—=—04/x2 45 —x x—>—0 1+%_1 —-1-1 2
V x

Remark: see Example 1.1.5 in the text for a concrete example of why subtracting two expressions
that are asymptotically the same doesn’t necessarily give you an expression tending to 0. That’s why
we can’t assume the denominator approaches 0.

S-22: Solution 1
We divide both the numerator and the denominator by the highest power of x in the denominator,
which is x. Since x < 0, we have Vx2 = [x| = —x, so that

\/4x2—i—15 \/4x2+15 42 +15 4+ 15
- A ——— = —4/ .

Since 1/x — 0 and also 1/x* — 0 as x — —o0, we conclude that

: Sx+7 . 5+1 5 5
lim ———— = lim = = _=
x—>—ooq/4x2_|_15_x X—>—00 /4+%_1 —2—-1 3
X

Solution 2
For x far from 0, we have:

o 4x% +15 ~ 4x2, 50 V4Ax2 + 15 ~ Vdx2 = 2|
* So, V4x2 415 —x ~ 2|x| — x; when x < 0, this is —3x
e Also, 5x+7 ~ 5x

So,
Sx+7 . S5x 5

lim —— .
oo VaAx2+15—x x>t —3x 3
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S-23: Solution 1
For large x, the numerator is dominated by 3x’, while the denominator is dominated by 4x%. So:

. 3x7+x—15 . 3x’ i 3, .
_— = _— —-X = — .
x——w0  4x2 4 32x x——w4x2  x>—w4
Solution 2
3T+ -15 x2(3x5+x3—%)
Iim ———— = lim X
e 42432 aomw 24+ 2)
30+ -

S-24: We multiply and divide the expression by its conjugate, (v'n?+5n+n).

: : Vn?+5n+n
Jom, (Vo £-5n =) = lim, (Vin* +-5n =) (W)
. (n*+5n)—n?
w0 i 4 5ntn
lim S—n
n=%0\/n2 4+ Sn+n
S5n

n—00

n2y /142 +n

Since n > 0, we can simplify vn? = n.

Remark: see Example 1.1.5 in the text for a concrete example of why subtracting two expressions
that are asymptotically the same doesn’t necessarily give you an expression tending to 0.
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S-25:
¢ Solution 1:

When a approaches 0 from the right, the numerator approaches negative infinity, and the
1
a ——
denominator approaches —1. So, lim 4 = 0.
a—0t+ a—1

More precisely, using Theorem 2.1.38:

1
lim — =+
a—0t a
Also, lim a* =0
a—0
1
So, using Theorem 2.1.38, lim at— - =—w
a—0t a
Furthermore, lim a—1 = —1
a—0t
2_1
a

So, using our theorem, lim
a—0t a— 1

= O

¢ Solution 2:

Since a = 0 is not in the domain of our function, a reasonable impulse is to simplify.

az—é<a>_ ad—1  (a—1)(a*+a+1)
a—1\a) ala—1) ala—1)
So,
2_ 1 2
- —1 1
lim &4 — Jim (a=D)fa"+a+1)
a—0t a—1 a—0t a(a—l)
. a’ta+l
= lim ———
a—0t a
) 1
= lma+1+-=o
a—0t a
S-26:

Since x = 3 is not in the domain of the function, we simplify, hoping we can cancel a problematic
term.

2x+8 } 2x+8
m———— = _
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S-27: First, we need a rational function whose limit at infinity is a real number. This means that the
degree of the bottom is greater than or equal to the degree of the top. There are two cases: the
denominator has higher degree than the numerator, or the denominator has the same degree as the
numerator.

If the denominator has higher degree than the numerator, then lim f (x) = lim f(x) =0, so the
x— X——00

limits are equal-not what we’re looking for.

If the denominator has the same degree as the numerator, then the limit as x goes to oo is the ratio
of the leading terms: again, the limits are equal. So no rational function exists as described.

S-28: The amount of the substance that will linger long-term is some positive number—the
substance will stick around. One example of a substance that does this is the ink in a tattoo. (If the
injection was of medicine, probably it will be metabolized, and tlirg) c(t) =0.)

Remark: it actually doesn’t make much sense to let # go to infinity: after a few million hours, you
won’t even have a body, so what is c(t) measuring? Often when we use formulas in the real world,
there is an understanding that they are only good for some fixed range. We often use the limit as ¢
goes to infinity as a stand-in for the function’s long-term behaviour.

L g a

Solutions to Exercises 2.2 — Jump to TABLE OF CONTENTS

&> <&

Solutions to Exercises 2.3 — Jump to TABLE OF CONTENTS

-1: Many answers are possible; the tangent function behaves like this.

S-2: True. Since f(¢) is continuous at ¢ = 5, that means lim f(z) = f(5). For that to be true, f(5)

t—5

must exist — that is, 5 is in the domain of f(x).

S-3: True. Using the definition of continuity, lirr; f(e)=f(5)=17.
1—

S-4: In general, false. If f(7) is continuous at r = 5, then f(5) = 17; if f(¢) is discontinuous at
t =35, then f (5) either does not exist, or is a number other than 17.

17 , t#5
0 , t=5

An example of a function with lirr51 f&) =17+ f(5)is f(1) = { , shown below.

1—
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-5: Since f(x) and g(x) are continuous at zero, and since gZ(x) + 1 must be nonzero, then A (x) is
continuous at 0 as well. According to the definition of continuity, then lirr(l) h(x) exists and is equal
X

to h(0) = gf({f)ojl = 0.

Since the limit lirr(l) h(x) exists and is equal to zero, also the one-sided limit lim h(x) exists and is
x> x—0

equal to zero.

S-6: Using the definition of continuity, we need k = lin?) f(x). Since the limit is blind to what
X—

1
actually happens to f(x) at x = 0, this is equivalent to k = liII(l) xsin (—) . So if we find the limit,
X—> X

we solve the problem.

For any nonzero value of x, —1 < sin ()—IC) < 1. So if we multiply x by sin ()—lc) , the magnitude

(absolute value) of x either stays the same or gets closer to 0. Since x is already approaching 0,
1

lim xsin (—) = 0.

x—0 X

So, when k& = 0, the function is continuous at x = 0.

9]

-7: f(x) is a rational function and so is continuous except when its denominator is zero. That is,
except when x = 1 and x = —1.

w2

-8: The function is continuous when x> — 1 > 0,i.e. (x—1)(x+ 1) > 0, which yields the intervals
—oo,—l) U (1,—|—OO).

~—~

S-9: The function 1/4/x is continuous on (0, +o0) and the function cos(x) + 1 is continuous

everywhere.

So 1/4/cos(x) + 1 is continuous except when cosx = —1. This happens when x is an odd multiple
of 7. Hence the function is continuous except at x = +7,+37, +57,....

S-10: The function is continuous when sin(x) # 0. That is, when x is not an integer multiple of 7.

S-11: The function is continuous for x # ¢ since each of those two branches are polynomials. So,
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the only question is whether the function is continuous at x = c; for this we need

lim f(x) = f(c) = lim f(x).

x—c~ x—c+

We compute
lim f(x) = lim 8 —cx=8—¢?;

x—c x—c—
flc)=8—c-c=8—c?and
lim f(x) = lim x* = ¢%.
x—>c+f( ) x—ct
So, we need 8 — ¢2 = ¢2, which yields 2=4,ie.c=-2orc=2.

S-12: The function is continuous for x # 0 since x> + ¢ and cos cx are continuous everywhere. It
remains to check continuity at x = 0. To do this we must check that the following three are equal.

lim f(x) = lim x> +c=c

x—0F x—0T
f(0)=c
lim f(x) = lim coscx =cos0 =1
x—0~ x—0~

Hence when ¢ = 1 we have the limits agree.

S-13: The function is continuous for x # ¢ since each of those two branches are defined by
polynomials. Thus, the only question is whether the function is continuous at x = c. Furthermore,

lim f(x) =c*>—4

X—C™

and

lim f(x) = f(c) =3c.

x—ct

For continunity we need both limits and the value to agree, so f is continuous if and only if
c> —4 = 3¢, that is if and only if

> —3c—4=0.
Factoring this as (¢ —4)(c+ 1) =0 yields c = —1 or ¢ = +4.

S-14: The function is continuous for x # ¢ since each of those two branches are polynomials. So,
the only question is whether the function is continuous at x = c; for this we need

lim f(x)=f(2c) = lim f(x).

x—2¢— x—2c+

We compute
lim f(x)= lim 6—cx=6—2c%

x—2c™ x—2c¢™
f(2¢) =6—c-2¢=6—2¢* and

lim f(x) = lim x* =4
x—>20+f( ) x—2ct
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So, we need 6 —2¢ = 4¢?, which yields ¢ = 1,ie. c=—lorc=1.

&> <&

No exercises for Section 3.1. — Jump to TABLE OF CONTENTS

L g a

Solutions to Exercises 3.2 — Jump to TABLE OF CONTENTS

S-1: If Q is to the left of the y axis, the line through Q and P is increasing, so the secant line has
positive slope. If Q is to the right of the y axis, the line through Q and P is decreasing, so the secant
line has negative slope.

S-2: (a) By drawing a few pictures, it’s easy to see that sliding Q closer to P, the slope of the secant
line increases.

(b) Since the slope of the secant line increases the closer Q gets to P, that means the tangent line
(which is the limit as Q approaches P) has a larger slope than the secant line between Q and P
(using the location where Q is right now).

Alternately, by simply sketching the tangent line at P, we can see that has a steeper slope than the
secant line between P and Q.

f2)—f(=2) _ f2)=f(=2)
_ 2—(-2) 4
lines have the same slope, that means their differences f(2) — f(—2) will be the same.

S-3: The slope of the secant line will be , In every part. So, if two

The graphs in (a),(c), and (e) all have f(2) — f(—2) = 1, so they all have the same secant line slope.
The graphs in (b) and (f) both have f(2) — f(—2) = —1, so they both have the same secant line
slope. The graph in (d) has f(2) — f(—2) = 0, and it is the only graph with this property, so it does
not share its secant line slope with any of the other graphs.

S-4: A good approximation from the graph is f(5) = 0.5. We want to find a secant line whose
endpoints are both very close to x = 5, but that also give us clear y-values. It looks like f(5.25) ~ 1,
and f(4.75) ~ %. The secant line from x = 5 to x = 5.25 has approximate slope
f(5.25) - f(5) _1=5
525-5 25
05—-% 3

5-475 2

The graph increases more and more quickly (gets steeper and steeper), so it makes sense that the
secant line to the left of x = 5 has a smaller slope than the secant line to the right of x = 5. Also, if
you’re taking secant lines that have endpoints farther out from x = 5, you’ll notice that the slopes of
the secant lines change quite dramatically. You have to be very, very close to x = 5 to get any kind
of accuracy.

= 2. The secant line from x = 5 to x = 4.75 has approximate slope

If we split the difference, we might approximate the slope of the secant line to be the average of %
and 2, which is 1.
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Another way to try to figure out the tangent line is by carefully drawing it in with a ruler. This is
shown here in blue:

—

It’s much easier to take the slope of a line than a curve, and this one looks like it has slope about 1.5.
However, we drew this with a computer: by hand it’s much harder to draw an accurate tangent line.
(That’s why we need calculus!)

The actual slope of the tangent line to the function at x = 5 is about 1.484. This is extremely hard to
figure out just from the graph—by hand, a guess between 1.25 and 1.75 would be very accurate.

S-5: There is only one tangent line to f(x) at P (shown in blue), but there are infinitely many
choices of Q and R (one possibility shown in red). One easy way to sketch the secant line on paper
is to draw any line parallel to the tangent line, and choose two intercepts with y = f(x).

y=f(x)

=

S-6: Any place the graph looks flat (if you imagine zooming in) is where the tangent line has slope
0. This occurs three times.
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y=f(x)

Notice that two of the indicated points are at a low point and a high point, respectively. Later, we’ll
use these places where the tangent line has slope zero to find where a graph achieves its biggest and
smallest values.

&> <&

Solutions to Exercises 3.3 — Jump to TABLE OF CONTENTS

S-1: The function shown is a line, so it has a constant slope—(a) . Since the function is always
increasing, f’ is always positive, so also (d) holds. Remark: it does not matter that the function itself
is sometimes negative; the slope is always positive because the function is always increasing. Also,
since the slope is constant, f” is neither increasing nor decreasing: it is the function that is
increasing, not its derivative.

S-2: The function is always decreasing, so f is always negative, option (¢). However, the function

alternates between being more and less steep, so f” alternates between increasing and decreasing
several times, and no other options hold.

Remark: f is always positive, but (d) does not hold!

S-3: At the left end of the graph, f is decreasing rapidly, so f” is a strongly negative number. Then
as we move towards x = 0, f decreases less rapidly, so f” is a less strongly negative number. As we
pass 0, f increases, so f’ is a positive number. As we move to the right, f increases more and more
rapidly, so f” is an increasing positive number. This description tells us that f/ increases for the
entire range shown. So (b) holds, but not (a) or (c). Since f” is negative to the left of the y axis, and
positive to the right of it, also (d) and (e) do not hold.

-4: By definition, f(x) = x? is differentiable at x = 0 if the limit

i L =1(0) _ 10
h—0 h h—0

exists.

314



S-5: f'(—1) does not exist, because to the left of x = —1 the slope is a pretty big positive number
(looks like around +-1) and to the right the slope is —1/4. Since the derivative involves a limit, that
limit needs to match the limit from the left and the limit from the right. The sharp angle made by the
graph at x = —1 indicates that the left and right limits do not match, so the derivative does not exist.

f'(3) also does not exist. One way to see this is to notice that the function is discontinuous here.
More viscerally, note that f(3) = 1, so as we take secant lines with one endpoint (3, 1), and the
other endpoint just to the right of x = 3, we get slopes that are more and more strongly negative, as
shown in the picture below. If we take the limit of the slopes of these secant lines as x goes to 3
from the right, we get —oo. (This certainly doesn’t match the slope from the left, which is —}1.)

y

/oot

At x = —3, there is some kind of “change” in the graph; however, it is a smooth curve, so the
derivative exists here.

S-6: True. The definition of the derivative tells us that

1oy Slath) = fla)
f'(a) = lim P ,

h—0

if it exists. We know from our work with limits that if both one-sided limits

. flath)—f(a) flath) - f(a)

li and lim exist and are equal to each other, then
h—0— h h—0t h
h) —
}lirr(l) f(a + })z f(a) exists and has the same value as the one-sided limits. So, since the one-sided

limits exist and are equal to one, we conclude f/(a) exists and is equal to one.

S-7: In general, this is false. The key problem that can arise is that f(x) might not be continuous at
x = 1. One example is the function

x—1 x=0

f(x):{x x<0

where f’(x) = 1 whenever x # 0 (so in particular, lim f'(x) = lim f'(x) = 1) but £/(0) does not
x—0~ x—0
exist.

There are two ways to see that f'(0) does not exist. One is to notice that f is not continuous at
x=0.
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Another way to see that f(0) does not exist is to use the definition of the derivative. Remember, in
order for a limit to exist, both one-sided limits must exist. Let’s consider the limit from the left. If
h— 07, then h <0, so f(h) is equal to & (not h — 1).

In particular, this limit does not exist. Since the one-sided limit does not exist,

lim = DNE

h—0

f(O0+h) —£(0)
h

and so f/(0) does not exist.

S-8: Using the definition of the derivative,

. os(t+h)—s(t
s'(¢) = lim —( ) —s(t)

h—0
The units of the numerator are meters, and the units of the denominator are seconds (since the
denominator comes from the change in the input of the function). So, the units of s’(7) are metres
per second.

Remark: we learned that the derivative of a position function gives velocity. In this example, the
position is given in metres, and the velocity is measured in metres per second.

S-9: We can use point-slope form to get the equation of the line, if we have a point and its slope.
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The point is given: (1,6). The slope is the derivative:
y(1+h)—y(1)

"(1) = 1i
y'(1) lim P
i LA £5] - [1°+ 5]
h—0 h
. [14+3h+3R2+ 1 +5]—[1+5]
= lim
h—0 h
C 3h+3nP+ 1
:lll‘n—
h—0 h
= lim 3+ 3h + h?
h—0
=3

So our slope is 3, which gives a line of equation y —6 = 3(x—1).

S-10: We set up the definition of the derivative.

) i L) )

h—0

h—0

= lim ———
30 x(x + 1)

- —1

=

S-11: By definition

(0) = tim LV IO W
SO == T T =

In particular, the limit exists, so the derivative exists (and is equal to zero).

S-12: We set up the definition of the derivative.

+h)—f(x) . 1 2 2 . 2 (x+1)=(x+h+1)
, im & _ o1 _ — lim =
f(x) = Jim h h-»oh(x—i—h—i—l x—|—1> o0k (r+h+ 1) (x+1)
— Jim —h = lim 2 _ 2
o0k (x+h+1D)(x+1) a0 (x+h+1D(x+1)  (x+1)2
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S-13:

, +h)—f(x) . 1 1 1 1 x> —(x+h)?

/ :1 f('x :1 _ _ :1 —

f(x) = Jim h hl—r>r(1)h<(x—i—h)2—i—3 x2+3> no0 1 [(x+ h)2 + 3] [x2 + 3]
1 —2xh — h? —2x—h —2x

T A GRS GrhP132 ] | P3P

S-14: The slope of the tangent line is the derivative. We set this up using the same definition of the
derivative that we always do. This limit is hard to take for general x, but easy when x = 0.

f(0+h) —£(0)

"(0) = li
f1(0) = lim .
o0 h

= }llirr(l)loglo(2h +10) =log;((10) =1

So, the slope of the tangent line is 1.

S‘IS
1 1
+h) —f(x) .. G @ .. xX>—(x+h)? . —2xh—h?
/ — 1 f(‘x — 1 Wrh)” X 1 _
fx) = Jim h =0 h ho0 (X )22k b0 (x+ h)22h
T —2x—h —2x 2
= lim —

h—0 (x + h)2x? B

S-16: When x is not equal to 2, then the function is differentiable— the only place we have to worry
about is when x is exactly 2.

In order for f to be differentiable at x = 2, it must also be continuous at x = 2. This forces
2 _
X ‘x:2 = [ax—i— b] p OF
2a+b=4.

In order for a limit to exist, the left- and right-hand limits must exist and be equal to each other.
Since a derivative is a limit, in order for f to be differentiable at x = 2, the left hand derivative of
ax + b at x = 2 must be the same as the right hand derivative of x> at x = 2. Since ax+ b is a line,
its derivative is a everywhere. We’ve already seen the derivative of x? is 2x, so we need

a= 2X‘x:2 =4,

So, the values of a and b that makes f differentiable everywhere are a = 4 and b = —4.
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S-17: We plug in f(x) to the definition of a derivative. To evaluate the limit, we multiply and
divide by the conjugate of the numerator, then simplify.

fx+h)—f(x) VIitx+h—+/T+x

I — 1. — 1-
f) hl—rf(l) h hl—% h
. NIH+x+h—14x (VI+x+h+/T+x
= lim
h—0 h V1+x+h+V1+x
(I1+x+h)—(14+x)
= lim
h=0 h(v14+x4+h++/14x)
= lim h
=0 h(V1+x+h+/1+%)
= lim !
01T+ x+h+1+x
1 1
VI x+0+vV1I+x 2y14x
The domain of the function is [—1,00). In particular, f(x) is defined when x = —1. However, f’(x)
is not defined when x = —1, so f’(x) only exists over (—1,0).
Remark: lim+ f'(x) = o, so the tangent line to f(x) at the point x = —1 has a vertical slope.
x——1

S-18: Recall the velocity is exactly the derivative.

- s(t+h) —s(t)

Vi) = fim =
4 2 4,2
~im (t+h)*—(t+h)"—1"+1t
h—0 h
—lim (t* +43h+ 6120 + 4th> + h*) — (P 4+ 2th+ h?) —t* +12
N h—0 h
lim 430+ 612 h* + 4th’ + h* — 2th — h?
N h—0 h

= 511%4? +62h+ath> +h> —2t—h
=413 — 2t

So, the velocity is given by v(t) = 413 —2¢.

S-19: The function is differentiable at x = 0 if the following limit:

limwzhmwzhmﬁ

x—0 x—0 x—0 X x—0 X

exists (note that we used the fact that f(0) = 0 as per the definition of the first branch which

includes the point x = 0). We start by computing the left limit. For this computation, recall that if
x <0 then Va2 = |x| = —x.

. f(x) ) x2 4 x4 VX1 X2 o —xV 1+ x2
im —~=1lm ——=1lim —=lim—— =
-0~ X x—0~ X x—0~ X x—0 X

—1
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Now, from the right:
XCOSX

lim = lim cosx =1.
x—0t X x—07*

Since the limit from the left does not equal the limit from the right, the derivative does not exist at
x=0.

S-20: The function is differentiable at x = 0O if the following limit:

limwzhmmzhmﬁ

x—0 x—0 x—0 X x—0 X

exists (note that we used the fact that f(0) = 0 as per the definition of the first branch which
includes the point x = 0).

We start by computing the left limit.

. X . XCOSX .
lim M = lim —— = lim cosx = 1.
x—0— X x—0~ X x—0~

Now, from the right:

.o/ 1I+x—1 oA/ I4+x—1 /1+x+1
Iim ——— = lim .
x—0t X x—0t X \/m—{—l

I I+x—1 1i 1 1
m —F=1Im — = —
x—>0+x(\/1+x—i—1) -0t /14+x+1 2

Since the limit from the left does not equal the limit from the right, the derivative does not exist at
x=0.

S-21: The function is differentiable at x = 0 if the following limit:

hmw — limm — lim f(x)

x—0 x—0 x—0 X x—0 X

exists (note that we used the fact that f(0) = 0 as per the definition of the first branch which
includes the point x = 0). We compute left and right limits; so

3 2
. X .ox—TTx .
lim M: lim = lim ¥*—7x=0
-0~ X x—0~ X x—0~
and
3 1
. Xx°cos (= .
lim J: lim x%-cos | - |.
x—07F X x—07F X

This last limit equals O (see Question 23 in 2.1.1 for a similar example).

Since the left and right limits match (they’re both equal to 0), we conclude that indeed f(x) is
differentiable at x = 0 (and its derivative at x = 0 is actually equal to 0).
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S-22: The function is differentiable at x = 1 if the following limit:

limJM:hmM:hmM

x—1 x—1 -1 x—1 —lx—1

exists (note that we used the fact that f(1) = 0 as per the definition of the first branch which
includes the point x = 0). We compute left and right limits; so

4x* —8x+4 4(x—1)?
fim L) g 8 EA AT DT - 1) =0
x—1= X — x—1- x—1 x—=1- X— x—1-
and
x—1)%sin (-1 1
lim ( Vsin(=7) = lim (x—1)-sin .
x—1t x—1 x—1t x—1

For this last limit, note that |sin (-15)| < 1, so [(x— 1) -sin (17 )| < |x— 1|. That is, the ‘sine’ part
of the product can only make the (x 1) part closer to 0, not farther from 0. Since lim (x—1) =0,

x—1t

then also lim (x—1)-sin (-1
x—1t

Since the left and right limits match (they’re both equal to 0), we conclude that indeed f(x) is
differentiable at x = 1 (and its derivative at x = 1 is actually equal to 0).

S-23: Many answers are possible; here is one.

The key is to realize that the few points you’re given suggest a pattern, but don’t guarantee it. You
only know nine points; anything can happen in between.
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24

p(x+h) —p(x)

70 = i
i SR Fg(xth) — £(x) —g(x)
h—0 h
:limf(x+h)_f(x)+g(x+h)—g(x)
h—0 h
- [fe+h) — f(x) | g(x+h)—g(x)
:Igl—{%{ h +g h s ]
_ [ St ) = () glxth) —g(x)
(*)—Llll_f)% . :|+[}ll_r)l’(l) - }
= f'(x) + ¢ (x)

At step (+), we use the limit law that lim [F (x) + G(x)] = lim F (x) + lim G(x), as long as
X—a X—a X—a
lim F(x) and lim G(x) exist. Because the problem states that f/(x) and g’(x) exist, we know that

i SEHN = f) gl h) =g ()
h—0 h h—0 h

exist, so our work is valid.

S-25: (a) Since y = f(x) = 2x and y = g(x) = x are straight lines, we don’t need the definition of
the derivative (although you can use it if you like). f/(x) =2 and g’(x) = 1.

(b) p(x) = 2x2, so p(x) is not a line: we use the definition of a derivative to find p’(x).

p(x+h)—p(x)

/ — l
p'(x) lim .
2 A2
_ lim 2(x+h)*—2x
h—0 h
C 2x2 4 4xh+2K2 =242
= lim
h—0 h
Axh + 2h?
=Ilm-——-
h—0 h
= lim4x +2h
h—0
=A4x

() No, p'(x) =4x #2-1= f'(x)-g'(x). In general, the derivative of a product is not the same as
the derivative of the functions being multiplied.

S-26: We know that y' = 2x. So, if we choose a point (o, &) on the curve y = x?, then the tangent
line to the curve at that point has slope 2¢c. That is, the tangent line has equation

(y—o?)
simplified, y

200(x— o)
(200)x — o
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So, if (1,—3) is on the tangent line, then

—3=(a)(1)—a?

— 0=a*-2a-3
— 0=(a—3)(ax+1)
— a=3, or o=—1.

So, the tangent lines y = (20t)x — o? are

y=6x—9 and y=-2x—1.

S-27: Using the definition of the derivative, f is differentiable at O if and only if

i £ () = £(0)
h—0 h

exists. In particular, this means f is differentiable at O if and only if both one-sided limits exist and
are equal to each other.

When h < 0, f(h) =0, so
f(h)—f(0) . 0-0

lim = lim —— =0
h—0~ h h—0—- h

So, f is differentiable at x = 0 if and only if
h)— (0
L F ()= £(0)

=0.
h—0t h

To evaluate the limit above, we note f(0) = 0 and, when i > 0, f(h) = h®sin (%) , SO

_ hesin (1
L F0) - fO) L Hesin(})
h—0+ h h—0+ h

1
= lim A* 'sin (—)
h—0t h
We will spend the rest of this solution evaluating the limit above for different values of a, to find

when it is equal to zero and when it is not. Let’s consider the different values that could be taken by
het,

e Ifa=1,thena—1=0, so k! = 1% = 1 for all values of A. Then

1 1
lim 2% 'sin( =~ ) = lim sin( - | = DNE
h—0+ h h—0+ h

(Recall that the function sin ()—lc) oscillates faster and faster as x goes to 0. We first saw this

behaviour in Example 2.1.5 in the text.)
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e Ifa<1,thena—1 <0, so lim+ Wl = oo, (Since we have a negative exponent, we are in
h—0

effect dividing by a smaller and smaller positive number. For example, if a = %, then
1
lim A = lim A2 = lim — = 00.) Since sin ()—IC) goes back and forth between one

h— 0+ h— 0+ h—0" v/h
and negative one,

1
lim 29" !sin (—) = DNE
h—0t X
since as h goes to 0, the function oscillates between positive and negative numbers of
ever-increasing magnitude.
* Ifa> 1 thena—1>0,s0 lim 4~ =0. Although sin () oscillates wildly near x = 0, it is
h—0
bounded by —1 and 1. So, it can’t stop the ‘going to zero’ behaviour of 24~ !. (Indeed,

h%1sin (%) is either equal to 4%~ or even closer to 0 than h*~! alone.) So,

1
lim 2% 'sin (-) =0.
h—0+ h

In the above cases, we learned

h) — £(0 1
im LSO e (—) — O whena > 1, and
h—0+ h h—0+ X

h)— f(0 1

tim L =FO) e (1 # 0 whena < 1.
h—0+ h h—0+ X

So, f is differentiable at x = 0 if and only if @ > 1.

&> <&

Solutions to Exercises 3.3 — Jump to TABLE OF CONTENTS

h(24) —h(0
%0() g; this is the change in height over the
first day divided by the number of hours in the first day. So, it is the average rate of change of the

height over the first day, measured in meters per hour.

S-28: (a) The slope of the secant line is

(b) Consider (a). The secant line gives the average rate of change of the height of the dam; as we let
the second point of the secant line get closer and closer to (0,4(0)), its slope approximates the
instantaneous rate of change of the height of the water. So the slope of the tangent line is the
instantaneous rate of change of the height of the water at the time ¢ = 0, measured in ;.

t+h)—plt t+1)—p(t
$-29: /(1) :%in})p( + 2 pt) _ pl+ 3 p()
caused by the sale of the (¢ + 1) widget. So, p/(¢) is the profit from the (7 + 1) widget. That is,
p'(¢) is the profit per additional widget sold, when ¢ widgets are being sold. This is called the
marginal profit per widget, when ¢ widgets are being sold.

= p(t+ 1) —p(t), or the difference in profit

S-30: How quickly the temperature is changing per unit change of depth, measured in degrees per
metre. In an ordinary body of water, the temperature near the surface (d = 0) is pretty variable,
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depending on the sun, but deep down it is more stable (unless there are heat sources). So, one might
reasonably expect that |7’(d)] is larger when d is near 0.

C h)—-C C 1)-C
5-31: C'(w) = lim ks })l (w)  Clwt 3 ()
number of calories in C(w+ 1) grams minus the number of calories in C(w) grams. This is the
number of calories per additional gram, when there are w grams.

=C(w+1) —C(w), which is the

S-32: The rate of change of velocity is acceleration. (If your velocity is increasing, you’re
accelerating; if your velocity is decreasing, you have negative acceleration.)

S-33: The rate of change in this case will be the relationship between the heat added and the

T(j+h)—T(j T(j+1)-T(j
temperature change. }llirr(l) U+ })z () ~ U+ 1) () =T(j+1)—T(j), or the change

in temperature after the application of one joule. (This is closely related to heat capacity and to
specific heat — there’s a nice explanation of this on Wikipedia.)

S-34: As usual, it is instructive to think about the definition of the derivative:

) :m}p(ﬂhi:p(m _P(T+ 11) “PO) _pr 1y p(),

This is the difference in population between two hypothetical populations, raised one degree in
temperature apart. So, it is the number of extra individuals that exist in the hotter experiment (with
the understanding that this number could be negative, as one would expect in conditions that are
hotter than the bacteria prefer). So P'(T') is the number of bacteria added to the colony per degree.

S-35: R'(t) is the rate at which the wheel is rotating measured in rotations per second. To convert
to degrees, we multiply by 360: | 360R’ () |.

S-36: If P'(1) is positive, your sample is below the ideal temperature, because adding heat
increases the population. If P'(7) is negative, your sample is above the ideal temperature, because
adding heat decreases the population. If P'(r) = 0, then adding a little bit of heat doesn’t change the
population, but it’s unclear why this is. Perhaps your sample is deeply frozen, and adding heat
doesn’t change the fact that your population is 0. Perhaps your sample is boiling, and again,
changing the heat a little will keep the population constant at “none.” But also, at the ideal
temperature, you would expect P'(¢) = 0. This is best seen by noting in the curve below, the tangent
line is horizontal at the peak.
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> I >
frozen, P'(1) =0 ideal, P'(1) =0 boiled, P'(r) =0

L g a

Solutions to Exercises 3.4 — Jump to TABLE OF CONTENTS

S-1: Since f’(x) <0, we need a decreasing function. This only applies to (ii), (iii), and (v). Since
f"(x) > 0, that means f’(x) is increasing, so the slope of the function must be increasing. In (v),
the slope is constant, so f” (x) = O-therefore, it’s not (v). In (iii), the slope is decreasing, because
near a the curve is quite flat (f/(x) near zero) but near b the curve is very steeply decreasing (f”(x)
is a large negative number), so (iii) has a negative second derivative. By contrast, in (i), the line
starts out as steeply decreasing (f/(x) is a strongly negative number) and becomes flatter and flatter
(f'(x) nears 0), so f’(x) is increasing—in other words, f”(x) > 0. So, (ii) is the only curve that has
f'(x) <0and f"(x) > 0.

&> <&

Solutions to Exercises 3.5 — Jump to TABLE OF CONTENTS

S-1: Since 1* = 1 for any x, we see that (b) is just the constant function y = 1, so D matches to (b).
Since 27% = 5 = (%)x, functions (a) and (d) are the same. This is the only function out of the lot
that grows as x — —oo and shrinks as x — o0, so A matches to (a) and (d).

This leaves B and C to match to (¢) and (e). Since 3 > 2, when x > 0, 3* > 2*. So, (e) matches to
the function that grows more quickly to the right of the x-axis: B matches to (¢), and C matches to

(¢).

S-2: First, let’s consider the behaviour of exponential functions a* based on whether a is greater or

) o a>1 i 0 a>1 )
less than 1. As we know, lim a* = and lim o' = . Our function has
A© 0 a<l A= =0 w a<l
lim f(x) =ccand lim f(x) =0, so we conclude a > 1: thus (d) and also () hold. (We could
X—00 X—>—00
have also seen that (b) holds because a* is defined for all real numbers.)

It remains to decide whether a is greater or less than e. (If a were equal to e, then f(x) would be
h

the same as f(x).) We saw in the text that &-{a*} = C(a)a" for the function C(a) = lllin}) a
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We know that C(e) = 1. (Actually, we chose e to be the number that has this property.) Frorn our
e —1

1
graph, we see that f'(x) < f(x), so C(a) < 1 = C(e). In other words, hrr(l) aT < lim ; S0,

h—0 h
a < e. Thus (e) holds.

S-3: The power rule tells us that %{x"} = nx"~!. In this equation, the variable is the base, and the
exponent is a constant. In the function €%, it’s reversed: the variable is the exponent, and the base it a
constant. So, the power rule does not apply.

S-4: P(t) is an increasing function over its domain, so the population is increasing.

There are a few ways to see that P(¢) is increasing.
What we really care about is whether ¢ is increasing or decreasing, since an increasing function
multiplied by 100 is still an increasing function, and a decreasing function multiplied by 100 is still
a decreasing function. Since f(¢) = ¢ is an increasing function, we can use what we know about

graphing functions to see that f(0.2¢) = ¢%?" is also increasing.

S-5: The derivative of e* is e*: taking derivatives leaves the function unchanged, even if we do it
180 times. So f(180) = ¥,

-6: We simplify the functions to get a better idea of what’s going on.
(@) y=elo8r 41 = (elogx)3 + 1 =x%+ 1. This is not a line.
(b): 2y 45 = e311o2x = g3elogx — o3y Since €3 is a constant, 2y + 5 = ex is a line.

(c): There isn’t a fancy simplification here—this isn’t a line. If that isn’t a satisfactory answer, we can
check: a line is a function with a constant slope. For our function,

Y = ${e +4) = L{e*} = L {(e¥)?} = 2¢%¢* = 2¢%". Since the derivative isn’t constant, the
function isn’t a line.

(d): y = €'°8¥3¢ + Jog2 = 3¢x +log2. Since 3¢ and log2 are constants, this is a line.

L g a

Solutions to Exercises 4.1 — Jump to TABLE OF CONTENTS

9]

-1: True: this is exactly what the Sum Rule states.

S-2: False, in general. The product rule tells us ${f(x)g(x)} = f'(x)g(x) + f(x)g'(x). An easy
example of why we can’t do it the other way is to take f(x) = g(x ) = x. Then the equation
becomes {-{x?} = (1)(1), which is false.

-3: True: the quotient rule tells us

d {f(X)} _8W)S0) —f()g'(x) _ g()/"(x)  f)g'(x) _ fx)  fx)e'(x)

dr | g(x) g*(x) g*(x) glx)  gly) &)




S-4: 1If you’re creative, you can find lots of ways to differentiate!

Constant multiple: g/ (x) = 3/ (x).
Product rule: g'(x) = $£{3}f(x) +3f'(x) = 0f (x) +3f'(x) = 3f'(x).

Sum rule: () = $:{7(x) + 1)+ ()} = () + /() + £/(x) = 37/().
Quotient rule: g'(x) = g—x {@} = §f’(x)—lf 0O _ jfll(x) =9 (%)f’(x) =3f"(x).

All rules give g'(x) = 3f'(x).

S-5: We know, from Examples 3.3.10 and 3.3.15 in the text, that 4 dxx — 2x and 4 X 172 — ﬁ So,

5 |1near1ty,
1
fl(x)=3-2x+4 - —— =6x+ —

S-6: We differentiate a few time to find the pattern.

i{2’5} =2"10g2

d2

2 {2°} = 2"log2-log2 = 2%(log2)?
d3

(2= 2*(log2)? -log2 = 2*(log2)?

Every time we differentiate, we multiply the original function by another factor of log2. So, the nth
derivative is given by:
dl’l
dxn

(2} = 2*(log2)"

S-7: We have already seen dx{f x} = 1n Example 3.3.15 of the text. Now:

F/(x) = (2)(8v/x—9%) + (2 +5) (% _9)

16— 18+ (2x+5) <%_9)

20
= —36x+24/x+ 7 —45

S-8: We already know that 3 x=1 and 4 x = 2x, so we can compute the derivative of x> by
writing x> = (x)(x2),




- . 3 .
When this is evaluated at x = % we get %. Since we also compute (%) = %, the equation of the

tangent line is

-9: Let f(r) = 1> —41* + 1. We saw in Question 8 that &> =312 So

f1(1) =3 —8 F(2)=3x4-8x2=—4
f'(t)=61—8 '(2)=6x2—8=4

Hence at t = 2, (a) the particle has speed of magnitude 4, and (b) is moving towards the left. At
=2, f"(2) > 0,so fis increasing, i.e. becoming less negative. Since f’ is getting closer to zero,
(c) the magnitude of the speed is decreasing.

S-10: We can use the quotient rule here.

d (2—1]  (x+1)(2)—(2x=1)(2) 4 1
ey

(2x+1)2 (2x+1)2  (x+1/2)2

de | 2x+1( -

S-11: First, we find the y' for general x. Using the corollary to Theorem 4.1.3 and the quotient rule:

'_» 3x+1\ d (3x+1
Y=\ 322 ) dx | 3x—2

:2<3x+1> ((3x—2)(3)—(3x+1)(3))

3x—2 (3x—2)2
—2(35) (@)
_ —18(3x+1)
 (3x—2)3

So, plugging in x = 1:

_—18(3+1)

y(1)= W =72

S-12: Using the product rule, g’ (x) = f'(x)e* + f(x)e* = [f(x) + f'(x)]e"

S-13: Population growth is rate of change of population. Population in year 2000 + ¢ is given by

P(t) = Py+b(t) —d(t), where Py is the initial population of the town. Then P’(¢) is the expression
we’re looking for, and P'(¢) = b'(¢) —d'(¢).
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It is interesting to note that the initial population does not obviously show up in this calculation. It
would probably affect b(7) and d(t), but if we know these we do not need to know Py to answer our
question.

S-14: We already know that g—xxz = 2x. So the slope of y = 3x? at x = a is 6a. The tangent line to
y=23x? atx = a,y = 3a® is y— 3a® = 6a(x — a). This tangent line passes through (2,9) if

9—3a> =6a(2—a)
3a>—12a4+9=0
a>—4a+3=0
(a—3)(a—1)=0

= a=1,3
The points are (1,3), (3,27).

S-15: This limit represents the derivative computed at x = 100180 of the function f(x) = 4/x.

1
2,/x 24/100180

Since the derivative of f(x) is , then its value at x = 100180 is exactly

S-16: Let w(z) and I(¢) be the width and length of the rectangle. Given in the problem is that
w/(t) =2and I'(t) = 5. Since both functions have constant slopes, both must be lines. Their slopes
are given, and their intercepts are w(0) =1(0) = 1. So, w(¢) =2r+ 1 and [(¢) = 5¢ + 1.

The area of the rectangle is A(r) = w(t) - 1(¢), so using the product rule, the rate at which the area is
increasing is A’ (1) = w/(¢)1(¢) +w(t)l'(t) =2(5t + 1) +5(2t + 1) = 20t + 7 square metres per
second.

S-17: Using the product rule, f/(x) = (2x)g(x) +x?g’(x), so f/(0) =0-g(x) +0-g'(x) = 0.
(Since g is differentiable, g’ exists.)

S-18:
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© W)’
L Rg ) g (R () (k)Y L (2 (R () k(K (2)
f (’“)( %) >(h<x>>+ k<x>)( 20) >
KW () 8K () | ALK () ~ ek ()
k(x)h(x) k(x)h?(x
Mk (x) — h(D)g (K (x) . s(R(K (x) — g (kW (3)
KR () KR ()
_ hKR)E () — A()g (K (3) + g(AEIK (x) — (KW (x)
KR ()
Mk (x) — (G ()
KR ()
_ h(x)g'(x) —g(x)h'(x)
0)

and this is exactly what we got from differentiating the first expression.

S-19: When we say a function is differentiable without specifying a range, we mean that it is
differentiable over its domain. The function f(x) is differentiable when x # 1 for any values of a
and b; it is up to us to figure out which constants make it differentiable when x = 1.

In order to be differentiable, a function must be continuous. The definition of continuity tells us that,
for f to be continuous at x = 1, we need lirr% f(x) = f(1). From the definition of f, we see
X—

f(1)=a+b= lim f(x),soweneed lim f(x) =a-+b.Since lim f(x) =e' =e, we
x—1- x—1t x—1t

specifically need
e=a-+b.

Now, let’s consider differentiability of f at x = 1. We need the following limit to exist:
L FER) = £ (1)
h—0 h
In particular, we need the one-sided limits to exist and be equal:
SR f() L f(1R) — £(1)
h—0— h h—0+ h

Ifh<0,thenl+h<1,s0f(1+h)=a(l+h)>+b.Ifh>0,then 1 +h> 1,50 f(1+h) =e'Th
With this in mind, we begin to evaluate the one-sided limits:

_ 2 _
o PR (1) L fa(l B2 40— a+ D)
h—0— h h—0— h
h? 4+ 2al
= lim 22 oy,
h—0— h
_ 1+h
lim f(l+h)—f(1) ~ lim e (a+Db)
h—0t h—0t
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Since we take a 4 b to be equal to e (to ensure continuity):

So, we also need
20 =-¢

Q

Therefore, the values of a and b that make f differentiable are a = b = 5

S-20: (a) Using the product rule,
g"'(x) = [f'(x) + f'()]e" + [f(x) + f'(x)]e" = [f(x) + 2 (x) + " (x)]e*
(b) Using the product rule and our answer from (a),

g"(x) = [f'(x) +2f"(x) + f" (x)]e* + [f (x) + 21 (x) + f" (x)] e
= [f(x) +3f (x) +3f"(x) + f" (x)]e*

(c) We notice that the coefficients of the derivatives of f correspond to the entries in the rows of
Pascal’s Triangle.

Pascal’s Triangle
e In the first derivative of g, the coefficients of f and f’ correspond to the entries in the second
row of Pascal’s Triangle.

* In the second derivative of g, the coefficients of £, f’, and f” correspond to the entries in the
third row of Pascal’s Triangle.

e In the third derivative of g, the coefficients of f, f’, f”, and " correspond to the entries in
the fourth row of Pascal’s Triangle.

» We guess that, in the fourth derivative of g, the coefficients of f, f’, f”, f”, and f ) will
correspond to the entries in the fifth row of Pascal’s Triangle.

That is, we guess

gW(x) = [£(x) +4f (x) + 6" (x) +4f" (x) + fD (x)]e*
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This is verified by differentiating our answer from (a) using the product rule:
g"(x) = [f(x) +3f'(x) +3f"(x) + " (x)] "
g W00 = [F/ (1) +3f"(0) + 37" () + fO (@) + [£(x) +3f () + 31" () + " (x) "
= [f(0) +4f'(0) + 66" (x) +4f" () + /Y ()],

L g a

Solutions to Exercises 4.1 — Jump to TABLE OF CONTENTS

S-22: In the quotient rule, there is a minus, not a plus. Also, 2(x + 1) ~+ 2x 1s not the same as
2(x+1).

The correct version is:

fl) ==

-t 2
2
C(x+1)2

d
S-23: False: Lemma 4.1.14 tells us that, for a constant #, a{x”} = nxX"~!. Note that the base x is

the variable and the exponent # is a constant. In the equation given in the question, the base 2 is a
constant, and the exponent x is the variable: this is the opposite of the situation where
Lemma 4.1.14 applies.

We do not yet know how to differentiate 2*. We’ll learn about it in Section 3.5.

S-24: Using the quotient rule,

2xe* —2¢°  F(2x—2)  (x—1)€
/ pu— g pu
) = 4x2 4x2 2x2

f'(x) — (%C{er} — %{(ex)2} :2§_x{ex}ex:2exex:2(ex)2 :262)6




Since e“ is just a constant,

%{eaex} :ea:jl_x{ex} — et = X

So, f/(x) = f(x) = e+,

S-27: If the derivative is positive, the function is increasing, so let’s start by finding the derivative.
We use the product rule (although Question 12 gives a shortcut).

fl(x)=1-"+xe" = (1+x)e

Since ¢* is always positive, f’(x) > 0 when 1 +x > 0. So, f(x) is increasing when x > —1.

S-28: The question asks for s (1). We start our differentiation using the quotient rule:
Y1) = et +1)—e(2t)
(12 + 1)2
e(t?—2t+1)
GEDE
Using the quotient rule again,

2+ 125 (22t + 1)} =€ (2 =20+ 1) L { (P + 1)}

(1) = 2+ 1)
(2 +1)2- [ (2t =2) +e (P —2+1)] —e' (12 =21+ 1) -2(:* + 1) (2¢)
- 2+ 1)
(12— 1) —dee (1 —1)* (2 + 1)
- (l2—|—1)4
s"(1)=0

S-29: Using the product rule,
fl(x) = () (e =1)+ (" + 1) () = e (F =14+ + 1) =2(e")? = 2%

Alternate solution: using Question 25:

flx)=e¥—1 — f'(x) = 2>

S-30: The question asks when s'(¢) is negative. So, we start by differentiating. Using the product
rule:

s'(t) = €' (1> +21)
=e -1(t+2)

¢' is always positive, so s’ (¢) is negative when ¢ and 2 + ¢ have opposite signs. This occurs when
-2 <t <.

334



S-31: Every time we differentiate f(x), the constant out front gets multiplied by an ever-decreasing
15

constant, while the power decreases by one. As in Example 3.4.2, maxls =a-15!. So, if

3
-15!'=3, th = —.
a »thena =

S-32: f(x) = %x6 + 5x* 4+ 12x% 4 9 is a polynomial:

f(x) = 4x° +20x° 4 24x
= 4x(x* +5x* +6)
— 4x((2)+5(7) +6)
= 4x(x* +2) (x> +3)

S-33: We can rewrite slightly to make every term into a power of ¢:

s(t) =3+ 505 -1
s'(t) =433 4+3.5¢2— (1) 172

1
=120 + 151> + —
1

S-34: We could use the product rule here, but it’s easier to simplify first. Don’t be confused by the
role reversal of x and y: x is the name of the function, and y is the variable.

x(y) = (2y+ ;) -y

— 2 2
X (y) =8y +2y

S-35: We’ve already seen that %{\/i} = ﬁ, but if you forget this formula it is easy to figure out:
Vx=x2s0 g—x{\/fc} = %x‘l/z = ﬁ

Using the quotient rule:

T(x):\x/fi;
x2 L) X X
M@:(+®Qﬁ>(f+m2)
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S-36: We use quotient rule:

(¥ +3)-7—2x-(Tx+2) 21 —4x—7x°
(X2+3)2 - (X2—|-3)2

S-37: Instead of multiplying to get our usual form of this polynomial, we can use the product rule.
If f1(x) = 3x° +4x?> +x+ 1 and f>(x) = 2x+5, then
fl(x) =9x* +8x+ 1 and f5(x) = 2. Then

£1(0) = £1(0)£2(0) + £1(0).£2(0)
=(M6)+()(2) =7

S-38: Using the quotient rule,

X2 +5x)(9%) — (3 +1)(2x+5)  3x*+30x° —2x—5

oy
fix) = (x% 4 5x)2 n (x% 4 5x)2

S-39: We use quotient rule:

(2—x)(6x) = (3x*+5)(—=1)  —3x*+12x+5

(2—x)? (=22
S-40: We use quotient rule:
(3x*+5)(—2x) — (2—x%)(6x)  —22x
(3x2+5)2 -~ (3x2+45)2

S-41: We use quotient rule:

6 (x+2)— (2% +1)-1 4 +12x°—1
(x+2) o (22

S-42: The derivative of the function is

(1_’52)'#;_\/}'(_276) (1—x%) —2x-(—2x)

(1-22)2 T 2Va(1-22)2
The derivative is undefined if either x < 0 or x = 0, %1 (since the square-root is undefined for x < 0
and the denominator is zero when x = 0, 1, —1. Putting this together — the derivative exists for
x>0,x# 1.
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S-43: Using the product rule seems faster than expanding.

fl(x) = %{3{/% 15¢/x+8} (3x% +8x—5) + (3¢/x + 15¢/x + 8)§—x{3x2+8x—5}
d 1 1 d
== {3x5 + 15x3 +8} (3x* +8x—5) + (3v/x+ 15%+8)a{3x2+8x—5}

3 _ _
= <§x54 —|—5x32> (3% +8x—5) + (37x+ 15¢/x+8) (6x+8)

S-44: To avoid the quotient rule, we can divide through the denominator:

fl = EEFADWEHV) 2 o) (AR

x x
= (P 45x4+1)(x"124x72/3)

Now, product rule:

—1 2
Fx)=2x+5) 247 1 (P +5x+1) (7)6_3/2— gx_5/3)

(If you simplified differently, or used the quotient rule, you probably came up with a
different-looking answer. There is only one derivative, though, so all correct answers will look the
same after sufficient algebraic manipulation.)

S-45: We differentiate using the power rule.

% = 3ax? +2bx +c
f;—]; = 6ax+2b
ii—];:&z

4

¢

In the above work, remember that a, b, ¢, and d are all constants. Since they are nonzero constants,
d3 o o . .
a]; = 6a # 0. So, the fourth derivative is the first derivative to be identically zero: n = 4.

S-46: (a) In order to make f(x) a little more tractable, let’s change the format. Since

x x=0
|x| = , then:
—x x<0




Now, we turn to the definition of the derivative to figure out whether f’(0) exists.

f(0+n)—f(0) — lim M = lim @ if it exists.
h h—0 h h—0

£(0) = lim

Since f looks different to the left and right of 0, in order to evaluate this limit, we look at the
corresponding one-sided limits. Note that when & approaches 0 from the right, 2 > 0 so f(h) = h2.
By contrast, when / approaches 0 from the left, 7 < 0 so f(h) = —h.

h h?
lim M: lim — = lim h=0
h—0t h h—0ot h h—0+

f(h) -

Iim —= = lim — = lim —hA=0
h—0- h h—0— h h—0~

Since both one-sided limits exist and are equal to 0,
L S(0+h) = £(0)
h—0 h

and so f is differentiable at x = 0 and f’(0) = 0.

(b) From (2), f/(0) = 0 and

=0

x x=0.

f(x):{ —x2 x<0

So,

2x x=0.

f’(x):{ —2x x<0

Then, we know the second derivative of f everywhere except at x = 0:

-2 x<0
f(x) = ? x=0
2 x>0.

So, whenever x # 0, f”(x) exists. To investigate the differentiability of f'(x) when x = 0, again we
turn to the definition of a derivative. If

lim
h—0

f'(0+h)—1(0)
h

exists, then f”(0) exists.

lim fO+h) = 110) _ 1imm = 1imM

h—0 h h—0 h h—0 h

Since f(h) behaves differently when £ is greater than or less than zero, we look at the one-sided
limits.

! 2h
lim ! (h) =l =2
h—0+ h—0t+ h

/ —_
lim f (h) = i 2h =2
h—0— h h—0— h




Since the one-sided limits do not agree,

L S0+1) ~ £(0)

= DNE
h—0 h

So, f”(0) does not exist. Now we have a complete picture of f”(x):

-2 x<0
f"(x)={ DNE x=0
2 x> 0.

S-47: Denote by m the slope of the common tangent, by (x1,y1) the point of tangency with y = x2,
and by (x2,y,) the point of tangency with y = x?> — 2x + 2. Then we must have

ylzxf y2:x%—2x2+2 m:2x1:2x2—2:y2_y]
X2 —X]
From the “m” equations we get x; = 5, x = 5 + 1 and
Y2 =1
m =
X2 — X1
=Y2=N
:x%—2x2+2—x%
:(X2—X1)(X2—|-X1)—2()Q—1)
m my /m m m
[ ORIC
(2+ 2 2+ +2 2+
m
= (1)(m+1)-23
=1
1 3 9 5
=1 =1 - - == =2 _342==1
So, m , X1 =7, Y=g X = Y2 =7 3+ 2
. S 1
An equation of the common tangent is y = x — .

S-48: The line y = mx + b is tangent to y = x? at x = o if

20 =mand > =ma+b — m=20c and b = —a?

The same line y = mx + b is tangent to y = —x*> +2x — 5 at x = B if
—2B4+2=mand —B>+2B-5=mB+b
— m=2-2Bandb=—B>+2-5—(2-2B)B=p>-5
For the line to be simultaneously tangent to the two parabolas we need
m=2a=2-2Bandb=—a’>=p>-5

Substituting & = 1 — B into —a? = B2 —5 gives —(1 —B)> =pB%>—50r2B%>—2B—4=0o0r
B = —1,2. The corresponding values of the other parameters are o = 2,—1, m = 4,—2 and
b= —4,—1. Thetwo linesare y =4x—4 andy = —2x— 1.
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S-49: This limit represents the derivative computed at x = 2 of the function f(x) = x*°13. To see

this, simply use the definition of the derivative at @ = 2 with f(x) = x?15:
d — i ) = f(a)
ax ] = lim =
d 2015 22015
— (x5 = lim ~
dx 5 X2 x—2

Since the derivative of f(x) is 2015 -x?°14, then its value at x = 2 is exactly 2015 - 22014,

&> <&

Solutions to Exercises 4.2 — Jump to TABLE OF CONTENTS

S-1c

The graph f(x) = sinx has horizontal tangent lines precisely at those points where cosx = 0. This
must be true, since g—x{sinx} = cosx: where the derivative of sine is zero, cosine itself is zero.

S-2:

The graph f(x) = sinx has maximum slope at those points where cosx has a maximum. This makes
sense, because f’(x) = cosx: the maximum values of the slope of sine correspond to the maximum
values of cosine.
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S-3: The velocity of the particle is given by /4’ () = sinz. Note 0 < 1 < &, so //(1) > O-the particle
is rising (moving in the positive direction, in this case “up”). The acceleration of the particle is
h"(t) = cost. Since 0 < 1 < Z, h"(r) > 0, so h'(r) is increasing: the particle is moving up, and it’s

doing so at an increasing rate. So, the particle is speeding up.

S-4: For this problem, remember that velocity has a sign indicating direction, while speed does not.

The velocity of the particle is given by h'(¢) = 3t> — 2t — 5. Att = 1, the velocity of the particle is
—4, so the particle is moving downwards with a speed of 4 units per second. The acceleration of the
particle is " (¢) = 6t — 2, so when t = 1, the acceleration is (positive) 4 units per second per second.
That means the velocity (currently —4 units per second) is becoming a bigger number—since the
velocity is negative, a bigger number is closer to zero, so the speed of the particle is getting smaller.
(For instance, a velocity of —3 represents a slower motion than a velocity of —4.) So, the particle is
slowing down at t = 1.

S-5: For (a) and (b), notice the following:

d .

— sinx = cosx
dx

— CcosSx = —sinx
dx

c(li_x{_ sinx} = —cosx

d .
a{—cosx} = sinx
d .
o sinx = cosx
The fourth derivative is sinx is sinx, and the fourth derivative of cosx is cosx, so (a) and (b) are true.
d 2

—tanx = sec” x
dx

P sec’x = 2secx(secxtanx) = 2sec? xtanx

d
5{2 sec’xtanx} = (4secx-secxtanx)tanx 4 2sec’ xsec’x

= 4sec’ xtan’x + 2sec x
d
—{4sec?xtan’x + 2sec*x} = (8secx-secxtanx)tan®x + 4 sec’ x(2tanx- sec’ x)

+ 8sec> x - secxtanx
— 8sec?xtan’ x + 16 sec? xtanx

4
So, F tanx = 8sec’xtan>x + 16sec* xtanx. It certainly seems like this is not the same as tanx,
but remember that sometimes trig identities can fool you: tan>x + 1 = sec®x, and so on. So, to be
absolutely sure that these are not equal, we need to find a value of x so that the output of one is not

the same as the output of the other. When x = :

2 4
8sec?xtan® x + 16sec’ xtanx = 8 (ﬁ) (1) +16 (\@) (1) =80 # 1 = tanx.
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So, (¢) is false.

S-6: You should memorize the derivatives of sine, cosine, and tangent.
f'(x) = cosx —sinx + sec’ x

S-7: f'(x) = cosx —sinx, so f’(x) = 0 precisely when sinx = cosx. This happens at /4, but it
also happens at 57 /4. By looking at the unit circle, it is clear that sinx = cosx whenever
x = & + mn for some integer n.

/éin(ﬂ:/4) = cos(mw/4)

sin(57/4) = cos(5m/4)

s
s

S-8:
« Solution 1: f(x) = sin*x+cos?x =1, s0 f/(x) = ${1} =0.

* Solution 2: Using the formula for the derivative of a squared function,

f'(x) = 2sinxcosx +2cosx(—sinx) = 2sinxcosx — 2sinxcosx = 0.

S-9: TItis true that 2sinxcosx = sin(2x), but we don’t know the derivative of sin(2x). So, we use
the product rule:

"(x) = 2cosxcosx + 2sinx(—sinx) =2 cos?x —sin%x).
f(x) ( ) =2(

S-10:
* Solution 1: using the product rule,
f'(x) = e cotx + e*(—csc?x) = e*(cotx — csc?x).
* Solution 2: using the formula from Question 12, Section 3.5,

f'(x) = &*(cotx—csc?x).
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S-11: We use the quotient rule.

Flx) = (cosx +tanx)(2cosx + 3sec’x) — (2sinx + 3tanx) (—sinx + sec’x)
(cosx + tanx)?
_ 2cos?x + 3cosxsec?x + 2cosxtanx + 3tanxsecx
N (cosx + tanx)?
2sin”x — 2sinxsec?x + 3sinxtanx — 3tanxsec? x
(cosx + tanx)?

_ 2+3secx+2 sinx — 2tanxsecx + 3sinxtanx

(cosx + tanx)?

S-12: We use the quotient rule.

Fx) = (5 secxtanx()e;)§5 secx+ 1)e*

B Ssecxtanx —S5secx— 1

ex

S-13: We use the product rule:

f(x) = (e +cotx) (30x° 4 cscxcotx) + (€ — csc?x) (5x° — cscx)

S-14: We don’t know how to differentiate this function as it is written, but an identity helps us.
Since sin (¥ — 6) = cos 6, we see f'(0) = J5{cos 0} = —sin(6).

S-15: We know the derivative of sinx, but not of sin(—x). So we re-write f(x) using identities:

f(x) = sin(—x) +cos(—x)
= —sinx 4+ cosx

f'(x) = —cosx —sinx

S-16: We apply the quotient rule.
cosO —sin@)(—sinO +cosO) — (cos O +sinO)(—sinO —cos O)
(cosO —sinH)?
_ (cos@—sin®)%+ (cosO +sinB)?
(cos @ —sin6)?

- <cos6—|—sin6)2

cosO —sin 6
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S-17: In order for f to be differentiable at x = 0, it must also be continuous at x = 0. This forces

Iim f(x) = lim f(x) = f(0 or lim cos(x) = lim (ax+b) =1
lim £(x) = lim f(x) = (0) lim cos(x) = lim (@x+)
or b = 1. In order for f to be differentiable at x = 0, we need the limit

L F(0+R)~ £(0)

h—0 h

to exist. This is the case if and only if the two one—sided limits
f(0+h)—£(0) cos(h) —cos(0)

i _
v h s h

and
fim LOFA)=SO) _p(ahtb)—cos(0)
h—0+ h h—0+ h

exist and are equal. Because cos(x) is differentiable at x = 0 we have

. cos(h)—cos(0) d
1 = —
Jim h cos(x)

So, weneeda=0and b = 1.

S-18: We compute the derivative of cos(x) 4 2x as being —sin(x) 4 2, which evaluated at x = 7
yields —1 42 = 1. Since we also compute cos(7/2) +2(mw/2) = 0+ 7, then the equation of the
tangent line is

y—n=1-(x—7/2).

S-19: This limit represents the derivative computed at x = 2015 of the function f(x) = cos(x). To
see this, simply use the definition of the derivative at a = 2015 with f(x) = cosx:

d . f(x) = f(a)
Gty =1 =S
d . cos(x)—cos(2015)
ax (o8} 015 B x—2015

Since the derivative of f(x) is —sin(x), its value at x = 2015 is exactly —sin(2015).

S-20: This limit represents the derivative computed at x = 7 /3 of the function f(x) = cosx. To
see this, simply use the definition of the derivative at a = 7/3 with f(x) = cosx:

d _ i &)= f(a)
G| =t 0=
d .. cos(x)—cos(m/3)
a{cosx} /3 _XEITB3 X — 7[/3
~ lim cos(x)—1/2

x—7r/3 X—TC/3
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Since the derivative of f(x) is —sinx, then its value at x = 7 /3 is exactly

—sin(n/3) = —/3/2.

S-21: This limit represents the derivative computed at x = 7 of the function f(x) = sin(x). To see
this, simply use the definition of the derivative at a = 7 with f(x) = sinx:

d _ . ) — f(a)
a{f(x)}‘a = lim =——"———

X—a

Q

sin(x) — sin(7)
x_

d
a{sinx}

Since the derivative of f(x) is cos(x), then its value at x = 7 is exactly
cos(m) = —1.

-22:

So, using the quotient rule,

cos@cos® —sinO(—sinB)  cos?O +sin” O
cos? 6 ~ cos?6

1 \2
= (cos@) — sec’ 0

d
E{tane} =

S-23: 1In order for the function f(x) to be continuous at x = 0, the left half formula ax + b and the

6
right half formula - oS must match up at x = 0. This forces
2 -+ sinx + cosx

Ax0+tb— 6¢0s0 g:>

2 +sin0+ cos0 -

In order for the derivative f’(x) to exist at x = 0, the limit lim must exist. In particular,

h—0
the timits fim 20 =FO g gy £ =F(0)
h—0~ h h—0t h

f(h) — f(0)
h
must exist and be equal to each other.

When & — 07, this means & < 0, so f(h) = ah+b = ah+2. So:

ORI

h0— h  hs0- h -0




6cosh

Similarly, when h — 0%, then 4 > 0, h) = . d
imilarly, when enh >0, so f(h) TFsinhtoosh
lim f(h)—f(©0) d 6cosx
h—0'+ h ~ dx | 2+sinx—+cosx J |,_g
_ —6sinx(2 4 sinx + cosx) —6cosx(cosx —sinx)
B (24 sinx+ cosx)? —0
Since the limits from the left and right must be equal, this forces
—65in0(2 + sin0 + cos0) — 6cos0(cos0 —sin0) —6 2
a = - = — g = ——
(24 sin0+ cos0)? (241)2 3

S-24: In order for f/(x) to exist, f(x) has to exist. We already know that tanx does not exist

whenever x = % + nx for any integer n. If we look a little deeper, since tanx = % the points

where tangent does not exist correspond exactly to the points where cosine is zero.

From its graph, tangent looks like a smooth curve over its domain, so we might guess that

everywhere tangent is defined, its derivative is defined. We can check this: f'(x) = sec?x = (L)2

COSXx
Indeed, wherever cosx is nonzero, f” exists.

So, f'(x) exists for all values of x except when x = £ + nr for some integer n.

S-25: The function is differentiable whenever x* +x — 6 # 0 since the derivative equals

10cos(x) - (x> +x—6) — 10sin(x) - (2x+ 1)

(x2+x—6)2 ’
which is well-defined unless x> +x —6 = 0. We solve x> +x—6 = (x—2)(x+3) = 0, and get
x =2 and x = —3. So, the function is differentiable for all real values x except for x = 2 and for
x=—-3.

S-26: The function is differentiable whenever sin(x) # 0 since the derivative equals

sin(x) - (2x+6) (—.cos)(;c) (x?46x+5) ’

which is well-defined unless sinx = 0. This happens when x is an integer multiple of 7. So, the
function is differentiable for all real values x except x = nx,, where n is any integer.

S-27: We compute the derivative of tan(x) as being sec?(x), which evaluated at x = Z yields 2.
Since we also compute tan(7/4) = 1, then the equation of the tangent line is

y—1=2-(x—m/4).
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S-28: We compute the derivative y' = cos(x) — sin(x) + ¢*, which evaluated at x = 0 yields

1 —0-+ 1= 2. Since we also compute y(0) =0+ 14 1 = 2, the equation of the tangent line is
y—2=2(x—0)

iey=2x+2.

S-29: We are asked to solve f’(x) = 0. That is, ¢*[sinx + cosx| = 0. Since ¢* is always positive,
that means we need to find all points where sinx + cosx = 0. That is, we need to find all values of x
where sinx = — cosx. Looking at the unit circle, we see this happens whenever x = %” + nx for any
integer n.

sin(3m/4) = —cos(37r/45\

sin(—m/4) = —cos(—m/4)

S-30: As usual, when dealing with the absolute value function, we can make things a little clearer
by splitting it up into two pieces.

x x=0
x| =

—x x<0

So,

sinx x=0 sinx x=0
—sinx x<0

sin |x| = =
d {sin(—x) x<0

where we used the identity sin(—x) = —sinx. From here, it’s easy to see /’(x) when x is anything
other than zero.

cosx x>0
d .
{sin ) = 2 x=0

—cosx x<0

To decide whether h(x) is differentiable at x = 0, we use the definition of the derivative. One word
of explanation: usually in the definition of the derivative, 4 is the tiny “change in x” that is going to
zero. Since h is the name of our function, we need another letter to stand for the tiny change in x,
the size of which is tending to zero. We chose 7.
h(t+0)—h(0
L h(+0) h(0)

t—0 t t—0 t

in |t
lim S0
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We consider the behaviour of this function to the left and right of ¢ = 0:

sinflf S p=0 | M 4>
P sin(—1) <0 sint 4 (9

t

. . - . sint .
Since we’re evaluating the limit as ¢ goes to zero, we need the fact that hrr(l) - = 1. We saw this in
11—

Section 3.5, but also we know enough now to evaluate it another way. Using the definition of the
derivative:

int in(z+0) —sin(0 d
lim S iy S0 H0) =in(0) ol o0 =1
t—0 ¢ t—0 t dx =0
int
At any rate, since we know lir% % =1, then:
t—
h(t+0)—h(0 int h(t+0)—h(0 —sint

fim AU =AO0) st AEEO) ZAO) s
t—0t t t—0t 1 t—0— t t—0— t

So, since the one-sided limits disagree,

L h(+0) = h(0)

t—0

= DNE

so h(x) is not differentiable at x = 0. Therefore,

W (x) =

cosx x>0
—cosx x<0

S-31: Statement 1 is false, since f (O) = 0. Statement iv cannot hold, since a function that is
differentiable is also continuous.

. . sinx .. .
Since lim —— =1 (we saw this in Section 4.2),

x—0+ X
. . sinx
lim f(x)= lim —
x—0+ x—0+ \/);
sinx
= lim /x——
x—>0+\[ X
=0-1=0

So f is continuous at x = 0, and so Statement ii does not hold. Now, let’s consider f’(x).

_ sinx _
i T =SO) e
x—0+ X x—0+ X




Therefore, using the definition of the derivative,

x—0 X

if it exists, but

L 1) = (0)

x—0 X

= DNE

since one of the one-sided limits does not exist. So f is continuous but not differentiable at x = 0.
The correct statement is iii.

S-32: Recall that lim Mr_ 1. In order to take advantage of this knowledge, we divide the

x—0 X
numerator and denominator by x> (because 5 is the power of sine in the denominator, and a
denominator that goes to zero generally makes a limit harder).

27

sinx 99
. 99
sinx?’ 4+ 2x7¢* . 0 +2e*
im — = lim —
x—0 sin” x x—0 sinx
X
. o . sinx?” |
Now the denominator goes to 1, which is nice, but we need to take care of the fraction =—in the
X
numerator. This fraction isn’t very familiar, but we know that, as x goes to zero, 227 also goes to
- 27
inx
zero, so that —-— goes to 1. Consequently,
X
.27
sinx 99
. 99 22 X
sinx?” 4+ 2x7¢* X 27 +2e Ox14+2xeéY
lim — = lim = = = =2
x—0 sin” x x—0 sinx 1
X
- -

Solutions to Exercises 4.3 — Jump to TABLE OF CONTENTS

S-1: (a) More urchins means less kelp, and fewer urchins means more kelp. This means kelp and
urchins are negatively correlated, so % <0.

If you aren’t sure why that is, we give a more detailed explanation here, using the definition of the
derivative. When £ is a positive number, U + A is greater than U, so K (U + h) is less than U, hence
K(U+h)—K(U) < 0. Therefore:

lim K(U+h)—K(U)  negative

= — < 0.
h—0+ h positive

Similarly, when 4 is negative, U + h is less than U, so K(U +h) — K(U) > 0, and

im K(U+h)—K(U) _ p0s1t1‘ve -0
h—0~ h negative
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Therefore:
dK ) K(U—l—h)—K(U)
— = lim
dU h—0 h

< 0.

(b) More otters means fewer urchins, and fewer otters means more urchins. So, otters and urchins
are negatively correlated: dg < 0.

(c) Using the chain rule, & a0 = 315 gg Parts (a) and (b) tell us both these derivatives are negative,

so their product is positive: gg > 0.

We can also see that % > 0 by thinking about the relationships as described. When the otter

population increases, the urchin population decreases, so the kelp population increases. That means
when the otter population increases, the kelp population also increases, so kelp and otters are
positively correlated. The chain rule is a formal version of this kind of reasoning.

S-2:
dA  dA dB dC dD -0
dE ~ dB dC dD dE

since we multiply three positive quantities and one negative.
-3: Applying the chain rule:

(cll—x{cos(5x+3)} = —sin(5x+3) - (?—X{S)c—l—3}
= —sin(5x+3)-5

-4: Using the chain rule,

Fw=3{@+2)’)
:5(x2+2)4-§7€{x2+2}
=5(x*+2)* . 2x
= 10x(x* +2)*

S-5: Using the chain rule,

d
T'(k) = o { (4 +26 +1) |
= 17(4k* + 26>+ 1)'¢. j—k{4k4 +2k°+1}
= 17(4k* 4 2k> 4+ 1)1 (16K° 4 4k)
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S-6: Using the chain rule:

d x2+1 x+1
dx x2—1 /2+1
2+1
X2+ dx
x—l

And now, the quotient rule:

- X2+1 ( 2 _ )
xr—1
+1 —1

T2 —1)\/ 1

S-7: If we let g(x) = " and (x) = cos(x?), then f(x) = g(h(x)), so f'(x)
/ _ cos(x? d )
7 = e S feos())

In order to evaluate %{cos (x?)}, we’ll need the chain rule again.

_ eCOS(-xz) . [— Sin( )] . (%C{ }

= s -sin(x?) - 2x
S-8: We use the chain rule, followed by the quotient rule:
, s X d X
704 (37g) { 18 }

_ x h(x xh'
~ 2 \ax)

i)
,(hz )hz) 21 (2
3

When x = 2:

(2)

2 2 x
22

1
—1 2x) — (x2 +1)2x
x2—1)2

=g/ (h(x)) -1 (x).
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S-9: Using the chain rule, followed by the product rule:

d e d
. {excos(x)} — e-‘“’”a {xcosx}

= [cosx — xsinx]e*<s()

S-10: Using the chain rule:

d ‘ 24 cosy d
a {exZ-i-cos(x)} — —&—(,os,xa {xZ + COS)C}
= [2x — sinx] e eos(x)

S-11: Using the chain rule, followed by the quotient rule:

d x—1 1 d {x—1
d_x{ X 2}: x—la{x+2}
vz
Vx+2 (x+2)—(x—1)

T 2vaol (x+2)?
3

IWr—IVx+2

S-12: First, we manipulate our function to make it easier to differentiate:

1) =4 (2 1)

. . 1 L . . N S
Now, we can use the power rule to differentiate —. This will be easier than differentiating — using
X

b
quotient rule, but if you prefer, quotient rule will also work.

F(x) = 26 4 52 - 1)—1/2.%{)(2_ 1

1
= -2+ §(x2_ 1)712(2x)

2 n X
x3 x2—1
The function f(x) is only defined when x # 0 and when x?> — 1 > 0. That is, when x is in

(—o0,—1] U [1,00). We have an added restriction on the domain of f’(x): x> — 1 must not be zero.
So, the domain of f’(x) is (—oo,—1) U (1,0).
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d
S-13: We use the quotient rule, noting that a{sin 5x} = 5cos5x:

(1+x?)(5cos5x) — (sin5x) (2x)

flx) = (112)

S-14: If we let g(x) = secx and h(x) = > "7, then f(x) = g(h(x)), so by the chain rule,
f'(x) =g'(h(x)) A (x). Since g’ (x) = secxtanx:

f'(x) =g (h(x)) -1 (x)
= sec(h(x))tan(h(x)) - H'(x)

62x+7) 62x+7) . i

& {62x+7}

= sec( tan(

Here, we need the chain rule again:

) d
— sec(ezx+7)tan(ezx+7) . 62x+7 . a{2)C_|_7}

— Sec(62x+7) tan(ezx”) . [62x+7 _2]

262x+7 2x+7) 2x+7 )

sec(e tan(e

S-15: It is possible to start in on this problem with the product rule and then the chain rule, but it’s

easier if we simplify first. Since tan’x 4 1 = sec®x = @, we see

C082X

f(x)

cos2 x

for all values of x for which cosx is nonzero. That is, f(x) = 1 for every x that is not an integer
multiple of /2 (and f(x) is not defined when x is an integer multiple of 7 /2). Therefore,

f'(x) = 0 for every x on which f exists, and in particular f'(7/4) = 0. Also, f(m/4) =1, so the
tangent line to f at x = /4 is the line with slope 0, passing through the point (7/4,1):

y=1

S-16: Velocity is the derivative of position with respect to time. So, the velocity of the particle is
given by s'(1). We need to find s'(), and determine when it is zero.

To differentiate, we us the chain rule.

3 d
1) = 718 &
s(t)=e py

=TT (32— 141+ 8)

(3 = 71> 4 81}
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To determine where this function is zero, we factor:
3 2
=" T (3t —2) (1 - 4)

. . 3 2 . 3 2
So, the velocity is zero when ¢/ ~7*" 8 = 0, when 3t —2 = 0, and when r — 4 = 0. Since ¢/~ 7" +¥
is never zero, this tells us that the velocity is zero precisely when t = % ort =4.

S-17: The slope of the tangent line is the derivative. If we let f(x) = tanx and g(x) = ¢, then
2
f(g(x)) =tan(e"), s0y" = f'(g(x)) - &' (x):
oo d 2
Y = sect(e”)- Lo
We find ourselves once more in need of the chain rule:

>d
= secz(exz) e a{xz}

2 2
=sec?(e" ) -e" -2x
Finally, we evaluate this derivative at the point x = 1:

Y (1) =sec?(e)-e-2

= 2esecle

S-18: Using the Product rule,

d
y = a{e4x}tanx+e4x sec’ x

and the chain rule:

- d
=™ d—x{4x} -tanx + e+ sec’ x

= 4™ tanx + ¥ sec? x

S-19: Using the quotient rule,
(3:2) (14 &™) — () - §{1 + )

f(x) =
8 ey
Now, the chain rule:

B (3x2) (1 +e*) — (x%)(3€%)

(14 e3x)?
So, when x = 1:
(1) = 3(1+e%) -3 3
(1+e)° (1+&)
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S-20: This requires us to apply the chain rule twice.

d sin”(x sin? (x d :
a{e 2()}26 ()-a{smz(x)}
= oS’ (%) (2sin(x)) - % sin(x)

= ¢S (25in(x)) - cos(x)

S-21: This requires us to apply the chain rule twice.

c(ii_x {sin(esx)} = cos <e5x> :
= cos(e>) (e

= cos(e™) (™) -

()

{51}

&=

N~— ~—r
i

S-22: We’ll use the chain rule twice.
d 2 2y d
cos(x*) | — ,cos(x7) . 2
{e } e {cos(x”)}
= o) (sin(1)) -S4}

= —eos(?) -sin(x?) - 2x

S-23: We start with the chain rule:
Y = —sin (@ + /32 1) - S —{? v
— —sin (P +Vx2+ 1) <2x+dx{\/m}>

and find ourselves in need of chain rule a second time:
:—sin(x2+\/3627+1)-<2x+2\/7 {7 +1}>
= —sin (P + /22 +1)- (2x+ 22_;“)

X

= (14x%)cos’x
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Using the product rule,

d
y = (2x) cos®>x + (1 +x2)a{coszx}

2 2

Here, we’ll need to use the chain rule. Remember cos”x = [cosx|*.

d
= 2xcos?x+ (1 +x%)2cosx- d—x{cosx}

= 2xcos?x + (1 +x%)2cosx- (—sinx)

= 2xcos®x —2(1 +x*) sinxcosx

S-25: We use the quotient rule, noting by the chain rule that g—x{e3x } =3¢

(1) 3% (2x)
Y= (1+x2)?
¥ (3x* —2x +3)
(14x%)2

S-26: By the chain rule,

L)y =n () 2
Using the product rules and the result above,
g (x) = 3x2h(x?) + X°H (x*)2x
Plugging in x = 2:

gd(2) =3(2H)n(2%) + 231 (2%)2 x 2
= 12h(4) + 32K (4) =12x2-32x2
= —40

S-27: Let f(x) = xe~®*=1)/2 = x¢(1=")/2_ Then, using the product rule,

/ _ (1=x%)/2 i (1-x%)/2
flx)=e +x dx{e }

Here, we need the chain rule:




There is no power of e that is equal to zero; so if the product above is zero, it must be that
1 —x2 = 0. This happens for x = +1. On the curve, whenx =1,y =1, and whenx = -1,y = —1.
So the points are (1,1) and (—1,—1).

S-28: The question asks when s'(¢) is negative. So, we start by differentiating. Using the chain rule:
1y d (1
/
t)=cos|— | -—<—
o= (;) 5}
1y —1
=cos|— ) -—
1) t?
Whent =1, % is between 0 and 1. Since cos 0 is positive for 0 < 0 < n/2,and ©/2 > 1, we see
that cos (%) is positive for the entire domain of s(z). Also, ;—21 is negative for the entire domain of
the function. We conclude that 5’ () is negative for the entire domain of s(z), so the particle is
always moving in the negative direction.

S-29: We present two solutions: one where we dive right in and use the quotient rule, and another
where we simplify first and use the product rule.

* Solution 1: We begin with the quotient rule:
£ = cos®(5x —7) L {e*} — e*$-{cos? (5x —7)}
= cos®(5x—7)
 cos?(Sx—T7)e" — " L {cos? (5x—7)}
B cos®(5x—7)

Now, we use the chain rule. Since cos?(5x —7) = [cos(5x — 7)]?, our “outside” function is
g(x) = x?, and our “inside” function is (x) = cos(5x—1).

B cos(5x —7)e" —e* -3cos?(5x —7) - g—x{cos(Sx —7)}

B cos6(5x—7)

We need the chain rule again!

B cos}(5x—7)e* —e* - 3cos?(5x —7) - [—sin(5x — 7) - &{5x — 7}]

cos®(5x—7)
~ cos®(5x—7)e" —e*-3cos?(5x—7) - [—sin(5x—7) - 5]
B cos®(5x—7)
We finish by simplifying:
_ e*cos?(5x—7) (cos(5x—7) + 15sin(5x— 7))
B cos®(5x—7)
_ ccos(5x—7) + 15sin(5x—7)
N cos*(5x—17)

= ¢*(sec®(5x—7) + 15tan(5x — 7) sec® (5x — 7))
= ¢“sec®(5x—7) (14 15tan(5x — 7))
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* Solution 2: We simplify to avoid the quotient rule:

ex

~ cos? (5x—17)
= e“sec’ (5x—7)

f(x)

Now we use the product rule to differentiate:
d
f'(x) = e“sec® (5x—7) + exa{sec3 (5x—7)}
Here, we’ll need the chain rule. Since sec?(5x —7) = [sec(5x —7)]3, our “outside” function
is g(x) = x> and our “inside” function is i(x) = sec(5x —7), so that
g(h(x)) = [sec(5x—17)]? = sec*(5x— 7).
d
= e“sec® (5x—7) 4+ e -3 sec?(5x—7) - a{sec(Sx -7)}

We need the chain rule again! Recall éi—x{secx} = secxtanux.

= ¢*sec®(5x—7) 4 €* -3 sec?(5x—7) - sec( ) tan( ) -

e
——
N~

= ¢"sec®(5x—7) 4 €* -3 sec?(5x—7) -sec(5x —7) tan(5x —7) -
We finish by simplifying:
= ¢"sec®(5x—7) (1 + 15tan(5x — 7))

S-30:

e Solution 1: In Example 4.1.11, we generalized the product rule to three factors:

j—x{f (X)g(x)h(x)} = f'(x)g(x)h(x) + £ (x)g' (x)h(x) + £ (x)g ()1 (x)

Using this rule:

d 2x d 2x d 2x 2x d
— 4 - — . 4 C— . 4 — 4
{(x) (¢™) (cos4x)} {x} e cosdx+x-— {e™} - cosdx + xe {cos4x}

= e* cosdx + x (2¢*) cos 4x + xe** (—4sin4x)

= e cosdx + 2xe* cosdx — 4xe* sindx

* Solution 2: We can use the product rule twice. In the first step, we split the function
xe* cos4x into the product of two functions.

i—x {(xe™) (cos4x)} = (Cll—x {xe*} - cosdx + xe* - :li—x {cos4x}

d d d
= (a {x}-e™ 4 x- o {ezx}) -cos 4x -+ xe™ - o {cosdx}
= (€™ +x(2€%)) - cos4x + xe™ (—4sin4x)

= e cosdx + 2xe* cosdx — 4xe** sindx
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S-31: Attime 7, the particle is at the point (x(),y(¢)), with x(r) = cost and y(r) = sinz. Over
time, the particle traces out a curve; let’s call that curve y = f(x). Then y(z) = f(x(t)), so the
slope of the curve at the point (x(z),y(r)) is f’(x(r)). You are to determine the values of 7 for
which f/(x(1)) = —1.

By the chain rule
Y(t)=f'(x(1)) (1)
Substituting in x(¢) = cost and y(¢) = sint gives
cost = f'(x(r)) - (—sint)

so that
, cost
x(t))=——
f ( ( )) sint
is —1 precisely when sin¢ = cost. This happens whenever = 7.
Remark: the path traced by the particle is a semicircle. You can think about the point on the unit

circle with angle t, or you can notice that x> + y?> = sin’¢ + cos?s = 1.

S-32: Let f(x) = "™ and g(x) = 1 +x. Then f(0) = g(0) = 1.
F(x) = (1+2x)e"™ and g’(x) = 1. When x > 0,
flix)=( —|—2x)e"+x2 > 1.6t =t S O = = g (x).

Since f(0) = g(0), and f'(x) > g’(x) for all x > 0, that means f and g start at the same place, but f
always grows faster. Therefore, f(x) > g(x) for all x > 0.

S-33: Since sin2x and 2 sinxcosx are the same function, they have the same derivative.

sin2x = 2sinxcosx
d d
= a{sian} = a{Zsinxcosx}

2¢0s2x = 2[cos® x — sin” x|

2 2

COS2x = cos“x —sin“x

We conclude cos 2x = cosx — sin” x, which is another common trig identity.

Remark: if we differentiate both sides of this equation, we get the original identity back.
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To begin the differentiation, we can choose our “outside” function to be g(x) = x%, and our “inside”
2
. Then f(x) = g(h(x)), so

vx3 —9tanx )
J'(x) = g'(h(x)) - W' (x) = é(h(x))‘éh’(x):

f/ (x) l ecec x> 3 i ecsc:)c2
3\ Vx3—9tanx dx | v/x3 —9tanx

2
vx3 —9tanx 3 e“c %
3 eCSsz Vx> —9tanx

This leads us to use the quotient rule:

1 <4 /3 — 9tanx> 3 Va3 — 9tanx§—x {ecscxz} — ecscng—x {\/x3 — 9tanx}
=3 | e )

(tan?x)(x3 —

function to be h(x) =

2
eCSCX

Let’s figure out those two derivatives on their own, then plug them in. Using the chain rule twice:

d {ecscxz} = ecscxzi—x {cscxz} — oo (—csc(x7)cot(x7)) - i—x{ }

dx
2
= —2xe"* cse(x?) cot(x?)
For the other derivative, we start with the product rule, then chain:

j—x{\/x3—9tanx} :g—x{\/x3—9}-tanx—|—\/x3—9seczx
2\/7dx{x —9} -tanx 4+ 4/ x3 —9sec’x

3x? tanx
= /x> —9sec’x
2v/x3 -9

Now, we plug these into our equation for f’(x):

, 1 {Vx3 = 9tanx 3 Va3 —9tanx3—x {ecscxz} eS¢ g—x {\/ tanx}
f (X) 3 oesex’ (tan2 )( )

2
1 (\/x3—9tanx>3
SET

2
ecscx

Va3 = 9tanx(—2x) e csc(x2) cot(x2) — e ( 3 ot =+ Vx3 —9sec x)
(tanx)(x3—9)

S-35:

(a) The table below gives us a number of points on our graph, and the times they occur.
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t (sint,cos?t)
0 (0,1)
wa | (L)
/2 (1,0)
sw/a| (h)
T (0,1)
5n/4 (—\L@,%)
3n/2 | (=1,0)
1m/4| ()
2 (0,1)

These points will repeat with a period of 27r. With this information, we have a pretty good idea of
the particle’s motion:

(0,1)

t=0,m,21

(~1.0) (10)

t=31/2 t=m/2

The particle traces out an arc, pointing down. It starts at 7 = 0 at the top part of the graph at (1,0),
then is moves to the right until it hits (1,0) at time 7 = 7r/2. From there it reverses direction and
moves along the curve to the left, hitting the top at time ¢ = 7 and reaching (—1,0) at time

t =37 /2. Then it returns to the top at = 27 and starts again.

So, it starts at the top of the curve, then moves back for forth along the length of the curve. If goes
right first, and repeats its cycle every 27 units of time.

(b) Let y = f(x) be the curve the particle traces in the xy-plane. Since x is a function of 7,

d 10 d
y(t) = f(x(z)). What we want to find is af when ¢t = (Tﬂ) Since af is a function of x, we

1 1 4
note that when ¢t = (%) , X = sin (%) = sin <?ﬂ:) = —?. So, the quantity we want to

find (the slope of the tangent line to the curve y = f(x) traced by the particle at the time

10 d 3
t = (Tn> is given by af (—%)
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Using the chain rule:

y(t) = f(x(t))

dy _ df dx
i {f( ())}_a @
df dy | dx

5 & & dr

Using y(t) = cos?t and x(¢) = sint:

d
Ef = (—2costsint) =+ (cost) = —2sint = —2x
So, when t = 10_7r and x = —73,
af (—v3\ . =3
i (T) =25 =Va

Remark: The standard way to write this problem is to omit the notation f(x), and let the variable y
stand for two functions. When ¢ is the variable, y(¢) = cos?t gives the y-coordinate of the particle at
time 7. When x is the variable, y(x) gives the y-coordinate of the particle given its position along the
x-axis. This is an abuse of notation, because if we write y(1), it is not clear whether we are referring
to the y-coordinate of the particle when ¢ = 1 (in this case, y = cosz(l) ~ (.3), or the y-coordinate
of the particle when x = 1 (in this case, looking at our table of values, y = 0). Although this notation
is not strictly “correct,” it is very commonly used. So, you might see a solution that looks like this:

d d
The slope of the curve is ay To find ay we use the chain rule:

b_d& &

dt  dx dr
%{coszt} = %-%{sint}
—2costsint = %-cost

j—i: —2sint

107
So, whent = =

j_z = —2sin (IOT”) =2 (—?) =/3.

In this case, it is up to the reader to understand when y is used as a function of ¢, and when it is used
as a function of x. This notation (using y to be two functions, y(¢) and y(x)) is actually the accepted
standard, so you should be able to understand it.
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S-36: (a) Using the chain rule for f(x):

(@) = (1+20)e

(x)=(1+2x)(1+ 2x)ex+"2 + (2)6’“”2 = (4% +4x+ 3)ex+x2
B (x)=1+3x

h”(.x) —

®) f(0) =h(0) =1 f'(0) =K (0)=1; f"(0)=h"(0) =3

(c) f and h “start at the same place,” since f(0) = h(0). If it were clear that f’(x) were greater than
n (x) for x > 0, then we would know that f grows faster than %, so we could conclude that

f(x) > h(x), as desired. Unfortunately, it is not obvious whether (1 + 2x) e+ is always greater
than 1 + 3x for positive x. So, we look to the second derivative. f'(0) = #'(0), and

F"(x) = (452 +4x +3)e"™ > 3¢ > 3 = 1 (x) when x > 0. Since f(0) = //(0), and since f’
grows faster than A’ for positive x, we conclude f’(x) > A’ (x) for all positive x. Now we can
conclude that (since f(0) = 1(0) and f grows faster than 7 when x > 0) also f(x) > h(x) for all
positive x.

&> <&

Solutions to Exercises 4.4 — Jump to TABLE OF CONTENTS

-1: We are given that one speaker produces 3dB. So if P is the power of one speaker,

P

So, for ten speakers:

=3+10(1 13dB

and for one hundred speakers:

P
V(100P) = 1010g10( ) = 10log,, <§> + 10log,, (100)

[S—
|| ‘o

=3+10(2)

S-2: The investment doubles when it hits $2000. So, we find the value of 7 that gives A () = 2000:

2000 = A(t)
2000 = 1000¢'/20
2 — 61/20
t
log2 =
%<7 20
20log2 =t
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S-3: From our logarithm rules, we know that when y is positive, log (y?) = 2logy. However, the
expression cosx does not always take on positive values, so (a) is not correct. (For instance, when
x = 7, log(cos?x) = log(cos® &) = log ((—1)?) = log(1) = 0, while 2log(cos ) = 2log(—1),
which does not exist.)

Because cos® x is never negative, we notice that cos?x = |cosx|?>. When cosx is nonzero, |cosx]| is

positive, so our logarithm rules tell us log (| cosx|*) = 2log|cosx|. When cosx is exactly zero, then
both log(cos?x) and 2log |cosx| do not exist. So, log(cos?x) = 2log|cosx|.

S-4:
1

d 1
* Solution 1: Using the chain rule, — {log(10x)} = — - 10 = —.
olution sing the chain rule, dx{ og(10x)} 0 ;

d d I 1

* Solution 2: Simplifying, o {log(10x)} = o {log(10) +1logx} =0+ M
S-5:

Solution 1: Using the chain rule, & {log(x*)} Lo=2

* Solu : ule, — X)p=—-2x=-.

8 dx V% x? x

2
* Solution 2: Simplifying, j—x{log(xz)} = g—x{Zlog(x)} =

S-6: Don’t be fooled by a common mistake: log(x? + x) is not the same as log(x?) + logx.

2x+1
2 1) = .
(x+ ) X2 +x

. : . : d 2
We differentiate using the chain rule: o {log(x*+x)} = e

-7: We know the derivative of the natural logarithm (base ¢), so we use the base-change formula:

logx
f(X) - loglox_ 1 glo
Since log 10 is a constant:
1
() —
() = xlog10°

S-8:
* Solution 1: Using the quotient rule,

1 —(logx)-3x*  x*—3x’logx  1—3logx

X6 a X6 X4

1
/ X

y:

« Solution 2: Using the product rule with y = logx - x>,

1
y = =x3 4+ logx- (=3)x* =x"*(1—3logx)
x
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S-9: Using the chain rule,

d 1

il . :

0 og(secO) = — (secO-tanB)
= tan 0

Remark: the domain of the function log(sec 0) is those values of 6 for which sec 0 is positive: so,
the intervals ((2n— 1) 7, (2n+ %) ) where n is any integer. Certainly the tangent function has a
larger domain than this, but outside the domain of log(sec 6), tan 0 is not the derivative of
log(sec®).

S-10: Let’s start in with the chain rule.
s d
F(x) = €02 . — feos (logx)}
dx
We’ll need the chain rule again:
_ ecos(logx) (_ sin( )) .

= <1029 (_gin(logx)) -

“i-gle

—e¢0s(10g%) i (Jog x)

X

Remark: Although we have a logarithm in the exponent, we can’t cancel. The expression ¢cos(logx)
is not the same as the expression x“°*¥, or cos x.

-11:
=log(x* +4/x*+1)

So, we’ll need the chain rule:
;s VA
xX24+Vxr+1
e+ S {Var 1
x24+Vxt+1

We need the chain rule again:

dx{x +1}
2 + Y

SV

2x+ 2\/x4+
x2 + vVt +1
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S-12: This requires us to apply the chain rule twice.

d 1 d
— —log(cosx) p = -—{—log(cosx
G rosteosn | = 5t T oneon)
B 1 Ldy
24/ —log(cosx) dx
1 1
=— : - (—sinx)
24/—log(cosx) cosx
tanx

24/—log(cosx)

Remark: it looks strange to see a negative sign in the argument of a square root. Since the cosine
function always gives values that are at most 1, log(cosx) is always negative or zero over its
domain. So, 4/log(cosx) is only defined for the points where cosx = 1 (and so log(cosx) = O-this
isn’t a very interesting function! In contrast, —log(cosx) is always positive or zero over its domain —
and therefore we can always take its square root.

S-13: Under the chain rule, $-log f(x) = ﬁf’ (x). So

e floeer v} = o Gl

dx x—|—\/ dx

2x
Y O
x—i—\/x2+4 ( 2\/x2—|—4>
1 <2\/x2+4+2x>

x+vV2+4 2Vl +4
1
Vx? 44

S-14: Using the chain rule,

41”1 V/1+ 2%
ex2+\/1—|—x4
_2xex +2\/r 4/1+x4
VT4 \ VT4

2xe" /1 + X% +2:3
1+ A+ 1+
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S-15: Using logarithm rules makes this an easier problem:

g(x) =log(2x—1) —log(2x+1)

2 2
S0, &) =3 15
2 2 4
and gl(l) :T—gzg
S-16: We begin by simplifying:
fx) =log { \[“a= 7
(2 +5)3\"?
=1
°8 < 4410 )
1 2 45)3
= log ((;‘11()) )
1
=3 [log ((x* +5)%) —log(x* +10)]
1
= [3log ((x* +5)) —log(x* +10)]

Now, we differentiate using the chain rule:

1 2x 453
/
=_ 1|3 -
filx) =3 245 2+10
- 3x B 253
X245 ¥4 +10

Remark: it is a common mistake to write log(x? +4) as log(x?) +log(4). These expressions are
not equivalent!

S-17: We use the chain rule twice, followed by the product rule:

£ = s s ()
| , d
= m -g'(xh(x)) . [h(x) —i—xh'(x)]

367



In particular, when x = 2:

1= oy ¢ CH2) D)+ 2#(2)
‘g;((:)) [2+2x3] =%[242x3]
40
3

d d
S-18: In the text, we saw that o {a*} = a*loga for any constant a. So, o {n*} = n*logm.

d
By the power rule, o (x"} = mx™ L

Therefore, g’(x) = n¥log 7w + mx™ 1.

Remark: we had to use two different rules for the two different terms in g(x). Although the
functions 7 and x™ look superficially the same, they behave differently, as do their derivatives. A
function of the form (constant)” is an exponential function and not eligible for the power rule,

while a function of the form x€ONStNL jg exactly the class of function the power rule applies to.

S-19: We have the power rule to tell us the derivative of functions of the form x", where n is a
constant. However, here our exponent is not a constant. Similarly, in this section we learned the
derivative of functions of the form a*, where a is a constant, but again, our base is not a constant!

d
Although the result £ax = a*loga is not what we need, the method used to differentiate a* will tell

us the derivative of x*.
We’ll set g(x) = log(x*), because now we can use logarithm rules to simplify:
g(x) =log(f(x)) = xlogx

Now, we can use the product rule to differentiate the right side, and the chain rule to differentiate

log(f(x)):

, fi(x 1
gx)= =logx+x— =logx+1
W= x

Finally, we solve for f/(x):

£/(x) = F(x)(logx+1) = x*(logx + 1)

d
S-20: In Question 19, we saw o {x*} = x"(logx+ 1). Using the base-change formula,
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1
log;o(x) = 28 Since log is a constant,

log10°
d logx
/ [—
Fx) = dx{xurlogm}

=x"(logx+1) +

xlog 10

S-21: Rather than set in with a terrible chain rule problem, we’ll use logarithmic differentiation.
Instead of differentiating f(x), we differentiate a new function log( f(x)), after simplifying.

(4 12)(x* —x% +2)

log(f(x)) = logi/ 3
_ llog((x4+12)(x4—x2—l—2))

4 x3

1
=7 (log(x4 +12) +log(x* —x* +2) — 3logx)

Now that we’ve simplified, we can efficiently differentiate both sides. It is important to remember
that we aren’t differentiating f(x) directly—we’re differentiating log(f(x)).

fx) 1 47 40 —2x 3
flx) 4\t +12 #—-x2+2 x
Our final step is to solve for f’(x):
1/ 43 403 —2x 3
/ _ - _ =
F) = oy (x4—|—12+x4—x2+2 x)
1 i/(x4—{—12)(x4—x2+2) <4x3 4x® —2x 3)
T4

x3

x4—|—12+x4—x2—|-2_x

It was possible to differentiate this function without logarithms, but the logarithms make it more
efficient.

S-22: It’s possible to do this using the product rule a number of times, but it’s easier to use
logarithmic differentiation. Set

g(x) =log(f(x)) = log [ (x+ 1) (¥ + 1)2(x* + 13 (¢ + 1)* (2 +1)7]
Now we can use logarithm rules to change g(x) into a form that is friendlier to differentiate:

=log(x+ 1) +log(x* +1)% +log(x* +1)° +log(x* +1)* +log(x® +1)°
= log(x+1) 4+ 2log(x* + 1) +3log(x* +1) +4log(x* + 1) + 5log(x’ + 1)
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Now, we differentiate g(x) using the chain rule:

f'(x) 1 4x 9x? 16x>  25x*

/ pr— pr—
LAt s ey e Sy S By S Sy S B

Finally, we solve for f(x):

1 4x Ox? l6x*  25x*
fl(x):f(x){x+1+x2+1+x3+1+x4—|—1+x5+1}
=@+ DE+ D)@+ 1)+ D) +1)°

{ [ 9x? N 16x3+25x41
x+1 0 2+1 B+ A1 S+

S-23: We could do this with quotient and product rules, but it would be pretty painful. Insteady,
let’s use a logarithm.

o= (555555 (o) = (3es) (aem)
x> 4+2x+3 1
log(f(x)) = log {(3x4+4x3 +5) (2(x+1))]

o 242x+3 Lo 1
— O Gd a5 ) T 2k

= log (x* +2x+3) —log (3x* +4x> +5) —log(x + 1) —log(2)

Now we have a function that we can differentiate more cleanly than our original function.

((;—x {log(f(x))} = i—x {log (x2 +2x+3) —log (3x4 + 4x° +5) —log (x+1) —log(2)}
f'(x) 2x+2 1223 + 122 1

F(x) 242043 3145 +5 x+1
2(x+1) 12x*(x+1) 1

T 24 2%4+3 3P +4545 x+1

Finally, we solve for f(x):

. 2(x+1) 12x%(x+1) 1
f1(x) = f(x) (x2+2x+3 3443 +5 _x+1)

[ P +2x+3 1 2 +1)  12(x41) 1
S84 +5)) \2(x+1) ) \ a2+ 2x+3 3 +43+5 x+1

x*+2x+3 1 6> 1
3 +43+5 )\ 2+ 2x+3 3t 443+5 2(x+1)2

370



S-24: Since f(x) has the form of a function raised to a functional power, we will use logarithmic
differentiation.

log(f(x)) =log ((cosx)smx> = sinx-log(cosx)
Logarithm rules allowed us to simplify. Now, we differentiate both sides of this equation:

/ s
Fo) _ (cosx)log(cosx) + sinx- e

f(x) COSX

= (cosx)log(cosx) — sinxtanx

Finally, we solve for f/(x):

f'(x) = f(x) [(cosx)log(cosx) — sinxtanx]

= (cosx)*"* [(cosx) log(cosx) — sinxtan x|

Remark: negative numbers behave in a complicated manner when they are the base of an
exponential expression. For example, the expression (—1)* is defined when x is the reciprocal of an
odd number (like x = z or x = %), but not when x is the reciprocal of an even number (like x = %).
Since the domain of f(x) was restricted to (0,%), cosx is always positive, and we avoid these
complications.

[

~—

S-25: Since f(x) has the form of a function raised to a functional power, we will use logarithmic
differentiation. We take the logarithm of the function, and make use of logarithm rules:

log ((tanx)*) = xlog(tanx)

Now, we can differentiate:

d X 2
& {(tanx)*} sec’x
& - =1 t .
(tanx)* og(tanx) +x tanx
X
= log(t _
og( anx) + sinxcosx

d
Finally, we solve for the derivative we want, a{ (tanx)*}:

%{(tanx)x} = (tanx)* <log(tanx) + L)

Sinxcosx

Remark: the restricted domain (O, T/ 2) ensures that tanx is a positive number, so we avoid the
problems that arise by raising a negative number to a variety of powers.

S-26: We use logarithmic differentiation.

log f(x) = log(x* +1) - (x* +1)
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We differentiate both sides to obtain:

fllx) _d 0o (x2 (2

o) = logl@ + D) (1)}
:x2+1(x2+1)—|—2xlog(x2—|—1)
= 2x(14log(x* +1))

Now, we solve for f/(x):

f'(x) = f(x)-2x(1 +log(x* + 1))
= (2 + 1) 2x(1 + log(¥2 + 1))

S-27: We use logarithmic differentiation: we modify our function to consider

log f(x) = log(x* + 1) -sinx
We differentiate using the product and chain rules:

f'(x)
f(x)

2xsinx
x2+1

d
= {log(x*+1) -sinx} = cosx-log(x* + 1) +

Finally, we solve for f(x)

7109 = 109+ (cosxlog?-+1) + 550

; 2xsinx
— (2 2
=(x"+ 1)51“(") - <cosx-10g(x +1)+ 211 )

S-28: We differentiate using the chain rule.

10x

d
—{log(5x*—12)} = ——

Using the quotient rule:

2
%{log(sz —12)} = j—x {szl(ixlz}
(5x* —12)(10) — 10x(10x)
(5x% —12)?
—10(5x* +12)
T (a2 —12)2
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Using the quotient rule one last time:

& fog(50 1)) = & {194 12))

de | (5x2—-12)2
(5x% —12)%(—10) (10x) + 10(5x> + 12)(2) (52> — 12) (10x)
B (5x2— 12)*
(5x% —12)(—100x) + (200x) (5x* + 12)
- (5x2—12)3
100x(—5x% + 12+ 10x? +24)
- (5x2— 12)3
100x(5x% + 36)
T2 12)3

S-29: We use logarithmic differentiation; so we modify our function to consider

log f(x) = log(x) - cos® (x)

Differentiating, we find:

f'(x)
f(x)

Finally, we solve for f/(x):

cos? (x)

= 5 ll0g(0) -<05* (1)} = 3c05* (1) (~sin(x)) -log () +

fl(x)=f(x)- (—3 cos?(x) sin(x) log(x) +

= 5o '(). (—3 cos? (x) sin(x) log (x) + M)

Remark: negative numbers behave in a complicated manner when they are the base of an

exponential expression. For example, the expression (—1)* is defined when x is the reciprocal of an

odd number (like x = % orx = %), but not when x is the reciprocal of an even number (like x = %).

Since the domain of f(x) was restricted so that x is always positive, we avoid these complications.

S-30: We use logarithmic differentiation. So, we modify our function and consider

log f(x) = (x* —3) -log(3 4 sin(x)).
We differentiate:

f'(x)
f(x)

— fia {(x*—3)-log(3+sin(x))}

cos(x)

= 2xlog(3 +sin(x)) + (= 3) 32 s
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Finally, we solve for f/(x):

(x2 —3)cos(x) }

£x) = £(x) - [2xlog(3 Hsin) +

= (3+4sin(x))" 3. {2xlog(3 +sin(x)) + (2 -3) cos(x)}

3+ sin(x)

S-31: We will use logarithmic differentiation. First, we take the logarithm of our function, so we
can use logarithm rules.

tog ([£(0)])) = g(x)log(f(x)

Now, we differentiate. On the left side we use the chain rule, and on the right side we use product

and chain rules.
g (o ()

éi—x{[f( )5}
CF@Ee

Finally, we solve for the derivative of our original function.

$o 7'
i WP = [ (g0t 0+ 75 )

&=

{g(x)log(f(x))}

— ¢'()log((x)) +g(x) - L)

f(x)

Remark: in this section, we have differentiated problems of this type several times—for example,
Questions 24 through 30.

S-32: Let g(x) :=log(f(x)). Notice g'(x) = J;((;)).

In order to show that the two curves have horizontal tangent lines at the same values of x, we will
show two things: first, that if f(x) has a horizontal tangent line at some value of x, then also g(x)
has a horizontal tangent line at that value of x. Second, we will show that if g(x) has a horizontal

tangent line at some value of x, then also f(x) has a horizontal tangent line at that value of x.

Suppose f(x) has a horizontal tangent line where x = x for some point x(. This means f(xp) = 0.

Then g’ (x0) = '];((;C;’)). Since f(xp) # 0, % = % = 0, so g(x) also has a horizontal tangent line

when x = xg. This shows that whenever f has a horizontal tangent line, g has one too.

Now suppose g(x) has a horizontal tangent line where x = x for some point x¢. This means

g (x0) = 0. Then g’(x) = J}((XO)) 0, so f"(xp) exists and is equal to zero. Therefore, f(x) also has
a horizontal tangent line when x = xj. This shows that whenever g has a horizontal tangent line, f

has one too.

Remark: if we were not told that f(x) gives only positive numbers, it would not necessarily be true
that f(x) and log(f(x)) have horizontal tangent lines at the same values of x. If f(x) had a
horizontal tangent line at an x-value where f(x) were negative, then log(f(x)) would not exist
there, let alone have a horizontal tangent line.
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&> <&

Solutions to Exercises 4.5 — Jump to TABLE OF CONTENTS

S-1: We use the power rule (a) and the chain rule (b): the power rule tells us to “bring down the 27,
and the chain rule tells us to multiply by y’.

There is no need for the quotient rule here, as there are no quotients. Exponential functions have the

form (constant)funcuon, but our function has the form (function)conStant, so we did not use (d).

S-2: At (0,4) and (0,—4), the curve looks to be horizontal, if you zoom in: a tangent line here

would have derivative zero. At the origin, the curve looks like its tangent line is vertical, so ay does

not exist.

S-3: (a) No. A function must pass the vertical line test: one input cannot result in two (or more)
outputs. Since one value of x sometimes corresponds to two values of y (for example, when
x=m/4,yis £1/+/2), there is no function f(x) so that y = f(x) captures every point on the circle.

Remark: y = ++v/1 —x2 does capture every point on the unit circle. However, since one input x
sometimes results in two outputs y, this expression is not a function.

(b) No, for the same reasons as (a). If f'(x) is a function, then it can give at most one slope
corresponding to one value of x. Since one value of x can correspond to two points on the circle
with different slopes, f’(x) cannot give the slope of every point on the circle. For example, fix any
0 < a < 1. There are two points on the circle with x-coordinate equal to a. At the upper one, the
slope is strictly negative. At the lower one, the slope is strictly positive.
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(c) We differentiate:

dy
2x+2y—==0
X+ ydx
d
and solve for &
dy x
dx

But there is a y in the right-hand side of this equation, and it’s not clear how to get it out. Our
answer in (b) tells us that, actually, we can’t get it out, if we want the right-hand side to be a
function of x. The derivative cannot be expressed as a function of x, because one value of x
corresponds to multiple points on the circle.

Remark: since y = ++/1 —x2, we could try writing

d
v x| x

dx y V1—x2

but this is not a function of x. Again, in a function, one input leads to at most one output, but here
one value of x will usually lead to two values of %'

d 11 11
S-4: The derivative ay is T only at the point (1,3): it is not constantly T so it is wrong to
11 2
differentiate the constant T to find 532) Below is a correct solution.
—28x+2y+2xy +2yy =0
Plugginginx =1,y =3:
—284+6+2y +6y =0

,_n

4

y = at the point (1,3)

Differentiating the equation —28x + 2y + 2xy’ + 2yy’ = 0:
=28 +2y' + 2y +2xy" +2y'y + 20" =0

4y’ + 2()/)2 +2xy" +2yy" =28

11
At the point (1,3),y = e Plugging in:

11 11\2 , )
4l ) T2l ) 2y +203)y" =28
, 15

y:6_4
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S-5: Remember that y is a function of x. We begin with implicit differentiation.

xy+et+e =1
d d
Y+xay+e"+eyay=0
Now, we solve for Q
d d
L S
d
(xte) g =—(e+y)
dy e +y
dx e +x

S-6: Differentiate both sides of the equation with respect to x:

dy dy 2
— =x-2y—= 1
e X ydx+y+

Now, get the derivative on one side and solve

e’

vy dy

— _2xy— =y*+1

edx xydx v+

d

ay(ey—ny)ZyzH
dy v 41
dx e —2xy

S-7:
* First we find the x-coordinates where y = 1.
2tan (g) +2xlog(1) = 16

2 14+2x-0=16
¥ =16

So x = +4.
¢ Now we use implicit differentiation to get y’ in terms of x, y:
x*tan(my/4) 4 2xlog(y) = 16
2xtan(my/4) +x2§ sec’(my/4) -y +2log(y) + % -y =0.
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+ Now sety = 1 and use tan(7t/4) = 1,sec(7/4) = /2 to get

2xtan(m/4) +x2§ sec’(m/4)y 4+ 2log(1) +2x-y =0

T
2x+ Exzy'—i—2xy':0
i 2x 4
YT T2 mxt4

4 1
° S t 5 - 4,1 h /:— = —
oat (x,y) = (4,1) we have y yr— e
1
 and at (x,y) = (—4,1) we have y/ = —

x>+ x+y = sin(xy)

We differentiate implicitly. For ease of notation, we write y for &y

2x+1+y" = cos(xy) (y +xy')
We’re interested in y”, so we implicitly differentiate again.
2+y" = —sin(xy) (y + /) + cos () (2 + ")
We want to know what y” is when x = y = 0. Plugging these in yields the following:
24+y" =2y
So, we need to know what y’ is when x = y = 0. We can get this from the equation
2x+ 14y = cos(xy)(y+xy'), which becomes 1 +y" = 0 when x = y = 0. So, at the origin,

y' = —1, and

2+y"=2(-1)
y// — _4

Remark: a common mistake is to stop at the equation 2x + 1 +y = cos(xy) (y +xy’), plug in

d
x=y=0, findy = —1, and decide y" = d_x{_l} = 0. This is due to a slight sloppiness in the

d
usual notation. When we wrote y' = 1, what we meant is that at the point (0,0), ay = —1. More
d
properly written: el = —1. This is not the same as saying y' = 1 everywhere (in which

x=0, y=0
case, indeed, y” would be 0 everywhere).
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S-9: Differentiate the equation and solve:

d d
3x? —i—4y3ay = —sin(x> +y)- <2x+ ay)

dy  2xsin(x*4y) +3x°

dv 43 +sin(x2+y)

S-10:
* First we find the x-coordinates where y = 0.
x?e" 4 4xcos(0) =5
P +dx—5=0
(x+35)(x—1)=0
Sox=1,-5.

» Now we use implicit differentiation to get y’ in terms of x, y:

x?e” +4xcos(y) differentiate both sides

=5
x%-e¥ -y +2xe’ + 4x(—sin -y +4cos(y) =0
y y)):y y

* Now sety = 0 to get

x?- €%y +2xe” +4x(—sin(0)) -y +4cos(0) =0
Py +2x+4=0

, 44 2x
y == 2

X

* Soat (x,y) = (1,0) we have y) = —6,

5
25"

and at (x,y) = (—5,0) we have y/ =

S-11: We use implicit differentiation, twice.

2x+2yy =0
y// _ (yl)z +1
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X
So, we need an expression for y'. We use the equation 2x + 2yy’ = 0 to conclude y = —~:
y

. 2
. (7) +1

S-12: Differentiate the equation and solve:
d d
2x+ Zyd—fc =cos(x+y)- (1 + ay)
dy cos(x+y)—2x
dx  2y—cos(x+y)

S-13:
* First we find the x-coordinates where y = 0.
x?cos(0) +2xe =8
¥ 4+2x—8=0
(x+4)(x—2)=0
Sox=2,—4.
» Now we use implicit differentiation to get y’ in terms of x, y:

x%cos(y) +2xe¥ =8 differentiate both sides
x? - (—siny) -y +2xcosy 4 2xe’ -y +2¢" =0

* Now sety = 0 to get

x>+ (—sin0) -y + 2xcos0 + 2xe’ -y +2¢° = 0
0+2x+2xy' +2=0

p 24 2x 1 +x
y:— = —

2x X

= _ 3
Soat (x,y) = (2,0) we have y' = —3,

— __3
and at (x,y) = (—4,0) we have y = —3.
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d
S-14: The question asks at which points on the ellipse d—z = 1. So, we begin by differentiating,
implicitly:

d
m+@£:0

d d
We could solve for ay at this point, but it’s not necessary. We want to know when d._z is equal to one:

2x+6y(1)
x

3y

d
That is, d_fc = 1 at those points along the ellipse where x = —3y. We plug this into the equation of
the ellipse to find the coordinates of these points.

(—3y)*+3% =1

12y =1
_ I 1
Y V12 23

So, the points along the ellipse where the tangent line is parallel to the line y = x occur when

—1 —/3 1

= andx——3 , and when y = —— and x = —3y. That is, the points | ——,—— ] and

y y y 23 Y. p ( > 2\/§)
[
2

S-15: First, we differentiate implicitly with respect to x.

ﬁ:xzy—z
L) = @y + 22
X X x-—=
2./xy Cdx 4 Y dx
y+x— »dy
=2
2./Xy xy—i—xdx

d
Now, we plug in x = 1, y = 4, and solve for ay:

d
g g W
4 dx
dy__28
dx 3
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S-16: Implicitly differentiating x?y(x)? + xsin(y(x)) = 4 with respect to x gives
2xy2 + 2x2yy' +siny 4+ xy' cosy =0
Then we gather the terms containing y’ on one side, so we can solve for y':

2x2yy' +xy' cosy = —2xy2 —siny
' (2x%y 4+ xcosy) = —2xy? —siny
) 2xy? 4 siny
2x%y + xcosy

S-17:
f(x) =xlogx—x
1
f(x) =logx+x--—1
x
= logx
f”(.x) — l
x
S-18:

* First we find the x-ordinates where y = 0.

Sox=2,-2.

« Now we use implicit differentiation to get y’ in terms of x, y:

dy

dy
2 1)e'—= +¢” 0
x+ (y+ )edx—l—edx
* Now sety = 0 to get
dy dy
26+ (04+ 1)’ = + 2= =0
x+ (0+ )edx+edx
dy dy
U+ —4+-—==0
SRR
dy
2x=—-2—
T T
_ Wy
C dx
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* Soat (x,y) = (2,0) we have y/ = -2,
e and at (x,y) = (—2,0) we have y' = 2.

S-19: The slope of the tangent line is, of course, given by the derivative, so let’s start by finding S—)y(
of both shapes.

For the circle, we differentiate implicitly

d
2x+2yay =0

dy
d solve for -2
and solve 10r dx

For the ellipse, we also differentiate implicitly:

d
m+@£=o

dy
d solve for -2
and solve 10r dx

dy x

dr 3y
What we want is a value of x where both derivatives are equal. However, they might have different
values of y, so let’s let y; be the y-values associated with x on the circle, and let y, be the y-values

associated with x on the ellipse. That is, x> + y% =1 and x> + Sy% = 1. For the slopes at (x,y;) on
the circle and (x,y;) on the ellipse to be equal, we need:

X X

yi 3

1 1
x(———)=0
(Y1 3y2)

So x =0 or y; = 3y,. Let’s think about which x-values will have a y-coordinate of the circle be
three times as large as a y-coordinate of the ellipse. If y; = 3y, (x,y1) is on the circle, and (x,y,) is
on the ellipse, then x? —i—y% = x>+ (3y2)2 =1and x> + 3y% = 1. In this case:

493 =" +3y3

9y = 3y3
=0
x=+1

We need to be a tiny bit careful here: when y = 0, y is not defined for either curve. For both curves,
when y = 0, the tangent lines are vertical (and so have no real-valued slope!). Two vertical lines are
indeed parallel.

So, for x = 0 and for x = %1, the two curves have parallel tangent lines.
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S-20:
(a) We differentiate implicitly.

y(x) +y(x)® = 10x
327y (x) 4%y (x) +3y(x)%y' (x) = 10

Subbing in x =1 and y(1) = 2 gives

(3)(1)()+ (1Y (1) + (3)A) (1) = 10
13y/(1) =4
Y=

4
(b) From part (a), the slope of the curve atx =1, y =2 is e so the curve is increasing, but fairly

slowly. The angle of the tangent line is tan™! (75) ~ 17°. We are also told that y"(1) < 0. So
the slope of the curve is decreasing as x passes through 1. That is, the line is more steeply
increasing to the left of x = 1, and its slope is decreasing (getting less sleep, then possibly the
slope even becomes negative) as we move past x = 1.

Y t t
9 7< angen
curve

L o &

No exercises for Section 4.6. — Jump to TABLE OF CONTENTS
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Solutions to Exercises 4.7 — Jump to TABLE OF CONTENTS

S-1: (a) We can plug any number into the cosine function, and it will return a number in [—1,1].
The domain of arcsinx is [—1, 1], so any number we plug into cosine will give us a valid number to
plug into arcsine. So, the domain of f(x) is all real numbers.

(b) We can plug any number into the cosine function, and it will return a number in [—1,1]. The
domain of arccscx is (—oo, —1] U [1,00), so in order to have a valid number to plug into arccosecant,
we need cosx = +1. That is, the domain of g(x) is all values x = nx for some integer .

(c) The domain of arccosine is [—1, 1]. The domain of sine is all real numbers, so no matter what
number arccosine spits out, we can safely plug it into sine. So, the domain of A(x) is [—1,1].

S-2: False: cost = 1 for infinitely many values of #; arccosine gives only the single value t = 0 for
which cos? = 1 and 0 < ¢ < 7. The particle does not start moving until = 10, so ¢t = 0 is not in the
domain of the function describing its motion.

The particle will have height 1 at time 27n, for any integer n > 2.

S-3: First, we restrict the domain of f to force it to be one—to—one. There are many intervals we

could choose over which f is one—to—one, but the question asks us to contain x = 0 and be as large
as possible; this leaves us with the following restricted function:

The inverse of a function swaps the role of the input and output; so if the graph of y = f(x) contains
the point (a,b), then the graph of ¥ = f~!(X) contains the point (b,a). That is, the graph of

Y = f~1(X) is the graph of y = f(x) with the x-coordinates and y-coordinates swapped. (So, since
y = f(x) crosses the y-axis at y = 1, then ¥ = f~!(X) crosses the X-axis at X = 1.) This swapping
is equivalent to reflecting the curve y = f(x) over the line y = x.
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Remark: while you’re getting accustomed to inverse functions, it is sometimes clearer to consider
y= f(x) and Y = f~1(X): using slightly different notations for x (the input of £, hence the output
of f~!) and X (the input of £~!, which comes from the output of f). However, the convention is to

use x for the inputs of both functions, and y as the outputs of both functions, as is written on the
graph above.

-4: The tangent line is horizontal when 0 = y' = a — sinx. That is, when a = sin.x.

o If |a| > 1, then there is no value of x for which a = sinux, so the curve has no horizontal
tangent lines.

o If |a| = 1, then there are infinitely many solutions to a = sinx, but only one solution in the
interval [—m, 7]: x = arcsin(a) = arcsin(+1) = +%. Then the values of x for which
a = sinx are x = 27tn + a7 for any integer n.

* If |a| < 1, then there are infinitely many solutions to @ = sinx. The solution in the interval
(—%.,%) is given by x = arcsin(a). The other solution in the interval (—7,7) is given by
x = w —arcsin(a), as shown in the unit circles below.

y

y

g'\(\Ka\

PACE

arcsin(a)
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So, the values of x for which x = sina are x = 27tn + arcsin(a) and x = 27n + @ — arcsin(a)
for any integer n.

Remark: when a = 1, then
. v/ [ .
27tn + arcsin(a) = 27tn + 5= 2nn+m— <5> =271n+ 1 — arcsin(a).
Similarly, when a = —1,

27n + arcsin(a) = 27tn — g =2n(n—1)+n— (—g) =2n(n—1)+ m —arcsin(a).

So, if we try to use the descriptions in the third bullet point to describe points where the tangent line
is horizontal when |a| = 1, we get the correct points but each point is listed twice. This is why we
separated the case |a| = 1 from the case |a| < 1.

S-5: The function arcsinx is only defined for |x| < 1, and the function arccscx is only defined for
|x| = 1, so f(x) has domain |x| = 1. Thatis, x = +1.

In order for f(x) to be differentiable at a point, it must exist in an open interval around that point.
(See Definition 3.3.3.) Since our function does not exist over any open interval, f(x) is not
differentiable anywhere.

So, actually, f(x) is a pretty boring function, which we can entirely describe as: f(—1) = —m and

f(1)=m.

S-6: Using the chain rule,

s ()} -5

gle
[—y
|
—~
W=
~—

Since the domain of arcsine is [—1, 1], and we are plugging in 3 to arcsine, the values of x that we

can plug in are those that satisfy —1 < ;—C < 1, or =3 < x < 3. So the domain of fis [—3,3].

S-7: Using the quotient rule,

d ( arccost (t2—1)< _ilz)—(arccost)(Zt)
)2

w21 e

The domain of arccosine is [—1,1], and since 2 — 1 is in the denominator, the domain of f requires
t2—1#0, that is, 7 # £1. So the domain of f(¢) is (—1,1).
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S-8: The domain of arcsecx is |x| > 1: that is, we can plug into arcsecant only values with absolute

value greater than or equal to one. Since —x*> —2 < —2, every real value of x gives us an acceptable

value to plug into arcsecant. So, the domain of f(x) is all real numbers.
1
x[vx2—1

. . . d
To differentiate, we use the chain rule. Remember P {arcsecx} =

2

d 1
a{arcsec(—x -2)} = |—x2—2|\/m.(_2)0
—2x
BEERE N Ty

S-9: We use the chain rule, remembering that a is a constant.

d {1 ( <x> 1 1 1

—{—arctan |- ) p = -+ ——— - —

dx (a a a 1_|_(£)2 a
a

The domain of arctangent is all real numbers, so the domain of f(x) is also all real numbers.

S-10: We differentiate using the product and chain rules.

d X —2x
— dxarcsinx+ /1 —xz} = arcsinx + +
dx{ VI—x2  2¢/1—x2

= arcsinx

The domain of arcsinx is [—1, 1], and the domain of v/1 — 2 is all values of x so that 1 —x? = 0, so
x in [—1,1]. Therefore, the domain of f(x) is [—1,1].

S-11: We differentiate using the chain rule:

2x
14+x4

d
. {arctan(x?)} =
This is zero exactly when x = 0.

S-12: Using formulas you should memorize from this section,

1 —1

+ =0
VIi—x2 J1-x2

d .
a{arcsmx + arccosx} =

Remark: the only functions with derivative equal to zero everywhere are constant functions, so
arcsinx + arccosx should be a constant. Since sin @ = cos (% — 9) , wWe can set

sinf = x cos(——@)zx
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where x and 6 are the same in both expressions, and —7 < 6 < 7. Then
. T
arcsinx = 0 arccosx = ——0

We note here that arcsine is the inverse of the sine function restricted to [—% 5] So, since we
restricted 0 to this domain, sin @ = x really does imply arcsinx = 6. (For an example of why this
matters, note sin(27) = 0, but arcsin(0) = 0 # 2x.) Similarly, arccosine is the inverse of the cosine
function restricted to [0,7]. Since =% < 6 < 7, then 0 < (§ —0) < 7, so cos (% — 9) = x really

does imply arccosx = 5 — 6.

So,

) T
arcsinx + arccosx = 6 + 5~ 0=

|Q. Ny

which means the derivative we were calculating was actually just

dx{g} =0.

S-13: Using the chain rule,

_1
2

/
l 1
x

_14:

9 (arctanx)
—arctanx; =
dx 14 x2

e} iae
= (—=1)(1+x*)7%(2x)
B —2x
TS

S-15: Using the chain rule,

S-16: Using the product rule:

d
o {(1+4x?)arctanx} = 2xarctanx + (1 +x?)

1+ x2
= 2xarctanx + 1
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S-17: Let 6 = arctanx. Then 0 is the angle of a right triangle that gives tan 8 = x. In particular, the
ratio of the opposite side to the adjacent side is x. So, we have a triangle that looks like this:

1

where the length of the hypotenuse came from the Pythagorean Theorem. Now,

. ) opp X
sin (arctanx) = sin@ = =
( ) hyp Va2 +1

From here, we differentiate using the quotient rule:

d{ x }:vxzﬂ—xz«fé%l

a Vaz+1 x24+1
2
_ X A1 1
B x2+1 Va2 41
() =42
T 21132
1 _
B (x2+1)3/z':(xz+1) 2

Remark: another strategy is to differentiate first, using the chain rule, then draw a triangle to
cos(arctanx)

d
simplify the resulting expression o {sin (arctanx)} = 2

S-18:

Let 6 = arcsinx. Then 0 is the angle of a right triangle that gives sin 8 = x. In particular, the ratio
of the opposite side to the hypotenuse is x. So, we have a triangle that looks like this:

1
X
0
V12
where the length of the adjacent side came from the Pythagorean Theorem. Now,
dj 1 —x2
cot (arcsinx) = cotf = 39 _ Vi-a?
opp X
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From here, we differentiate using the quotient rule:

{m}_xw—%—w—xz

2

&=

X X

—x? — (1 —x?)
X2/ 1 —x?
-1
X2/ 1 —x?
Remark: another strategy is to differentiate first, using the chain rule, then draw a triangle to

— csc?(arcsinx)

V1—x2

d
simplify the resulting expression o {cot (arcsinx)} =

S-19: The line y = 2x 49 has slope 2, so we must find all values of x between —1 and 1 (arcsinx is
only defined for these values of x) for which g—x{arcsinx} = 2. Evaluating the derivative:

y = arcsinx
1
2=y'= 1 —x2
1
4= 1 —x2
3
X = Z\f
3
x:iT
() = +(25)

S-20: We differentiate using the chain rule:

d 1 d
a{arctan(cscx)} = I Tosx g{cscx}

—Ccscxcotx
1 +cscx

_ 1  cosx
sinx _ sinx
1 \2
1+ (sinx)
— COSX

sin2x+ 1

(2n+ 1)1

So if f’(x) = 0, then cosx = 0, and this happens when x = for any integer n. We should

check that these points are in the domain of f. Arctangent is defined for all real numbers, so we
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2n+1)rm

> , then sinx = +1 # 0, so

only need to check the domain of cosecant; when x =

CSCX = —— exists.
sinx

S-21: Since g(y) = f~'(y),
feM) =)=y

Now, we can differentiate with respect to y using the chain rule.

{f( (y))}z {y}
f’( ()-&) =1
R0 S

f(g(y))  1—sing(y)

S-22: Write g(y) = f~!(y). Then g(f(x)) = x, so differentiating both sides (using the chain rule),
we see

gf(x)-fx)=1

What we want is ¢'(7 — 1), so we need to figure out which value of x gives f(x) = w— 1. A little

trial and error leads us to x = 7.

2
Since f(x) =2 —cos(x), f/(§) =2-0=2:
dn—1)-2=1
1
g'(r—1) =5

S-23: Write g(y) = f~!(y). Then g(f(x)) = x, so differentiating both sides (using the chain rule),
we see

g (f(x)f (x) =1

What we want is g’(e + 1), so we need to figure out which value of x gives f(x) = e+ 1. A little
trial and error leads us tox = 1.

g (M) (1)=1
gl 1)-£(1) = 1
p 1
ler=7m




It remains only to note that f’(x) =e¢*+ 1,50 f'(1) =e+1

1

/
1) =
g(e—|— ) e+1

S-24: We use logarithmic differentiation, our standard method of differentiating an expression of

the form (function)function,

f(x) = [sinx 4 2)reseex

log(f(x)) = arcsecx-log|sinx + 2]
f(x) = ! log[sinx + 2] + arcsecx - o5t
fx) Va2 —1

f'(x) = [sinx + 2]reseex <

sinx + 2

log[sinx+2] arcsecx- cosx>

+ :
|x|\/x2—] sinx +2

The domain of arcsecx is |x| = 1. For any x, sinx+ 2 is positive, and a positive number can be
raised to any power. (Recall negative numbers cannot be raised to any power—for example,
(—1)'/2 = /=1 is not a real number.) So, the domain of f(x) is |x| > 1.

S-25: The function exists only for those values of x with x?—1 > 0: that is, the domain of

1
Va2 —1

; is |x| > 1. However, the domain of arcsine is |x| < 1. So, there is not one single value of x

2 —

1
where arcsinx and ——— are both defined.

Vvxz—1

1
If the derivative of arcsin(x) were given by T then the derivative of arcsin(x) would not

exist anywhere, so we would probably just write “derivative does not exist,” instead of making up a
function with a mismatched domain. Also, the function f(x) = arcsin(x) is a smooth curve—its

derivative exists at every point strictly inside its domain. (Remember not all curves are like this: for
instance, g(x) = |x| does not have a derivative at x = 0, but x = 0 is strictly inside its domain.) So,

it’s a pretty good bet that the derivative of arcsine is not

-1

S-26: This limit represents the derivative computed at x = 1 of the function f(x) = arctanx. To see
this, simply use the definition of the derivative at a = 1:

d . flx)—fla
a{f(ﬂ}‘a =;lggl—( i_a( :
d . arctanx — arctan 1
g{arctanx} 1 = igl} —
. arctanx— %
=lim-——

x—1 x—1

= lim ((x— 1)~! <arctanx— %)) .

x—1
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1 1
Since the derivative of f(x) is T its value at x = 1 is exactly 3

S-27: First, let’s interpret the given information: when the input of our function is 2x 4 1 for some

. . X . .
x, then its output is 3 = for that same x. We’re asked to evaluate f —1 (7), which is the number y

x
with the property that f(y) = 7. If the output of our function is 7, that means
7 5x—9
3x+7
and so

7(3x+7)=5x-9

29

X=——

8

29 5x—9

So, when x = 5 our equation f(2x+1) = 3;C+ 7 becomes:
—29 =29 _9
2. 241 ) ="38__~
f( 8 ) 3-52+7

Or, equivalently:

25
Therefore, f~1(7) = -

S-28: If f~1(y) = 0, that means f(0) = y. So, we want to find out what we plug into f~! to get 0.
Since we only know f~! in terms of a variable x, let’s figure out what x gives us an output of 0:

2x+3

=0
x+1
2x+3=0
3
x=—=
2
2x+3 -3
Now, the equation f~1(4x—1) = ;—jl with x = 5 tells us:
-3 2-5343
! (4-—_1> =2 -
2 5 +1
Or, equivalently:
f1(=71)=0

Therefore, f(0) = —7.
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S-29:

e Solution 1: We begin by differentiating implicitly. Following the usual convention, we use y’
to mean y’(x).

arcsin(x + 2y) = x> +y? Using the chain rule:

142y
ey = 2x+2yy
1—(x+2y)?
1 2y’ /
+ =2x+2
1—(x+2y)? 1—(x+2y)? >
2y’ 1
4 —2yy = 2x—
1= (x+2y)? 1—(x+2y)?

2 1
y —2y | =2x—
1— (x+2y)? 1— (x+2y)?
_ 1
g (it
2 _ 2
1—(x+2y)? 2y 1= (x+2y)
;o 2xy/1—(x+2y)2—1

Y 22y 1— (x+2y)2

* Solution 2: We begin by taking the sine of both sides of the equation.

arcsin(x + 2y) = x> 4 y?
x4 2y = sin(x* +?)

Now, we differentiate implicitly.

142y = cos(x? 4 y?

) (2x+2y))
1 +2y = 2xcos X +y

( 2)+2yy cos(x* +%)
2y' —2yy cos(x® +y?) = 2xcos(x* +y*) —
Y (2—2ycos(x* +y?)) = 2xcos(x* +y*) —
J
2—2ycos(x2+y2)

V= 2xcos(x” +

* We used two different methods, and got two answers that look pretty different. However, the
answers ought to be equivalent. To see this, we remember that for all values of x and y that we
care about (those pairs (x,y) in the domain of our curve), the equality

arcsin(x +2y) = x> 4 y*

holds. Drawing a triangle:
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x4+ 2y

2
2 XY

1— (x+2y)?

where the adjacent side (in red) come from the Pythagorean Theorem. Then,

cos(x? +y%) = /1 — (x+2y)2, so using our second solution:

, 2xcos(x*+y%) —1
Y= 2 —2ycos(x? +y?)
201 = (x+2y)2 -1

22y /1— (x+2y)2

which is exactly the answer from our first solution.

&> <&

Solutions to Exercises S — Jump to TABLE OF CONTENTS

-1: We have an equation relating P and Q:
P=0°

We differentiate implicitly with respect to a third variable, ¢:

dpP , dO
— —30%.2X%
dr ¢ dr
.. dP dQ . ...
If we know two of the three quantities a 0, and —, then we can find the third. Therefore, ii is a

question we can solve. If we know P, then we also know Q (it’s just the cube root of P), so also we

P d
can solve iv. However, if we know neither P nor Q, then we can’t find I based only off d—?, and

d
we can’t find d—? based only off e So we can’t solve 1 or iii.

S-2: Suppose that at time 7, the point is at (x(z),y(t)). Then x()? + y(r)* = 1 so that

2x(t)x (t) +2y(t)y'(t) = 0. We are told that at some time tg, x(to) = 2/+/5, y(to) = 1/+/5 and
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¥ (to) = 3. Then

2x(t0)x' (t0) +2y(t0)y (1) =0 =
> (%) Y1) 42 (%) 3)=0 =

3
.X,'/ (to) = —E
S-3: The instantaneous percentage rate of change for R is
R’ (PQ)’
100— = 100 R=P
R PQ Q
P PQ’
= lOOQP%QQ product rule
Pl /

=100 [F + %} simplify

— 100[0.08 —0.02] = 6%

P'Q—pPQ
S-4: (a) By the quotient rule, F/ = % At the moment in question,
Sx5-25x1
! __ —
F — 5—2 —_— 0.

(b) We are told that, at the second moment in time, P’ = 0.1P and Q' = —0.05Q

(or equivalently 100% =10 and 100% = —5). Substituting in these values:

P'Q—PQ
o
_ 0.1PQ — P(—0.050)
- 7

0.15PQ

P
=0.15—
0

=0.15F —
F' =0.15F

F/

or IOOFT/ = 15%. That is, the instantaneous percentage rate of change of F is 15%.

S-s:
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* The distance z(7) between the particles at any moment in time is
2(t) =x(t)” +y(1)%,

where x(7) is the position on the x-axis of the particle A at time ¢ (measured in seconds) and
y(t) is the position on the y-axis of the particle B at the same time z.

* We differentiate the above equation with respect to ¢ and get

277 =2x-X +2y-y,

e We are told that ¥ = —2 and y’ = —3. (The values are negative because x and y are
decreasing.) It will take 3 seconds for particle A to reach x = 4, and in this time particle B
will reach y = 3.

* At this point z = 4/x2 +y2 = /32 + 42 =5,

¢ Hence
104 =8 (~2) +6-(-3) = 34
I _ _34 = — 17 units per second
TS0 s P '
S-6:

» We compute the distance z(7) between the two particles after z seconds as
2(t) = 3%+ (vale) = y5(1)),

where y (¢) and yp(t) are the y-coordinates of particles A and B after ¢ seconds, and the
horizontal distance between the two particles is always 3 units.

* We are told the distance between the particles is 5 units, this happens when
(a—yp) =5~ =16
ya—yp=4
That is, when the difference in y-coordinates is 4. This happens when ¢t = 4.

* We differentiate the distance equation (from the first bullet point) with respect to ¢ and get
2z:7 =2(ya"~y8") (va —B),

* We know that (y4 —yp) = 4, and we are told that z =5, y/, = 3, and y; = 2. Hence

107(4) =2x1x4=38

¢ Therefore

4
7(4) = -3 units per second.
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20 mph

As in the above figure, let x(7) be the distance between H (Hawaii) and ship B, and y(z) be the
distance between H and ship A, and z(¢) be the distance between ships A and B, all at time ¢. Then

(1) +y(t)* =z(t)

Differentiating with respect to ¢,

At the specified time, x() is decreasing, so x’(¢) is negative, and y(¢) is increasing, so y'(¢) is
positive.

(300)(—15) + (400)(20) = /3002 + 40027 (¢)
5007 (t) = 3500
Z(¢t) =7 mph

» We compute the distance d(¢) between the two snails after # minutes as

d*(t) =307+ (y1(t) —y2(t))*,

where y; (¢) is the altitude of the first snail, and y,(¢) the altitude of the second snail after
minutes.

* We differentiate the above equation with respect to ¢ and get

2d-d' =2(yi"—y") (1 —y2)
d-d = '"—y")1—-x)

e We are told that y;’ = 25 and y,’ = 15. It will take 4 minutes for the first snail to reach
y1 = 100, and in this time the second snail will reach y, = 60.

* At this point d> = 30% + (100 — 60)? = 900 + 1600 = 2500, hence d = 50.
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¢ Therefore

50d" = (25— 15) x (100 — 60)
400

d=—
50

= 8 cm per minute.
S-9:

* If we write z(¢) for the length of the ladder at time 7 and y(¢) for the height of the top end of
the ladder at time ¢ we have
o(1)? =52 +y(1)”.

* We differentiate the above equation with respect to ¢ and get
2z-7 =2y,

* We are told that /() = —2,s0z(3.5) =20—-3.5-2 = 13.
« At this point y = v/z2 — 52 = /169 — 25 = /144 = 12.

* Hence

2-13-(=2) =2-12)/
, 2-13

y = T T 6 meters per second.

S-10: What we’re given is ’m (where V' is volume of water in the trough, and ¢ is time), and what

we are asked for is m (where A 1s the height of the water). So, we need an equation relating V and

h. First, let’s get everything in the same units: centimetres.

y\

100 cm

I\

60 cm

50 cm

We can calculate the volume of water in the trough by multiplying the area of its trapezoidal cross

bi+b;
2

section by 200 cm. A trapezoid with height # and bases b and b, has area h > . (To see why

this is so, draw the trapezoid as a rectangle flanked by two triangles.) So, using w as the width of the
top of the water (as in the diagram above), the area of the cross section of the water in the trough is

60+w
A=h
(%)
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and therefore the volume of water in the trough is
V = 1004(60 +w) cm?>.

We need a formula for w in terms of 4. If we draw lines straight up from the bottom corners of the
trapezoid, we break it into rectangles and triangles.

$----- 60------ >
a 20 2

i imilar triangles, — = — = —h. Th
Using similar triangles, p 50,soa 5 en
w =60+ 2a

2 4

=60+4+2|-h) =604+ —-h

+2(3h) =60+

SO
V = 100h(60 4+ w)
— 100k (120 + gh)
= 80/* + 12000/

This is the equation we need, relating V and h. Differentiating implicitly with respect to ¢:

dv dh dh
— =2-80h- — +12000—
dt dr + dr

dh
= (160k+12000) -

. dv . . . . .
We are given that 4 = 25 and i 3 litres per minute. Converting to cubic centimetres,

dv
— = —3000 cubic centimetres per minute. So:

dt
dh
—-3000 = (160 25+ 12000) pm
dh 3 cm
— = —— =—.1875 —
dr 16 min

: : 3 : .
So, the water level is dropping at 6 centimetres per minute.

dv
S-11: If V is the volume of the water in the tank, and 7 is time, then we are given e What we

d
want to know is @ where 4 is the height of the water in the tank. A reasonable plan is to find an

equation relating V' and A, and differentiate it implicitly with respect to .
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Let’s be a little careful about units. The volume of water in the tank is
(area of cross section of water) x (Iength of tank)

If we measure these values in metres (area in square metres, length in metres), then the volume is
going to be in cubic metres. So, when we differentiate with respect to time, our units will be cubic
metres per second. The water is flowing in at one litre per second, or 1000 cubic centimetres per
second. So, we either have to measure our areas and distances in centimetres, or convert litres to
cubic metres. We’ll do the latter, but both are fine.

If we imagine one cubic metre as a cube, with each side of length 1 metre, then it’s easy to see the
volume inside is (100)* = 10° cubic centimetres: it’s the volume of a cube with each side of length

100 cm. Since a litre is 10% cubic centimetres, and a cubic metre is 10° cubic centimetres, one litre
dv 1

is 1073 cubic metres. So, & 108 cubic metres per second.
Let h be the height of the water (in metres). We can figure out the area of the cross section by
breaking it into three pieces: a triangle on the left, a rectangle in the middle, and a trapezoid on the

right.

1.25m

3m 3m

* The triangle on the left has height 4 metres. Let its base be a metres. It forms a similar
triangle with the triangle whose height is 1.25 metres and width is 1 metre, so:

a 1
h o 125
4
=—h
“75
So, the area of the triangle on the left is
1 2 5
Eah = gh

* The rectangle in the middle has length 3 metres and height # metres, so its area is 34 square
metres.
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* The trapezoid on the right is a portion of a triangle with base 3 metres and height 1.25 metres.

So, its area is
(%(3)(1.25)) —K%(b)(l.ZS—h))

area of big triangle area of litﬁe triangle

The little triangle (of base b and height 1.25 — k) is formed by the air on the right side of the
tank. It is a similar triangle to the triangle of base 3 and height 1.25, so

b 3

1.25—h 1.25

3
b=-—(125—h
1.25( 5—h)

So, the area of the trapezoid on the right is

3

$(3)(125) 3 (E) (125 h) (1.25—h)
6

—3h— —h?
5

So, the area A of the cross section of the water is

2 6

A= Zi? 3h 3h——h?
5 + ~— + 5

> rectangle T

triangle trapezoid

4
= 6h— —h*
5

So, the volume of water is
4.2 2
V=5 6h—§h =30h—4h
Differentiating with respect to time, ¢:

W _ sy

dr dr dr
When h ! metre, and 4 ! cubic metres per second
= — , — — — cubi ,
10 a 100 P

1 dh 1\ dh

— =30— -8 — | —

103 dr (10) dr

dh 1

& = 39200 metres per second

This is about 1 centimetre every five minutes. You might want a bigger hose.
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S-12: Let 6 be the angle of your head, where 6 = 0 means you are looking straight ahead, and

0 = — means you are looking straight up. We are interested in @ but we only have information

about 4. So, a reasonable plan is to find an equation relating /4 and 0, and differentiate with respect
to time.

The right triangle formed by you, the rocket, and the rocket’s original position has adjacent side (to
0) length 2km, and opposite side (to 6) length i(t) kilometres, so

h
tan 0 = >
Differentiating with respect to ¢:
sec2p. 20 _ 14
B 10w
@ =5 cos> 0 - @

We know tan 6 = g We draw a right triangle with angle 0 (filling in the sides using
SOH CAH TOA and the Pythagorean theorem) to figure out cos 0:

X
X
W
h
0
2
. ) 2
Using the triangle, cos 0 = , SO
h? +4

o 2 \? dh
d  2\Vh2+4) dt
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1 1
So, the quantities we need to know one minute after liftoff (that is, whent = —) are h (60) and

60
dh
Recall h(t) = 6175012
n (60) ecall h(t) = 61750t

( 1 ) 61750 1235

60) 3600 72
dh
=2(61750)¢
dt ( )t
dh ~2(61750) _ 6175
dr 60 60 3

Returning to th ti do 2 dn
cturnin () € equation — = —_ | —
& d de h2+4) dt

o (1) _ 2 6175 | 138 ™4 0.0038 ™
dr \ 60 (1235) +4 3 hour sec

S-13: (a) Let x(¢) be the distance of the train along the track at time ¢, measured from the point on
the track nearest the camera. Let z(¢) be the distance from the camera to the train at time 7.

x train
[ )

calmera

Then X/ (7) = 2 and at the time in question, z(7) = 1.3 km and x(7) = v/1.32 —0.52 = 1.2 km. So

2(1)* = x(1)*+0.5%

22(1)7 (1) = 2x(1)x' (1)

2x1.37(t) =2x12x2
Z(t)= 2 . 1 2 ~ 1.85 km/min

Differentiating with respect to ¢:

X/ (t)z(t) —x(1)Z(1)

0'(t)cos (0(t)) = 20)°
oy X ()z(t) —x()Z' (1)
6(r) = z(r)?cos (6(1))
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From our diagram, we see cos (0(7)) = ——, so:

_ X (1)z(t) —x(2)Z (2)
=2 z(1)

2x1.2
Substituting in X' (1) = 2, z(r) = 1.3, x(t) = 1.2, and Z/(¢) = >1<3 :
) 2x1.3-1.2x 252 _ _
0'(r) =2 = ~.592 radians/min

1.3

The Law of Cosines tells us that

D?*=524+10°-2-5-10-cos @

D? =125—100cos 0
Differentiating with respect to time 7,

dD

) do
2DE = 100sin 6 - m

Our tasks now are to find D, 0 and C(li—? when the time is 4:00. At 4:00, the minute hand is straight
up, and the hour hand is 14—2 = % of the way around the clock, so 6 = ;(27r) = 23” at 4:00. Then
D* = 125—100cos (&) = 125—100(—1) = 175,50 D = /175 = 51/7 at 4:00.

To calculate (ii_t’ remember that both hands are moving. The hour hand makes a full rotation every
12 hours, so its rotational speed is % = % radians per hour. The hour hand is being chased by the

. . . . . . 2@
minute hand. The minute hand makes a full rotation every hour, so its rotational speed is 1= 2

radians per hour. Therefore, the angle 0 between the two hands is changing at a rate of

6

dG_ (2 7'[)_—117[ rad
dr 6 hr’
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do dD
Now, we plug in D, 0, and U to find E:

dD . doe
ZDE = 100sin 6 - a

()2 (29

dD V3\ /—1lix 2757
10vV7— =100 [ — __£Por
g =0(3) (557 ="
dD _ —554/21n cm
dr 42 hr

55V21n

SoDisd Ing at
o D is decreasing a )

~ 19 centimetres per hour.

S-15: The area at time ¢ is the area of the outer circle minus the area of the inner circle:

A(t) =m(R(1)* (1))
So, A'(t) =2m(R(t)R (1) —r(1)r (1))

Plugging in the given data,
A'=2r(3-2-1-7)=-2x

2

. . cm
So the area is shrinking at a rate of 2w —.
S

S-16: The volume between the spheres, while the little one is inside the big one, is
4 3 4 3
V==-nR"—=-T
3 3"

Differentiating implicitly with respect to ¢:

dv »dR ,dr
— = 4R — —47nr-—
dr & dr r dr

R
We differentiate R = 10+ 2¢ and » = 6¢ to find ccll_t =2 and % = 6. When R =2r,
10+2r =2(6t),s0t=1. Whent =1,R=12 and r = 6. So:

C(ll_‘t’ — 47 (12) (2) — 47 (6?) (6) = 2887

So the volume between the two spheres is increasing at 2887 cubic units per unit time.

Remark: when the radius of the inner sphere increases, we are ‘“subtracting” more area. Since the
radius of the inner sphere grows faster than the radius of the outer sphere, we might expect the area
between the spheres to be decreasing. Although the radius of the outer sphere grows more slowly, a
small increase in the radius of the outer sphere results in a larger change in volume than the same
increase in the radius of the inner sphere. So, a result showing that the volume between the spheres
is increasing is not unreasonable.
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S-17: We know something about the rate of change of the height /4 of the triangle, and we want to
know something about the rate of change of its area, A. A reasonable plan is to find an equation
relating A and A, and differentiate implicitly with respect to 7. The area of a triangle with height /1
and base b is

1
A= —bh
2

Note, b will change with time as well as 4. So, differentiating with respect to time, ¢:

dA 1 /db dh
a—z(a‘“ba)

We are given % and A, but those b’s are a mystery. We need to relate them to 4. We can do this by
breaking our triangle into two right triangles and using the Pythagorean Theorem:

V150% — h? V2002 — h?

So, the base of the triangle is

b= /1502 — h2 4+ /2002 — h2

Differentiating with respect to ¢:

db —2h$t N —2nd
dt 2/1502—h2  24/2002—i2
_pdh _pdh
dr dr

= +
V1502 —h2 /2002 — h2
dh
Using Pl —3 centimetres per minute:

db 3h N 3h
dt V1502 —h2 /2002 — K2

When h = 120, v 1502 — h?2 = 90 and v/200? — h?2 = 160. So, at this moment in time:

b =90+160 =250

db _ 3(120) +3(120) _4+g_§
d 90 160 4 4

We return to our equation relating the derivatives of A, b, and h.
dA 1 /db dh
(= htb—
d 2 <dt + dt)
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When A = 120 cm, b = 250, % = —3, and % = é:
t dr 4

= <24—5(120) +250(—3))

=0

. dA

Remark: What does it mean that @
h=120

as well. As the height sinks to 120 cm, the area is increasing, but after it sinks past 120 cm, the area

is decreasing. So, at the instant when the height is exactly 120 cm, the area is neither increasing nor
decreasing: it is at a local maximum. You’ll learn more about this kind of problem in Section 8.

= 07 Certainly, as the height changes, the area changes

ds
S-18: Let S be the flow of salt (in cubic centimetres per second). We want to know —: how fast
the flow is changing at time . We are given an equation for S:

1
S = §A
where A is the uncovered area of the cut-out. So,
ds 1dA
dr 5dr
If we can find —, then we can find —. We are given information about how quickly the door is

! !
rotating. If we let 0 be the angle made by the leading edge of the door and the far edge of the

cut-out (shown below), then a = 3 radians per second. (Since the door is covering more and

. . do . .
more of the cut-out, 0 is getting smaller, so a is negative.)

N
=
o

<
=
Q

4

o
O
=T}

o)

D)

do dA ds
Since we know PR and we want to know m (in order to get _t)’ it is reasonable to look for an

equation relating A and 0, and differentiate it implicitly with respect to ¢ to get an equation relating
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The area of an annulus with outer radius 6 cm and inner radius 1 cm is 7 - 6% — 7 - 12 = 357 square
centimetres. A sector of that same annulus with angle 0 has area (%) (35m), since % is the ratio of
the sector to the entire annulus. (For example, if & = 7, then the sector is half of the entire annulus,
so its area is (1/2)35x.)

So, when 0 < 0 < % the area of the cutout that is open is

2] 35

This is the formula we wanted, relating A and 6. Differentiating with respect to t,

3w
12

6

SincedS— 1dd
dr 5dr’

ds 135z Tm _ 80m3

d~ 512 12

Remark: the change in flow of salt is constant while the door covers more and more of the cut-out,
so we never used the fact that precisely half of the cut-out was open. We also never used the radius
of the lid, which is immaterial to the flow of salt.

1 dF
S-19: Let F be the flow of water through the pipe, so F = §A' We want to know T SO
differentiating implicitly with respect to ¢, we find

dF  1dA
dr 5dr’

dA
If we can find —, then we can find e We know something about the shape of the uncovered area

of the pipe; a reasonable plan is to find an equation relating the height of the door with the
uncovered area of the pipe. Let /& be the distance from the top of the pipe to the bottom of the door,
measured in metres.
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Since the radius of the pipe is 1 metre, the orange line has length 1 — /4 metres, and the blue line has
length 1 metre Using the Pythagorean Theorem, the green line has length

V12— h)? = \/2h — h? metres.

The uncovered area of the pipe can be broken up into a triangle (of height and base
) and a sector of a circle (with angle 2 — 26). The area of the triangle is

(1—h)\/2h—h2.
—
height jbase

The area of the sector is

21— 26 )
( 5 > (m-17) =mw—6.

~——— area
fraction of circle
of circle

dA
Remember: what we want is to find —, and what we know is — = 0.01 metres per second. If we

t’
find O in terms of &, we find A in terms of &, and then dlfferentlate with respect to 7.

Since 0 is an angle in a right triangle with hypotenuse 1 and adjacent side length 1 — A,

cos0 = 1%}’ = 1 —h. We want to conclude that 6 = arccos(1 — h), but let’s be a little careful:
remember that the range of the arccosine function is angles in [0, £]. We must be confident that
0 < 6 < & in order to conclude 6 = arccos(1 — i)-but clearly, 6 is in this range. (Remark: we

could also have said sinf = ~ Zh "2 and so 0 = arcsin <\/ 2h—h ) This would require

—% <0< % which is true When h < 1, but false for 4 > 1. Since our problem asks about & = 0.25,
we could also use arcsine.)
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Now, we know the area of the open pipe in terms of 4.
A = (area of triangle) + (area of sector)
= (1-h)\V2h— 12+ (- 8)
= (1=h)\/2h—h?+ 7 —arccos (1 — h)

We want to differentiate with respect to ¢. Using the chain rule:

dA _ dA dh
dr dh dr
%:<( - )222_;12—hh2+(_1) 2hhe —_(ll—h)2>%
AV
:<—\(/12hf)h2_m_ 2h1—h2)%
AP
—(2h—h? dh
:< (2h—h2)_m)5
- (—\/Zh—hzd—h\/ﬂz—hz) i—h
= —2n-i

We note here that the negative sign makes sense: as the door lowers, / increases and A decreases, so

dh
— and a should have opposite signs.

dt
When h = 1 metres, and % = 1 metres per second:
4 de 100
it () - g e
dt 4 42\ 100 200 s
Since dF = 1%
d 5dt

dF V7 m?
dr 1000 sec?

V7 m?

That is, the flow is d ing at a rate of —— —.
at is, the flow is decreasing at a rate o 1000 sec?

S-20: We are given the rate of change of the volume of liquid, and are asked for the rate of change
of the height of the liquid. So, we need an equation relating volume and height.

dv
The volume V of a cone with height / and radius r is %nrzh. Since we know —, and want to know

O we need to find a way to deal with the unwanted variable r. We can find r in terms of / by using

similar triangles. Viewed from the side, the conical glass is an equilateral triangle, as is the water in
it. Using the Pythagorean Theorem, the cone has height 51/3.
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r 5 h
Using similar triangles, — = ——, so r = —. (Remark: we could also use the fact that the water
¢ IRV

h
forms a cone that looks like an equilateral triangle when viewed from the side to conclude r = —.)

V3
Now, we can write the volume of water in the cone in terms of 4, and no other variables.
1
V = §7T72h
1 [ h\?
==n|—7=] h
(35)
[
=23
9
Differentiating with respect to ¢:
dv. m ,dh
d 3 d

dv
When 4 =7 cm and i —5 mL per minute,

T dh
—5=—-(49)—

3 (49) dr
dh  —15 .
primbrr —0.097 cm per minute

S-21: As is so often the case, we use a right triangle in this problem to relate the quantities.

—

sinf =

(Slilw

D =2sin6
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Using the chain rule, we differentiate both sides with respect to time, 7.

dD dée
— =2c0s0-—
t t

de
So, if i 0.25 radians per hour and 0 = i radians, then

1
= —— metres per hour.

1
4 202

deé dD
Setting aside part (b) for a moment, let’s think about (c). If a and & have different signs, then

d de
because i 2cos 0 - TR that means cos 8 < 0. We have to have a nonnegative depth, so D > 0

and D = 2sin 0 implies sin 6 > 0. If sin® > 0 and cos 8 < 0, then 6 € (7/2, 7r] On the diagram,
that looks like this:

That is: the water has reversed direction. This happens, for instance, when a river empties into the
ocean and the tide is high. Skookumchuck Narrows provincial park, in the Sunshine Coast, has
reversing rapids.

Now, let’s return to (b). If the rope is only 2 metres long, and the river rises higher than 2 metres,
then our equation D = 2sin 0 doesn’t work any more: the buoy might be stationary underwater
while the water rises or falls (but stays at or above 2 metres deep).

S-22: (a) When the point is at (0, —2), its y-coordinate is not changing, because it is moving along

dx
a horizontal line. So, the rate at which the particle moves is simply pre Let 0 be the angle an

observer would be looking at, in order to watch the point. Since we know @ a reasonable plan is

to find an equation relating 6 and x, and then differentiate implicitly with respect to ¢. To do this,
let’s return to our diagram.
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When the point is a little to the right of (0,—2), then we can make a triangle with the origin, as

d
shown. If we let 0 be the indicated angle, then — = 1 radian per second. (It is given that the

observer is turning one radian per second, so this is how fast 0 is increasing.) From the right
triangle in the diagram, we see

X
tanf = =
an >

Now, we have to take care of a subtle point. The diagram we drew only makes sense for the point
when it is at a position a little to the right of (0,—2). So, right now, we’ve only made a set-up that
will find the derivative from the right. But, with a little more thought, we see that even when x is
negative (that is, when the point is a little to the left of (0,—2)), our equation holds if we are careful
about how we define 6. Let 8 be the angle between the line connecting the point and the origin, and
the y-axis, where 0 is negative when the point is to the left of the y-axis.
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Since x and 0 are both negative when the point is to the left of the y-axis,

2
tan|0| = i
tan(—0) = _TX
So, since tan(—0) = —tan(6):
X
tan@ = >
an 5

So, we’ve shown that the relationship tan 0 = % holds when our point is at (x, —2), regardless of the

sign of x.
. . . dx . . .
Moving on, since we are given @ and asked for @ we differentiate with respect to ¢:

1 dx
2
0. — =_.2=
VT T 2w

. ) ) ) ) d
When the point is at (O, —2), since the observer is turning at one radian per second, also a =1.
Also, looking at the diagram, 8 = 0. Plugging in these values:

1 dx
secz(O)-(l)zi-E
1 dx
1:_._
2 dt
dx
= _9
dr

So, the particle is moving at 2 units per second.
(b) When the point is at (0,2), it is moving along a line with slope —% and y-intercept 2. So, it is on
the line

yZZ—EX

That is, at time #, if the point is at (x(¢),y(¢)), then x(¢) and y() satisfy y(¢) = 2 — Lx(¢). Implicitly
differentiating with respect to z:

dy 1 dx
d 2 d
dy 1 .. ) ) . L.
So, when @ =1, & = —3 That is, its y-coordinate is decreasing at 3 unit per second.

For the question “How fast is the point moving?”’, remember that the velocity of an object can be
found by differentiating (with respect to time) the equation that gives the position of the object. The
complicating factors in this case are that (1) the position of our object is not given as a function of
time, and (2) the position of our object is given in two dimensions (an x coordinate and a y
coordinate), not one.

Remark: the solution below is actually pretty complicated. It is within your abilities to figure it out,
but later on in your mathematical career you will learn an easier way, using vectors. For now, take
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this as a relatively tough exercise, and a motivation to keep learning: your intuition that there must
be an easier way is well founded!

The point is moving along a straight line. So, to take care of complication (2), we can give its
position as a point on the line. We can take the line as a sort of axis. We’ll need to choose a point on
the axis to be the “origin”: (2,1) is a convenient point. Let D be the point’s (signed) distance along
the “axis” from (2,1). When the point is a distance of one unit to the left of (2,1), we’ll have
D = —1, and when the point is a distance of one unit to the right of (2, 1), we’ll have D = 1. Then
D changes with respect to time, and Cil_lt) is the velocity of the point. Since we know — and Q, a

dt dr
reasonable plan is to find an equation relating x, y, and D, and differentiate implicitly with respect to

t. (This implicit differentiation takes care of complication (1).) Using the Pythagorean Theorem:

D?=(x=2)"+(y-1)?
Differentiating with respect to ¢:
dD dx dy

- ——2) o1 2
G =221y

Wepluginx =0,y =2, %=1, 2 = L and D= —/(0-2)2+ (2—1)2 = —/5 (negative
because the point is to the left of (2,1)):

dD 1
—2v5- == =2(=2)(1)+2(1) [ —=
V-G =22 +2) (-3)
b _ it d
dar = > units per secon

S-23: (a) Since the perimeter of the bottle is unchanged (you aren’t stretching the plastic), it is
always the same as the perimeter before it was smooshed, which is the circumference of a circle of
radius 5, or 27t(5) = 107. So, using our approximation for the perimeter of an ellipse,

107 =7 [3(a+b) —\/(a+3b)(3a+b)]

10=3(a+b)—/(a+3b)(3a+b)

(b) The area of the base of the bottle is wab, and its height is 20 cm, so the volume of the bottle is
V =20mab

(c) As you smoosh the bottle, its volume decreases, so the water spills out. (If it turns out that the
volume is increasing, then no water is spilling out—but life experience suggests, and our calculations

. . o dv ) )
verify, that this is not the case.) The water will spill out at a rate of 4 cubic centimetres per

) .. ) da
second, where V is the volume inside the bottle. We know something about a and @ SO a

reasonable plan is to differentiate the equation from (b) (relating V and a) with respect to ¢.
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Using the product rule, we differentiate the equation in (b) implicitly with respect to # and get

dv da db

d
So, we need to find the values of a, b, d—?, and & at the moment when a = 2b.

The equation from (a) tells us 10 = 3(a+b) — 4/ (a+3b)(3a+b). So, when a = 2b,

10=3(2b+b) /(24 3b) (65 + )

10 = 95—/ (5b) (76) = b (9 /35
10
-

where we use the fact that b is a positive number, so vVb? = |b| = b.

Since a = 2b,
20
- 9—4/35
) da db
Now we know a and b at the moment when a = 2b. We still need to know @ and @ at that
d
moment. Since a = 5 4-t, always ditl = 1. The equation from (a) relates a and b, so differentiating

d db
both sides with respect to ¢ will give us an equation relating d—ctl and e When differentiating the
portion with a square root, be careful not to forget the chain rule.

03 <da %) (% +39) Batb)+(a+3b) 3%+ D)
de dr

a 2 (at3b)(3atb)

da
Si — =1
ince %

B db\  (1+3%) Ba+b)+(a+3b) (3+F)
0_3<1+E) ) 2+/(a+3b)(3a+b) :
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At this point, we could plug in the values we know for a and b at the moment when a = 2b.
However, the algebra goes a little smoother if we start by plugging in a = 2b:

0:3<1+@)_ (143%) (7b) + (5b) 3+ %)

dr 2+/(5b)(7b)
db db
0:3<1+%)_b(7+215+15+55)
dr 2b\/35
22 + 269
dr 24/35
11 1
0—=343 1113 db

dr /35 +/35dt
_3+£_(3_£)%
V35 V/35) dt
db BHam 3VEBII

- 13~ 2. /35 _
dr ~ 75 343513

dv
Now, we can calculate o at the moment when a = 2b. We already found

dv da db

d db
So, plugging in the values of a, b, d—j, and @ at the moment when a = 2b:

v (0 (%) () G w)

2007 (1_2<3\/§—11)>
9435 3y/35—13
Cl‘Il3

~ —3754 —
SeC

So the water is spilling out of the cup at about 375.4 cubic centimetres per second.

Remark: the algebra in this problem got a little nasty, but the method behind its solution is no more
difficult than most of the problems in this section. One of the reasons why calculus is so widely
taught in universities is to give you lots of practice with problem-solving: taking a big problem,

breaking it into pieces you can manage, solving the pieces, and getting a solution.

A problem like this can sometimes derail people. Breaking it up into pieces isn’t so hard, but when
you actually do those pieces, you can get confused and forget why you are doing the calculations
you’re doing. If you find yourself in this situation, look back a few steps to remind yourself why
you started the calculation you just did. It can also be helpful to write notes, like “We are trying to

find %—‘;. We already know that ‘é—‘; = .... We still need to find a, b, ‘(ji—? and %.”
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S-24: Since A = 0, the equation relating the variables tells us:

0=log(C*+D*+1)

1=C*+D*+1
0=C?+D?
0=C=D

This will probably be useful information. Since we’re also given the value of a derivative, let’s
differentiate the equation relating the variables implicitly with respect to ¢. For ease of notation, we

will write — = A’, etc.
dr

2CC' +2DD’
AB4+AB =—"" """
* C?+D?*+1
Attr=10,A=C=D=0:
0+0
AB+0= —
+ 04+0+1
A'B=0
att = 10, A’ = 2 units per second:
2B=0
B=0.
- -

Solutions to Exercises 6 — Jump to TABLE OF CONTENTS

S-1: There are many possible answers. Consider these: f(x) = 5x, g(x) = 2x. Then

. . . . fx) . 5x .5 5
Jirg, f) = Jim glo) = oo and Jim "y = oy =5 =5 =25

S-2: There are many possible answers. Consider these: f(x) = x, g(x) = x2. Then

1
lim f(x) = lim g(x) = o0, and lim fx) = lim % = lim — =0.
X—00 X—00 X—00 g(x) X—00 X X—0 X

S-3: If we plug in x = 1 to the numerator and the denominator, we find they are both zero. So, we
have an indeterminate form appropriate for L’Hopital’s Rule.

‘ x3 o ex—l . 3x2 o ex—l 2
hm_— =lim——=——
x—1 sin(wx)  x—1 mwcos(mx) T

——

num—0
den—0
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S-4: Be careful- this is not an indeterminate form!

As x — 0+, the numerator logx — —oo. That is, the numerator is becoming an increasingly huge,

negative number. As x — 0+, the denominator x — 04, which only serves to make the total
. ) . . logx
fraction even larger, and still negative. So, lim —— = —©
x—0t X

Remark: if we had tried to use I’Hopital’s Rule here, we would have come up with the wrong
1

answer. If we differentiate the numerator and the denominator, the fraction becomes + = ;IC, and

.1 : : : :
hm+ — = o0. The reason we cannot apply I’Hopital’s Rule is that we do not have an indeterminate
x—0T X

form, like both numerator and denominator going to infinity, or both numerator and denominator
going to zero.

S-5: We rearrange the expression to a more natural form:

logx)?
lim (logx)%e¢™ = lim (log )
xX—00 X—00 ex
——
num—oC
den—oc

Both the numerator and denominator go to infinity as x goes to infinity. So, we can apply 1’Hopital’s
Rule. In fact, we end up applying it twice.
2logx

= lim
x—w  xer

num—oC
den— o

2/x

The numerator gets smaller and smaller while the denominator gets larger and larger, so:

=0
S_! i' 2
) _ ) X . 2x . 2
limx?¢ *=1lim — =1lm = =1lm — =0
X—00 x—ow eX x—o eX x— eX
—
num—C num— o0 num—ao0
den—oC den—oc den— o0
S-7:
. X—XCOSx . 1—cosx—+xsinx . sinx -+ sinx + xcosx
Iim ———— = lim = lim -
x—0 Xx—sinx x—0 1 —cosx x—0 sinx
—— ~ ~ - ~ N
num—0 num—0 num—0
den—0 den—0 den—0

. 2cosx+cosx—xsinx
= lim =
x—0 COSXx
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S-8: If we plug in x = 0 to the numerator and denominator, both are zero, so this is a candidate for
1"Hopital’s Rule. However, an easier way to evaluate the limit is to factor x> from the numerator and
denominator, and cancel.

lim 5 = lim 3
x—0 X“COSX x—0 X~ COSX
 xXAx2 44
= lim 5
x—0 X“COSX
) x2+4
= lim
x—0 COSX
V0P +4 5
cos(0)
S-9:
1 1
. (logx)? 2(logx)~ logx 1
X—00 X X—00 X—0 X x—0 |
num— 20 num—oC
den— den— ¢
S-10:
. 1—cosx . sinx . 1 1
lim ———=Ilim-———=1lim = —
x—0 sin“x x—02sinxcosx x—02cosx 2
—
num—0

den—0

S-11: If we plug in x = 0, the numerator is zero, and the denominator is

1 0
secO = T: 1. SothelimitisT:O.

cos0

Be careful: you cannot use 1I’Hopital’s Rule here, because the fraction does not give an
indeterminate form. If you try to differentiate the numerator and the denominator, you get an
expression whose limit does not exist:

) 1 . COSX
lim ——— = limcosx-—— = DNE.
x—0secxtanx  x—0 sinx

S-12: If we plug x = 0 into the denominator, we get 1. However, the numerator is an indeterminate

form: tan0 = 0, while lim cscx = oo and lim cscx = —oo. If we use cscx = =, our expression

x—0t x—0— sinx’
becomes

2
. tanx- (x*+5
lim 20 (0 +5)
x—0 sinx-e*
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Since plugging in x = 0 makes both the numerator and the denominator equal to zero, this is a
candidate for I’Hospital’s Rule. However, a much easier way is to simplify the trig first.

tanx- (x> +5) . sinx-(x*+5)
m————=lim—
x—0 sinx-e* x—0 COSX-sinx-e*
. X245
= lim
x—0cosx-e*
~ cos(0)-e0

5

S-13: If we plug in x = 0, both numerator and denominator become zero. So, we have exactly one
of the indeterminate forms that I’Hopital’s Rule applies to.

sin(x®+3x%) . (3x* +6x) cos(x® + 3x?)
lim ————— =lim -
x—0 sin” x x—0 2sinxcosx
—_—
num—0

den—0

If we plug in x = 0, still we find that both the numerator and the denominator go to zero. We could
jump in with another iteration of I’Hopital’s Rule. However, the derivatives would be a little messy,
so we use limit laws and break up the fraction into the product of two fractions. If both limits exist:

2 3 2 2 3 2
tim (3x* + 6x) cos(x” + 3x%) _ <limx +2x) . (lin(])'jcos(x +3x ))
X—>

x—0 2sinxcosx 2cosx

x—0 sinx

We can evaluate the right-hand limit by simply plugging in x = 0:

3. x*42x
= — lim —
2 x—0 sinx
—
ey
3. 2x+2
= — lim
2 x—0 COSX
3 /2
= — — :3
2\ 1
-14: ;
log(x 3log(x 3/x 3
lim 102) _pp 3log(x) . 3/x 3
x—1 X2—1 x—1 x2—1 x—1 2x 2
—
i
S-15:
¢ Solution 1.
—1/x2 1 =4 2 =4
. € T T IS T 21 3 T 2_
;E}(l) x4 —il_l‘)l’(l) el/x2 _il—rf(l) _—32e1/x2 _)11—1;% el/x2 —il_l‘)l’(l) _—32e1/x2 _)%E)%el/xz =0
—— X —— X
denoor denors
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. 2 2
since, as x — 0, the exponent )% — o0 so that e!/* — oo and e /¥ — 0.
¢ Solution 2.

o1/ et 12 2 2

. ) ) ) t )
lim = lim —zzhm — =lm — =lm-—-—=0
x—0  x* =Ll opt™ t—ow el t—w el t—w el
2 —— ——
num— oo num-—o
den—o0 den—o0
S-16:
) xe* . e +xef 1
Iim ——— = lim T 3aAN =3
x—0tan(3x) x—-03sec?(3x) 3
;_\f__/
num—0

den—0

S-17: Both the numerator and denominator converge to 0 as x — 0. So, by 1’Hopital,

. l+4+cx—cosx . Cc-+sinx
lim —— = lim —
x—0 e —1 x—0 2xe*

;_Y__/
num—0

den—0

The new denominator still converges to 0 as x — 0. For the limit to exist, the same must be true for
the new numerator. This tells us that if ¢ # 0, the limit does not exist. We should check whether the
limit exists when ¢ = 0. Using 1’Hopital:

I sinx I COSX 1 1

1m = 11m = = —,

=0 2xe®  x—-0e” (40242)  1(042) 2
num—0

den—0

So, the limit exists when ¢ = 0.

S-18: The first thing we notice is, regardless of k, when we plug in x = 0 both numerator and
denominator become zero. Let’s use this fact, and apply I’Hopital’s Rule.

o eksinG?) (1+2x%) . 2kxcos(x2)ek3i“(x2) —4x
lim = lim
x—0 N x4 . x—0 4x3

nunTﬁO

den—0

, 2kcos(x2)ek5i“(x2) —4
= lim
x—0 4X2

When we plug in x = 0, the denominator becomes 0, and the numerator becomes 2k — 4. So, we’ll
need some cases, because the behaviour of the limit depends on k.
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For k = 2:

2kCOS(x2)ekSin(x2) -4 4COS(x2)eZSin(x2) 4

=1
xgr(l) 4x? xl—rf(l)\ 4x2 )
nur;,—yo
den—0
1i —8uxsin(x2)e25() 4 16xcos?(x2)e2sn ()
= lim
x—0 8x
— lim [ — sin(x2) 250+ 2(.2y 2sin(x?)
= llrr(l)[ sin(x”)e +2cos”(x%)e }
x—
=2

For k > 2, the numerator goes to 2k — 4, which is a positive constant, while the denominator goes to
0 from the right, so:

. 2kcos(x?)eksint?) _4
lim =0
x—0 4x2

For k < 2, the numerator goes to 2k — 4, which is a negative constant, while the denominator goes to
0 from the right, so:

2k cos(x?)ek sin(x?) _ 4
im = —©
x—0 4x2

S-19:
S(n) —A
* We want to find the limit as n goes to infinity of the percentage error, lim IOOW
n—oo n
Since A(n) is a nicer function than S(n), let’s simplify:
lim 100M =100|1 — lim M )
i 0[S ()] e S(n)

We figure out this limit the natural way:

. A(n) ) 5n*
100[1— 1 = 100[1— 1
‘ w0 S(n) w550 5% — 1313 — 4n 1 log(n)
denr
3
= 1001 — lim 20n 1
n—0020n3 —39n2 —4 +
3
—100[1— lim 2o 20
nond 20— 4L
= 1001 —1|=0

So, as n gets larger and larger, the relative error in the approximation gets closer and closer to
0.

425



¢ Now, let’s look at the absolute error.

lim [S(n) —A(n)| = lim |- 131 —4n +logn| =

n—ao

So although the error gets small relative to the giant numbers we’re talking about, the
absolute error grows without bound.

S-20: From Example 6.3.4, we know that lin(l)(l —|—x)% =¢% so liII(l)(l —|—x)$ — elo83 — 5,
However, this is the limit as x goes to 0, which is not what we were asked. So, we modify the
functions by replacing x with % If x — 0T, then )1—C — 0.
Taking f(x) = 1+ and g(x) = xlog$5, we see:
. i 1
® Jim 0 = Jim (1) =1
(i) lim g(x) = lim xlog5 = oo
X—00 X—1>(X)
(ii1) Let us name — = X. Then as x — o0, X — 07, so:
X

xlog5 lolgs

1171
lim [£(x)]$%) = lim {1+— = lim |1+ | * = lim [14+X]% =85 = 5, where in

X—00 X—00 X X—00 X_)O-’r
the penultimate step, we used the result of Example 6.3.4.

1
x =0, and lim — = o0, so we have the form 0®. (Note that sin”x is positive, so our

S-21: lim sin? 5

x—0 x—0Xx

root is defined.) This is not an indeterminate form: lim Xv sin’x = 0.

x—0

1
S-22: hn(l) cosx = 1 and hn(l) — = 00, 80 111’[(1) (cosx)x 7 has the indeterminate form 1%. We want to
x—0X

use ["Hopital, but we need to get our function into a fractional indeterminate form. So, we’ll use a
logarithm.

1
y: = (cosx)<

1 1 logcosx
logy = 1o ( COSX 2) = —log(cosx) =
gy = log ( (cosx) =2 _g( ) 2
logcosx —tins —tanx —sec’x
limlogy = lim = lim =2~ = lim = lim
x—0 gy x—0 x2 x—0 2x x—0 2x x—0 2
—
num—0 num—0
den—0 den—0
—1 1
= lim =
x—02cosZx 2
1
Therefore, limy = lim e!°% = ¢~ /2 =
x—>0y x—0 \/E
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e Solution 1
yi= exlogx — (ex)logx

lim y = lim (¢¥)1o8*
x—07t x—0t

This has the form 17% = 1%, and 1% is an indeterminate form. We want to use 1’Hopital, but
we need to get a different indeterminate form. So, we’ll use logarithms.

lim logy = lim log ((ex)logx> = lim logxlog(¢*) = lim (logx)-x
x—0+ x—0+

x—0t x—0t

This has the indeterminate form 0 - co, so we need one last adjustment before we can use
I’Hopital’s Rule.

1
) logx ) o .
— lim 2% — lim =7 = lim —x=0
x—0t 1 x—0* = x—0t
—
num——aoC
den— oo

Now, we can figure out what happens to our original function, y:

lim y= lim €% =¢" =1
x—07F x—0F

¢ Solution 2

. xlogx __ ( logx>x_xv
y:= = (e =
lim y= lim x"

x—0t x—0t

We have the indeterminate form 0°. We want to use I’'Hopital, but we need a different
indeterminate form. So, we’ll use logarithms.

lim logy = lim log(x*) = lim xlogx

x—0t x—0t x—0t

Now we have the indeterminate form 0 - oo, so we need one last adjustment before we can use
I’Hopital’s Rule.

1
. . logx . .
lim y= lim Tg = lim 27 = lim —x=0
x—07F x—07F T x—0t = x—07F
—
num—0
den——C

Now, we can figure out what happens to our original function, y:

lim y= lim ¢°2 =% =1
x—0t x—0t
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S-24: First, note that the function exists near 0: x? is positive, so log(x?) exists; near 0, logx? is
negative, so —log(x?) is positive, so [—log(xz)]x exists even when x is negative.

Since liII(l) —log (xz) = oo and limx = 0, we have the indeterminate form o°. We need I’Hopital,
X

x—0

but we need to manipulate our function into an appropriate form. We do this using logarithms.

y:= [—log(xz)}x

log (— log(xz))
logy =1 (—1 2x>: Jog [ —log(x?) | =
ogy = log  [—log(x”)] x -log | —log(x") I
—0 o0
o
_2
log (—log(x? Y )
limlogy = lim g lg( ) _ lim IOgY‘) — i _XZ —0
x—0 x—0 = x—0 _—2 x—0 lOg(X )
X X — _
—_— -
num— o num—0
den—+o0 den——C
Now, we’re ready to figure out our original limit.
limy = lime'® = ¢’ =1
x—0 x—0
> -

Solutions to Exercises 7.1 — Jump to TABLE OF CONTENTS

2

S-1: In general, this is false. For example, the function f(x) = x2 9 has no vertical asymptotes,
x JE—

because it is equal to 1 in every point in its domain (and is undefined when x = +3).

However, it is certainly possible that f(x) has a vertical asymptote at x = —3. For example,

1
flx)= 5 has a vertical asymptote at x = —3. More generally, if g(x) is continuous and

g(—3) # 0, then f(x) has a vertical asympotote at x = —3.

S-2: Since x> + 1 and x* + 4 are always positive, f(x) and h(x) are defined over all real numbers.
So, f(x) and h(x) correspond to A(x) and B(x). Which is which? A(0) = 1 = f(0) while
B(0) =2 =h(0), so and B(x) = h(x).

That leaves g(x) and k(x) matching to C(x) and D(x). The domain of g(x) is all x such that
x?— 1= 0. That s, |x| > 1, like C(x). The domain of k(x) is all x such that x> —4 > 0. That is,
x| = 2, like D(x). So, C(x) = g(x) and
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S-3: (a) Since f(0) = 2, we solve

=4/log"(0+p)

= [log p|
logp = £2
p_eiZ
p=éctorp=—

e2

1
We know that p is e? or =3 , but we have to decide between the two. In both cases, f(0) = 2. Let’s

consider the domain of f ( ). Since log?(x + p) is never negative, the square root does not restrict
our domain. However, we can only take the logarithm of positive numbers. Therefore, the domain is

xsuch thatx+4+p >0
x such that x > —p

1 1 1

If p = —, then the domain of f (x) is (— 5 ) In particular, since —— > —1, the domain of
e e e

f(x) does not include x = —1. However, it is clear from the graph that f(—1) exists. So, p = €.

(b) Now, we need to figure out what b is. Notice that b is the end of the domain of f(x), which we
already found to be (—p, ). So, b = —p = —e?.

(As a quick check, if we take e ~ 2.7, then —e®> = —7.29, and this looks about right on the graph.)

(c) The x-intercept is the value of x for which f(x) = 0:

0= 4/log*(x+p)
0 =log(x+ p)
l=x+p

x=1-p=1-¢°

The x-intercept is 1 —e?.

(As another quick check, the x-intercept we found is a distance of 1 from the vertical asymptote, and
this looks about right on the graph.)

S-4: Vertical asymptotes occur where the function blows up. In rational functions, this can only
happen when the denominator goes to 0. In our case, the denominator is 0 when x = 3, and in this
case the numerator is 147. That means that as x gets closer and closer to 3, the numerator gets closer
and closer to 147 while the denominator gets closer and closer to 0, so |f(x)| grows without bound.
That is, there is a vertical asymptote at x = 3.
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The horizontal asymptotes are found by taking the limits as x goes to infinity and negative infinity.
In our case, they are the same, so we condense our work.

5 x(2x+1)(x=7) 5 2x3 +ax? +bx+c
oo 3081 xotw 30 -8l

where a, b, ad ¢ are some constants. Remember, for rational functions, you can figure out the end
behaviour by looking only at the terms with the highest degree—the others won’t matter, so we don’t
bother finding them. From here, we divide the numerator and denominator by the highest power of x

in the denominator, x°.

. 23 +ax +bx+c %
= lim
x—+0 3x3 —81 1

2484+

= lim

x—+00 33— %
_ 2404040 _ 2
o 3—0 3

2
So there is a horizontal asymptote of y = 3 both as x — o0 and as x — —o0.

S-5: Since f(x) is continuous over all real numbers, it has no vertical asymptote.

To find the horizontal asymptotes, we evaluate lirJP f(x).
X—>T00

lim 107 = 1im 10X = oo
X—00 X—0
N——

let x=3x—7

So, there’s no horizontal asymptote as x — co.

lim 10*~7 = 1lim 10%¥
X——00 X——o0
—_——
let x=3x—7
— lim 107X’
X'—00
—_——
let x’=—x

That is, y = 0 is a horizontal asymptote as x — —o0.

&> <&

Solutions to Exercises 7.2 — Jump to TABLE OF CONTENTS
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S-1: Functions A(x) and B(x) share something in common that sets them apart from the others:
they have a horizontal tangent line only once. In particular, A’(—2) # 0 and B'(2) # 0. The only
listed functions that do not have two distinct roots are /(x) and p(x). Since [(—2) # 0 and p(2) # 0,
we conclude

Function C(x) is never decreasing. Its tangent line is horizontal when x = +2, but the curve never
decreases, so C'(x) > 0 for all x and C'(2) = C'(—2) = 0. The only function that matches this is
n(x) = (x—2)?(x+2)2. Since its linear terms have even powers, it is never negative, and its roots
are precisely x = +2.

C'(x) = n(x)

For the functions D(x) and E(x) we consider their behaviour near x = 0. D(x) is decreasing near
x =0, so D'(0) < 0, which matches with 0(0) < 0. Contrastingly, E (x) is increasing near zero, so
E’(0) > 0, which matches with m(0) > 0.

E'(x) = m(x)

S-2: The domain of f(x) is all real numbers except —3 (because when x = —3 the denominator is
zero). For x # —3, we differentiate using the quotient rule:
(x+3)—e*(1) e
/
= = 2

Since ¢* and (x + 3)? are positive for every x in the domain of f(x), the sign of f’(x) is the same as
the sign of x + 2. We conclude that f(x) is increasing for every x in its domain with x 42 > 0. That
is, over the open interval (—2,0).

S-3: Since we can’t take the square root of a negative number, f(x) is only defined when x > 1.
Furthermore, since we can’t have zero as a denominator, x = —2 is not in the domain — but as long
as x = 1, we also have x # —2. So, the domain of the function is [1,0).

In order to find where f(x) is increasing, we find where f’(x) is positive.

2c+4 I
f/(x)—z”xx_l_2 Tl a2 -2(e-1) —x+4
(2x+4)? Vx—1(2x+4)2  x—1(2x+4)?
The denominator is never negative, so f(x) is increasing when the numerator of f(x) is positive, i.e.
when 4 —x > 0, or x < 4. Recalling that the domain of definition for f(x) is [1,4o0), we conclude
that f(x) is increasing on the open interval (1,4).

S-4: The domain of arctangent is all real numbers. The domain of the logarithm function is all

positive numbers, and 1+ x? is positive for all x. So, the domain of f(x) is all real numbers.
In order to find where f(x) is increasing, we find where f’(x) is positive.

- 2 2x _2—2x
142 142 142

f'(x)
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Since the denominator is always positive, f(x) is increasing when when 2 —2x > 0. We conclude
that f(x) is increasing on the open interval (—oo,1).

L g a

Solutions to Exercises 7.3 — Jump to TABLE OF CONTENTS

S-1c

concave down

/_/H

- A N — X
~ ~

concave up concave down concave up

In the graph above, the concave-up sections are marked in red. These are where the graph has an
increasing derivative; equivalently, where the graph lies above its tangent lines; more descriptively,
where it curves like a smiley face.

Concave-down sections are marked in blue. These are where the graph has a decreasing derivative;
equivalently, where the graph lies below its tangent lines; more descriptively, where it curves like a
frowney face.

S-2: The most basic shape of the graph is given by the last two bullet points:

y
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The curve is concave down over the interval (—5 , 5), so let’s give it a frowney-face curvature there.

y

| | ;
\ \ X

-5 5

Finally, when x > 5 or x < —5, our curve should be concave up, so let’s give it smiley-face
curvature there, without changing its basic increasing/decreasing shape.

y

This finishes our sketch.

S-3: An inflection point is where the concavity of a function changes. It is possible that x = 3 is an
inflection point, but it is also possible that is not. So, the statement is false, in general.

For example, let f(x) = (x—3)*. Since f(x) is a polynomial, all its derivatives exist and are
continuous. f”(x) = 12(x—3)2, so f”(3) = 0. However, since f”(x) is something squared, it is
never negative, so f(x) is never concave down. Since f(x) is never concave down, it never changes
concavity, so it has no inflection points.

Remark: finding inflection points is somewhat reminiscent of finding local extrema. To find local
extrema, we first find all critical and singular points, since local extrema can only occur there or at
endpoints. Then, we have to figure out which critical and singular points are actually local extrema.
Similarly, if you want to find inflection points, start by finding where f”(x) is zero or non-existant,
because inflection points can only occur there. Then, you still have to check whether those points
are actually inflection points.

-4: Inflection points occur where f”(x) changes sign. Since f(x) is a polynomial, its first and
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second derivatives exist everywhere, and are themselves polynomials. In particular,

f(x) =3x° —5x* +13x
f(x) = 15x* =206 +13
f"(x) = 60x> — 60x* = 60x*(x—1)

The second derivative is negative for x < 1 and positive for x > 1. Thus the concavity changes
between concave up and concave down atx =1, y = 11.

This is the only inflection point. It is true that f”(0) = 0, but for values of x both a little larger than
and a little smaller than 0, f”(x) < 0, so the concavity does not change at x = 0.

L g a

Solutions to Exercises 7.4 — Jump to TABLE OF CONTENTS

S-1: This function is symmetric across the y-axis, so it is even.

S-2: The function is not even, because it is not mirrored across the y-axis.

Assuming it continues as shown, the function is periodic, because the unit shown below is repeated:

Additionally, f(x) is odd. In a function with odd symmetry, if we mirror the right-hand portion of
the curve (the portion to the right of the y-axis) across both the y-axis and the x-axis, it lines up with
the left-hand portion of the curve.
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reflected across y-axis

reflected across both axes

Since reflecting the right-hand portion of the graph across the y-axis, then the x-axis, gives us f(x),
we conclude f(x) is odd.
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S-3: Since the function is even, we simply reflect the portion shown across the y-axis to complete
the sketch.

S-4: Since the function is odd, to complete the sketch, we reflect the portion shown across the
y-axis (shown dashed), then the x-axis (shown in red).
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S-5: A function is even if f(—x) = f(x).

So, f(x) is even.

S-6: For any real number x, we will show that f(x) = f(x+4r).

x+4r
2

= sin(x+4m) + cos <§ + 27r>
= sin(x) + cos (%)
=f(x)

f(x+4r) = sin(x+47) + cos (

So, f(x) is periodic.

S-7: f(x) is not periodic. (You don’t really have to justify this, but if you wanted to, you could say
something like this. Notice f(0) = 1. Whenever x > 10, f(x) > 1. Then the value of f(0) is not
repeated indefinitely, so f(x) is not periodic.)

To decide whether f(x) is even, odd, or neither, simplify f(—x):
f(=x) = (=x)*+5(—x)* +cos ((—x)°)
= x* 4 5x° + cos(—x)
= x* +5x% +cos(x)
=f(x)

Since f(—x) = f(x), our function is even.

S-8: It should be clear that f(x) is not periodic. (If you wanted to justify this, you could note that
f(x) = 0 has exactly two solutions, x = 0, —5. Since the value of f(0) is repeated only twice, and
not indefinitely, f(x) is not periodic.)

To decide whether f(x) is odd, even, or neither, we simplify f(—x).

f=x) = (=x)* +5(-x)*

= —x° +5x*

We see that f(—x) is not equal to f(x) or to —f(x). For instance, when x = 1:

* f=x) =f(=1) =4,
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s f(x)=f(1)=6,and
—f(x) = —f(1) = 6.
Since f(—x) is not equal to f(x) or to —f(x), f(x) is neither even nor odd.
S-9: Recall the period of g(X) = tanX is .
tan(X + ) = tan(X) for any X in the domain of tanX

Replacing X with 7x:

tan(7x + ) = tan(7x) for any x in the domain of tan(7x)
tan(7(x+ 1)) = tan(7x) for any x in the domain of tan(7x)
fx+1)=f(x) for any x in the domain of tan(7x)

The period of f(x) is 1.

S-10: Let’s consider g(x) = tan(3x) and h(x) = sin(4x) separately. Recall that 7 is the period of
tangent.

tanX = tan(X + 1) for every X in the domain of tanX

Replacing X with 3x:

tan(3x) = tan(3x + 1) for every x in the domain of tan3x

tan(3x) = tan (3 <x + g)) for every x in the domain of tan3x
T

glx)=g (x + §> for every x in the domain of tan3x

So, the period of g(x) = tan(3x) is %

Similarly, 27 is the period of sine.

sin(X) = sin(X + 27) for every X in the domain of sin(X)
Replacing X with 4x:
sin(4x) = sin(4x + 27) for every x in the domain of sin(4x)
sin(4x) = sin <4 (x + g)) for every x in the domain of sin(4x)
h(x)=nh (x + g) for every x in the domain of sin(4x)

So, the period of i(x) = sin(4x) is g

All together, f(x) = g(x) + h(x) will repeat when both g(x) and i(x) repeat. The least common
integer multiple of 3 and 5 is 7. Since g(x) repeats every 3 units, and /(x) repeats every g units,

they will not both repeat until we move 7 units. So, the period of f(x) is 7.
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&> <&

No exercises for Section 7.5. — Jump to TABLE OF CONTENTS

L o &

Solutions to Exercises 7.6 — Jump to TABLE OF CONTENTS

S-1: (a) Since we must have 3 —x > 0, this tells us x < 3. So, the domain is (—oo,3].
(b
X _3 2—x
2¢/3—x  "23-x
For every x in the domain of f/(x), the denominator is positive, so the sign of f’(x) depends only on
the numerator.

fl(x)=+3—x—

x| (—,2) 2 (2,3) 3
f'(x) || positive 0 negative DNE

f(x) || increasing | maximum | decreasing | endpoint

So, f is increasing for x < 2, has a local (in fact global) maximum at x = 2, is decreasing for
2 < x < 3, and has a local minimum at x = 3.

Remark: this shows us the basic skeleton of the graph. It consists of a single hump.

(¢c) When x < 3,
1
HOEMES 12)3-x)"32 <0

The domain of f”(x) is (—o0,3), and over its domain it is always negative (the factor (3x—12) is

negative for all x < 4 and the factor (3 — x)~3/2 is positive for all x < 3). So, f(x) has no inflection
points and is concave down everywhere.

(d) We already found
2—x
/
¥) —
f(x) N
This is undefined at x = 3. Indeed,
2—x
lim 3—— = —0,
3= 2B —x

so f(x) has a vertical tangent line at (3,0).

(e) To sketch the curve y = f(x), we already know its intervals of increase and decrease, and its
concavity. We also note its intercepts are (0,0) and (3,0).
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S-2:

(22)

increasing decreasing

concave down

* Asymptotes:

. .12
A S0 = g =0
So y = 0 is a horizontal asymptote both at x = oo and x = —o0.
3
-2
lim f(x) = lim = =%

x—0 x—0 X

So there is a vertical asymptote at x = 0, where the function plunges downwards from both
the right and the left.

Intervals of increase and decrease:

3
)=t

2 X x

The only place where f’(x) is zero only at x = 2. So f(x) has a horizontal tangent at x = 2,
y= %. This is a critical point.

The derivative is undefined at x = 0, as is the function.
X (—00,0) 0 (0,2) 2 (2,00)
f'(x) | negative DNE positive 0 negative

f(x) | decreasing | vertical asymptote | increasing | local max | decreasing

Since the function changes from increasing to decreasing at x = 2, the only local maximum is
atx = 2.

At this point, we get a rough sketch of f(x).
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decreasing increasing  decreasing

* Concavity:

2 40 2x°—4
f//(x):___ozx_o

x3  x0 X0

The second derivative of f (x) is positive for x > /20 and negative for x < +/20. So the curve
is concave up for x > v/20 and concave down for x < +/20. There is an inflection point at
xz%O%Z],y:z&%%O.&

* Intercepts:

Since f(x) is not defined at x = 0, there is no y-intercept. The only x-intercept is
x=+v2~13.

¢ Sketch:

We can add concavity to our skeleton sketched above, and label our intercept and inflection
point (marked with a square).
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decreasing increasing  decreasing
concave down concave up
S-3:
e Asymptotes:
When x = —1, the denominator 1+ x> of f(x) is zero while the numerator is 1, so x = —1 is

a vertical asymptote. More precisely,

lim f(x)=—o0 lim f(x)=o0

x——1- x——1*
There are no horizontal asymptotes, because
4 4

xlggOl—i—x3 - xkr—IlOO1+x3 -

¢ Intervals of increase and decrease:

We note that f’(x) is defined for all x # —1 and is not defined for x = —1. Therefore, the only
singular point for f(x) is x = —1.

To find critical points, we set

f(x) =
463 4x0=0
x3(4+x3) =0

©=0 or 44x=0
x=0 or x= Vi~ —-16

At these critical points, £(0) =0 and f(—v/4) = %1 < 0. The denominator of f’(x) is
never negative, so the sign of f’(x) is the same as the sign of its numerator, x> (4 +x%).
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x | (—o0,—v4) | —v4 | (=v4,-1)| -1 | (=1,0) (0,0)
(%) positive 0 negative | DNE | negative positive
f(x) increasing | 1. max | decreasing | VA | decreasing | l. min | increasing

Now, we have enough information to make a skeleton of our graph.

V4 1
increasing decr decr increasing
* Concavity:
The second derivative is undefined when x = —1. It is zero when

1262 — 6x° = 6x?(2—x>) = 0. That is, at x = v/2 ~ 1.3 and x = 0. Notice that the sign of
f"(x) does not change at x = 0, so x = 0 is not an inflection point.

s | (cemn) | 21 [ (FL0) (0v2) [V2] (V2w)
f"(x) negative DNE | positive positive 0 negative
f(x) || concave down | VA | concave up concave up | IP | concave down

Now we can refine our skeleton by adding concavity.
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increasing decr decr increasing

concave down concave up concave down

S-4:
* Asymptotes:
3 3
. X ) X
lim =0 lim = —00
x>—w 1 —x2 x> | —x2
So, f(x) has no horizontal asymptotes.
On the other hand f(x) blows up at both x = 1 and x = —1, so there are vertical asymptotes
at x = 1 and x = —1. More precisely,
. X . X
lim = lim = —00
xoe1- 1 —x2 o1+ 1 —x2
T A fim 5~ o
xsl— 1 —x2 N o1+ 1 —x2 n

e Symmetry:

f(x) is an odd function, because

* Intercepts:

The only intercept of f(x) is the origin. In particular, that means that out of the three intervals
where it is continuous, namely (—o0,—1), (—1,1) and (1,00), in two of them f(x) is always
positive or always negative.
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- Whenx< —1: 1—x><0andx’<0,so0 f(x)>0.

- Whenx>1: 1-x><0andx’>0,s0 f(x) <0.
— When —1 <x<0,1—x>>0and x* <0so f(x) <0.

— When0 <x<1,1—x*>>0and x> >0so f(x) >0.

¢ Intervals of increase and decrease:

32 —xt X (3-x%)
- (1—x2)2

f'(x)

(1—x2)2

The only singular points are x = +1, where f(x), and hence f’(x), is not defined. The critical
points are:

flx)=0
X = or 3—x>=0
x= or x==xV3~=xl1.7
N : 3v3
The values of f at its critical points are £(0) =0, f(+/3) = - —2.6 and
33
f(—\/g) = T =~ 2.6-
Notice the sign of f’(x) is the same as the sign of 3 — x°.
x (o v3) | V3 (Va1 ] -1
f(x) negative 0 positive | DNE
f(x) || decreasing | local min | increasing | VA
x | (-Lo) 0v3) | V3 | ()
f'(x) || positive positive 0 negative
f(x) | increasing increasing | local max | decreasing

Now we have enough information to sketch a skeleton of f(x).
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decreasing incr increasing incr decreasing

Concavity:

X x2
f'(x) = 2( 1(3_—:2)3)

The second derivative is zero when x = 0, and is undefined when x = +1.

x| (~o—1) | (=1,0) 0 (0,1) (1,0)

" (x) positive negative 0 positive negative

f(x) || concave up | concave down | inflection point | concave up | concave down

Now, we can refine our skeleton.
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decreasing incr increasing incr decreasing

concave up  concave down concave up concave down

S-5: (a) One branch of the function, the exponential function €*, is continuous everywhere. So f(x)
x> +3
3(x+1)
it’s continuous for all x > 0). So, f(x) is continuous for x > 0. To see that f(x) is continuous at

x =0, we see:

is continuous for x < 0. When x > 0, f(x) = , which is continuous whenever x # —1 (so

lim f(x) = lim &' =1

x—0— x—0—
2
x“+3
li = lim ——— =1
i S = i S
So, lin(l)f(x) =1=f(0)
X—

Hence f(x) is continuous at x = 0, so f(x) is continuous everywhere.
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(b) We differentiate the function twice. Notice

d { x?+3 } 3(x+1)(2x) — (x24+3)(3)
3

dx |3(x+1) 9(x+1)?
_x2+2x—3
C3(x+1)2
(x—1)(x+3)
:—3(x—|—1)2 where x # —1
. / _(0_1)(O+3)_ _0_ 7 /
Then xl_l)l’glJrf(X)—W_—l#l—e —xl_l)l'(l;l_f(X)
e’ x<0
so  f'(x)=% DNE x=0
(x—1)(x+3)
3(x+1)? x>0

Differentiating again,

d? { x2+3 }_d {x2+2x—3

d2 |3(x+1)f  dx | 3(x+1)2
C3(x+1)2(2x+2) — (2 +2x—3)(6) (x+ 1) [ +3(x+1)
N 9(x+1)* (+3(x—|—1)>
(x+1)(2x+2) —2(x* +2x —3)
B 3(x+1)3
:—3(x—?—1)3 where x # —1
e* x<0
so  f'(x)={ DNE x=0
3(x§-1)3 x>0

1. The only singular point is x = 0, and the only critical point is x = 1. (When you’re reading off the
expression for f/(x), remember that the bottom line only applies when x > 0.)

x (—00,0) 0 (0,1) 1 (1,00)
f'(x) || positive DNE negative 0 positive

f(x) || increasing | local max | decreasing | local min | increasing

The coordinates of the local maximum are (0, 1) and the coordinates of the local minimum are
2

(1.3).

ii.

When x # 0, f”(x) is always positive, so f(x) is concave up.

iii.
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Jim fx) = lim 23
_|_§

= lim X )3‘ = 0
x—>001_|_)_c

So, there is no horizontal asymptote to the right.

lim f(x)= lim ¢"=0

X—>—00 X——00

So, y = 0 is a horizontal asymptote to the left.

Since f(x) is continuous everywhere, there are no vertical asymptotes.

©

increasing decr increasing

concave up concave up
S-6:
* Asymptotes: In the problem statement, we are told:
. 14+2x
lim — =0
x—*ow X
So, y = 0 is a horizontal asymptote both at x = co and at x = —o0.

Since f(x) is continuous, it has no vertical asymptotes.
* Intervals of increase and decrease:
The critical points are the zeroes of 1 —x —2x? = (1 —2x)(1+x). Thatis, x =1, —1.

x [ oy -1 [ (-1 (3.0)

f'(x) | negative 0 positive 0 negative

=

f(x) | decreasing | local min | increasing | local max | decreasing

At these critical points, f(%) =2¢ 4> 0and f(—1) = —e"! <0.

From here, we can sketch a skeleton of the graph.
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NI— ——

—1

decreasing  increasing decr increasing

* Concavity:

We are told that we don’t have to actually solve for the inflection points. We just need to know
enough to get a basic idea. So, we’ll turn the skeleton of the graph into smooth curve.

Y

Inflection points are points where the convexity changes from up to down or vice versa. It
looks like our graph is convex down for x from —oo to about —1.8, convex up from about
x = —1.8 to about x = —0.1, convex down from about x = —0.1 to about x = 1.4 and convex

up from about x = 1.4 to infinity. So there are three inflection points at roughly
x=-18, —0.1, 1.4.

(a) We need to know the first and second derivative of f(x). Using the product and chain rules,

f(x) = e /2(1—x%). Given to us is f”(x) = (x> —3x)e™"/2. (These derivatives are also easy to
find using the formula developed in Question 20, Section 3.4.)

Since e /2 is always positive, the sign of f/(x) is the same as the sign of 1 —x2. f(x) has no

singular points and its only critical points are x = +1. At these critical points, f(—1) = ——— and

=
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X (—o0,—1) —1 (—1,1) 1 (1,00)
f'(x) | negative 0 positive 0 negative
f(x) || decreasing | local min | increasing | local max | decreasing

This, together with the observations that f(x) < 0 forx <0, f(0) =0 and f(x) > 0 for x > 0 (in
fact f is an odd function), is enough to sketch a skeleton of our graph.

We can factor f”(x) = (x3 —3x)e™/2 = x(x+v/3) (x—/3)e™ /2. Since e /2 is always
positive, the sign of f”(x) is the same as the sign of x(x +1/3) (x —v/3).
" (x) negative 0 positive negative 0 positive
f(x) | concave down | IP | concave up | IP | concave down | IP | concave up
(b) We’ve already seen that f(x) has a local min at x = —1 and a local max at x = 1.
As x tends to negative infinity, f(x) tends to 0, and f(x) is decreasing on (—co,—1). Then f(x )

D=7
\/lg and tending to 0. So when

between 0 and f(—1

to f(1) =
x> 1, f(x )1sbetween \[andO

) = \_—[1 on (—oo,—1). Then f(x) is increasing on (—1,1) from f(—

Flnally, for x > 1, f(x) is decreasing from f(1) =

L and \1[,
and x = 1, respectively. Therefore, the local and global min of f(x) is at (—1

So, over its entire domain, f(x) is between = e and it only achieves those values at x = —1
, \[) and the local

and global max of f(x) is at (1 ,\[)

(c) In the graph below, square marks are inflection points, and solid dots are extrema.
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Sl

—V3 —1 1

Il

e Symmetry:

f(=x) = —x+2sin(—x) = —x—2sinx = —f(x)

So, f(x) is an odd function. If we can sketch y = f(x) for nonnegative x, we can use
symmetry to complete the curve for all x.

* Asymptotes:

Since f(x) is continuous, it has no vertical asymptotes. It also has no horizontal asymptotes,
since

lim f(x)=—o0

X——00

lim f(x) = o0

X—00

¢ Intervals of increase and decrease:

Since f(x) is differentiable everywhere, there are no singular points.
f(x) =142cosx
So, the critical points of f(x) occur when

1
Cosx = ——

2

2 )
x=2nn+ 3 for any integer n

. . : 2n 4w 8w 107
For instance, f(x) has critical points at x = A== and x = =3
From the unit circle, or the graph of y = 1 + 2 cosx, we see:
2w 2w 2n 21 4rm 4n 4r 8m &n 8r 107
X (_T’T) 3 (?’T) 3 (?’T) 3 (T’T)
f'(x) || positive 0 negative 0 positive 0 negative
f(x) || increasing | 1. max | decreasing | I. min | increasing | 1. max | decreasing
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We have enough information to sketch a skeleton of the curve y = f(x). We use the pattern
above for the graph to the right of the y-axis, and use odd symmetry for the graph to the left of
the y-axis.

| | |
[ [ [
—l4r  —10m—8m 2n Arm 8z 10m 14w
3 3 3 3 3 3 3 3

* Concavity:

f"(x) = —2sinx

So, f”(x) exists everywhere, and is zero for x = 7 + 7n for every integer n.

x (0,7) n| (m2m) |2=n (2m,3m) 3n | (3m,4nm)

" (x) negative 0 | positive 0 negative 0 positive

f(x) | concave down | IP | concave up | IP | concave down | IP | concave up

Using these values, and the odd symmetry of f(x), we can refine our skeleton. The closed
dots are local extrema, and the square marks are inflection points occurring at every integer
multiple of 7.
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-9: We first compute the derivatives f’(x) and f”(x).

f'(x) = 4cosx+4sin2x = 4cosx + 8sinxcosx = 4cosx(1 + 2sinx)
f"(x) = —4sinx + 8cos2x = —4sinx + 8 — 16sin’x = —4(4sin’x 4 sinx —2)
The graph has the following features.

o Symmetry: f(x) is periodic of period 27r. We’ll consider only —7 < x < 7. (Any interval of
length 27 will do.)

* y-intercept: f(0) = -2

: , T
* Intervals of increase and decrease: f’(x) = 0 when cosx =0, i.e. x = +5 and when

. . T 57
siny = ——,1.e. x=——,——.
2 6 6
St St _ &« T _T T b1
x| | (—6-3) | (55.-9) | (=5.3) (3.7)
f'(x) | negative positive negative positive negative
f(x) || decreasing | increasing | decreasing | increasing | decreasing
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This tells us local maxima occur at x = iE and local minima occur at x = 5 and x = s

Here is a table giving the value of f at each of its critical points.

5 T T T
* 16" 262
sinx | =1 | -1 | =% | 1
cos2x % —1 % —1
f(x) -3 -2 | -3 6

From here, we can graph a skeleton of of f(x):

—6

Nl —
(\4 —t

+ Concavity: To find the points where f”(x) = 0, set y = sinx, so f”(x) = —4(4y* +y—2).
Then we really need to solve

4y +y—2=0 which gives us

—1++/33
YT

These two y-values map to the following two x-values, which we’ll name a and b for

convenience:
—1++/
a = arcsin (+—33> ~ 0.635
b = arcsin (%) ~ —1.003
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However, these are not the only values of x in [—7, 7] with sinx = %ﬁ. The analysis
above misses the others because the arcsine function only returns numbers in the range

[—%,%]. The graph below shows that there should be other values of x with sinx = %ﬁ
and hence f”(x) = 0.

b

We can recover the other solutions in [—7, 7] by recalling that
sin(x) = sin(7 —x).

So, if we choose x = arcsin (%) ~ 0.635 to make sin(x) = #ﬁ so that f”(x) =0,
then setting

—1+4++/33
X =T —a= T —arcsin <+T) ~ 2.507
will also give us sin(x) = % and f”(x) = 0. Similarly, setting

X =7 —b=m—arcsin (%) ~ 4.145

would give us f”(x) = 0. However, this value is outside [—7, 7]. To find another solution
inside [—, | we use the identity

sin(x) = sin(—7m —x)

(which we can obtain from the identity we used above and the fact that sin(6) = sin(6 +27)
for any angle ). Using this, we can show that

xX=—T—b=—m—arcsin ~ —2.139

(—1 — 33)
8
also gives f”(x) = 0.

So, all together, f”(x) =0whenx = -7 —b,x=b,x=a,and x = T —a.

Now, we should compute the sign of f”(x) while x is between —x and 7. Recall that, if
y = sinx, then f”(x) = —4(4y> +y—2). So, in terms of y, f” is a parabola pointing down,
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with intercepts y = %. Then f” is positive when y is in the interval <_1_8\/§, _14;3@),

and f” is negative otherwise. From the graph of sine, we see that y is between %ﬁ and

#ﬁ precisely on the intervals (—m, —m —b), (b,a), and (7 —a, ).

Therefore, f(x) is concave up on the intervals (—x,—7m —b), (b,a), and (T —a,7), and f(x)
is concave down on the intervals (—7 — b,b) and (a,7 — a). So, the inflection points of f

occuratx=—-nmT—b,x=b,x=a,andx =1 —a.
y
— 6
—t—b b a nTa
| | ! | | X
-7 _r T T
5w 2 _r 2
—3z %
Vavi
-— =3

To find the maximum and minimum values of f(x) on [0, 7], we compare the values of f(x) at its
critical points in this interval (only x = %) with the values of f(x) at its endpoints x = 0, x = 7.

Since f(0) = f(m) = —2, the minimum value of f on [0, ] is —2, achieved at x = 0, 7 and the
maximum value of f on [0, 7] is 6, achieved at x = —.

1
S-10: Let f(x) = 43/’6;; .

 Asymptotes: Since lirr(l) f(x) = o0, f(x) has a vertical asymptote at x = O where the curve
X—

reaches steeply upward from both the left and the right.

lim f (x) =0, so y = 0 is a horizontal asymptote for x — +o0.
X—T00

e Intercepts: f(—1) =0.
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¢ Intervals of increase and decrease:

P& = 35561273
There is a singular point at x = —1 and a critical point at x = —2, in addition to a
discontinuity at x = 0. Note that (x+ 1)%/3 = (Vx+ 1)2, which is never negative. Note also
that lim1 f'(x) = o0, so f(x) has a vertical tangent line at x = —1.
xX——

X (—o0,=2) | -2 (—2,-1) (—1,0) 0 (0,00)
f'(x) | negative 0 positive DNE positive | DNE | negative
f(x) || decreasing | 1. min | increasing | vertical | increasing | VA | decreasing

This gives us enough information to sketch a skeleton of the curve.
y\‘
X
* Concavity:
) = 4x* 4+ 16x+ 10
9x8/3(x+1)5/3
We still have a discontinuity at x = 0, and f”(x) does not exist at x = —1. The second

derivative is zero when 4x? + 16x + 10 = 0. Using the

when x = —2++/1.5 ~ —0.8, —3.2. Note x3/3 = (¥/x)® is never negative.

Now, we can refine our skeleton. The closed dot is the local minimum, and the square marks

%uadratic formula, we find this occurs

x || (-o0,—2—=+/15) | =2—+/1.5 | (-2—=V15,-1) | —1
7 (x) negative 0 positive DNE
fx) concave down IP concave up IP
x (=1,—24++15) | —2++1.5 | (=2++/15,0) | (0,%0)
(%) negative 0 positive positive
f(x) concave down IP concave up concave up

are inflection points.
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S-11: The parts of the question are just scaffolding to lead you through sketching the curve. Their
answers are given explicitly, in an organized manner, in the “answers” section. In this solution, they
are scattered throughout.

* Asymptotes:

Since the function has a derivative at every real number, the function is continuous for every
real number, so it has no vertical asymptotes. In the problem statement, you are told

lim f(x) =0, soy =0 is a horizontal asymptote as x goes to infinity. It remains to evaluate
X—00

lim f(x). Let’s consider the limit of f(x) instead. Recall K is a positive constant.
X——00

lim e = lim ' =0
X—>—00 X—00

lim K(2x—x?) = —w
X—>—00

So,

lim K(2x—x*)e™ = —0
X——00

That is, as x becomes a hugely negative number, f’(x) also becomes a hugely negative
number. As we move left along the x-axis, f(x) is decreasing with a steeper and steeper slope,
as in the sketch below. That means limOo f(x) =co.

X——
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Sketch: various tangent lines to f(x),
their slopes getting more strongly negative
as x gets more strongly negative.

Intervals of increase and decrease:

We are given f’(x) (although we don’t know f(x)):

f(x) =Kx(2—x)e™

The critical points of f(x) are x = 0 and x = 2, and there are no singular points. Recall ¢~ is
always positive, and K is a positive constant.

x || (=90.0) 0 (0,2) 2 (2,00)

f'(x) | negative 0 positive 0 negative

f(x) | decreasing | local min | increasing | local max | decreasing

So, f(0) = 0 is a local minimum, and f(2) = 2 is a local maximum.

Looking ahead to part (d), we have a skeleton of the curve.
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decreasing increasing decreasing

* Concavity:
Since we’re given f’(x), we can find f”(x).
f'(x) =K(2—2x—2x+x*)e™
= K(2—4x+x*)e™
:K(x—2—\@) (x—2+\@)e_x

where the last line can be found using the quadratic equation. So, f”(x) =0 forx =2+ V2,
and f”(x) exists everywhere.

x| (=00,2=2) | 2—=V2 | (2—42,24+V2) | 24+V2 | (24++/2,0)

(%) positive 0 negative 0 positive

f(x) concave up IP concave down IP concave up

Now, we can add concavity to our sketch.

y

| | | .

\ \
22 2 2442

decr increasing decreasing

ccup concave down concave up
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S-12: (a) You should be familiar with the graph of y = ¢*. You can construct the graph of y = e™*
just by reflecting the graph of y = ¢ across the y—axis. To see why this is the case, imagine
swapping each value of x with its negative: for example, swapping the point at x = —1 with the
point at x = 1, etc. Alternatively, you can graph y = f(x) = ¢, x > 0, using the methods of this
section: at x =0, y = f(0) = 1; as x increases, y = f(x) = e~* decreases, with no local extrema;
and as x —> 40, y = f(x) — 0.

There are no inflection points or extrema, except the endpoint (0,1).

y

(b)

Recall that, to graph the inverse of a function, we reflect the original function across the line y = x.
To see why this is true, consider the following. By definition, the inverse function g of f is obtained
by solving y = f(x) for x as a function of y. So, for any pair of numbers x and y, we have

f(x) =yifand only g(y) =x

That is, g is the function that swaps the input and output of f. Now the point (x,y) lies on the graph
of f if and only if y = f(x). Similarly, the point (X,Y) lies on the graph of g if and only if

Y = g(X). Choosing Y = x and X =y, we see that the point (X,Y) = (y,x) lies on the graph of g if
and only if x = g(y), which in turn is the case if and only if y = f(x). So

(y,x) is on the graph of g if and only if (x,y) is on the graph of f.

To get from the point (x,y) to the point (y,x) we have to exchange x < y, which we can do by
reflecting over the line y = x. Thus we can construct the graph of g by reflecting the curve y = f(x)
over the line y = x.
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(c) The domain of g is the range of f, which is (0, 1]. The range of g is the domain of f, which is
[0,00).

(d) Since g and f are inverses,
Using the chain rule,
Since f'(x) = —e™* = —f(x):

We plug in f(x) = 1.

S-13: (a) First, we differentiate.
fx)=x"—x  fl(x)=5x"—1 " (x) =20x°
The function and its first derivative tells us the following:

» lim f(x) =c0, lim f(x) = -

* f'(x) >0 (i.e. fis increasing) for |x| >

1
5
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* f'(x) =0 (i.e. f has critical points) for x = +— ~ +0.67

Sl -

1
* f'(x) <0 (.e. fis decreasing) for |x| < —

V5

1 4
. +t—|=7F ~ F70.53
(t35) ~*siz~

This gives us a first idea of the shape of the graph.

_4
5v5
| |
=1 1
V5 V5
—4
5v5

We refine this skeleton using information from the second derivative.
» f”(x) >0 (i.e. f is concave up) for x > 0,
* f”(x) =0 (i.e. f has an inflection point) for x = 0, and
* f"(x) <0 (.e. f is concave down) for x <0

Thus

* f has no asymptotes

1 1
¢ f has a local maximum at x = ——— and a local minimum at x = —
/ G 7

* f has an inflection point at x =0

* f1is concave down for x < 0 and concave up for x > 0
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.
V5
\ \ X
\ \
=L —4
Vs
(b) The function x> —x + k has a root at x = x if and only if x> —x = —k at x = xp. So the number
of distinct real roots of x> —x + k is the number of times the curve y = x> — x crosses the horizontal
1 4
line y = —k. The local maximum of x> —x (when x = ———) is ——, and the local minimum of
! 1 ( BE5
x° —x (when x = —=) is ———. So, looking at the graph of x° — x above, we see that the number

V55V

of distinct real roots of x> —x + k is

4
* 1 when |k|>T

5V/5
4

5v/5

4
* 3when k| < —=

5v/5

* 2 when [k| =

-14:

(a) You might not be familiar with hyperbolic sine and cosine, but you don’t need to be. We can
graph them using the same methods as the other curves in this section. The derivatives are given to
us:

d . ef4e d . er—e*
a{smhx} = coshx = 5 d—x{coshx} = sinhx = >
d\? Yo d\? & +e
(&) {sinhx} = sinhx = c 26 (&) {coshx} = coshx = —{_26

Observe that:

* sinh(x) has a derivative that is always positive, so sinh(x) is always increasing. The second
derivative of sinh(x) is negative to the left of x = 0 and positive to the right of x = 0, so
sinh(x) is concave down to the left of the y-axis and concave up to its right, with an inflection
point at x = 0.
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* cosh(x) has a derivative that is positive when x > 0 and negative when x < 0. The second
derivative of cosh(x) is always positive, so it is always concave up.

¢ cosh(0) = 1 and sinh(0) = 0.

X
. . . . (4 . . _
e lim sinhx = lim coshx = lim — = o0, since lim e ¥ =0

X—00 X—00 X—00 X—00
. ) ) et e . e €
e (5 ) () e
) . e ¥ . e ™ &
Amcohe= Im (5 " 7) = (7 i E) -

* cosh(x) is even, since cosh(—x) = 5 === cosh(x), and
—x _ ,—(—x) —X __ X (e — e
sinh(x) is odd, since sinh(—x) = —— el Gl — sinh(x)
2 2 2
\ )
y = sinhx y = coshx
1
X X

(b)

* As y runs over (—o0,0) the function sinh(y) takes every real value exactly once. So, for each
x € (—oo,00), define sinh~! (x) to be the unique solution of sinh(y) = x.

* As y runs over [0,00) the function cosh(y) takes every real value in [1,00) exactly once. In
particular, the smallest value of cosh(y) is cosh(0) = 1. So, for each x € [1,00), define
cosh™! (x) to be the unique y € [0,c0) that obeys cosh(y) = x.

To graph the inverse of a (one-to-one) function, we reflect the original function over the line y = x.
Using this method to graph y = sinh™!(x) is straightforward. To graph y = cosh(x), we need to be
careful of the domains: we are restricting cosh(x) to values of x in [0,c0). The graphs are
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y = sinhx
" y=sinh"'x y =sinh™ ' x
\
X 3 X
y = coshx .
/’/ _ . -1
.~ y=cosh Ty y=cosh™ " x

7 g X X

(c) Let y(x) = cosh™!(x). Then, using the definition of cosh™!,
coshy(x) =x

We differentiate with respect to x using the chain rule.

< feoshy ()} = (3}
¥ (x)sinhy(x) =1
We solve for y'(x).

1
) —
%)= sinhy(x)

We want to have our answer in terms of x, not y. We know that coshy = x, so if we can convert
hyperbolic sine into hyperbolic cosine, we can get rid of y. Our tool for this is the identity, given in
the question statement, cosh? (x) — sinh?(x) = 1. This tells us sinh?(y) = 1 — cosh?(y). Now we
have to decide whether sinh(y) is the positive or negative square root of 1 — cosh?(y) in our context.
Looking at the graph of y(x) = cosh™! (x), we see y'(x) > 0. So we use the positive square root:

1 1
Y(x) = -
cosh?y(x) — 1 -

d
Remark: — {arccos(x)} = , so again the hyperbolic trigonometric function has properties
ax ()} V12 0 yp g prop

similar to (but not exactly the same as) its trigonometric counterpart.
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Solutions to Exercises 8.1 — Jump to TABLE OF CONTENTS

S-1c

When x = 0, the curve y = f(x) appears to have a flat tangent line, so the x = 0 is a critical point.
However, it is not a local extremum: it is not true that £(0) = f(x) for all x near 0, and it is not true
that £(0) < f(x) for all x near 0.

To the right of the x-axis, there is a spike where the derivative of f(x) does not exist. The x-value
corresponding to this spike (call it a) is a singular point, and f(x) has a local maximum at x = a.

S-2:

The x-coordinate corresponding to the blue dot (let’s call it @) is a critical point, because the tangent
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line to f(x) at x = a is horizontal. There is no lower point nearby, and actually no lower point on
the whole interval shown, so f(x) has both a local minimum and a global minimum at x = a.

If a function is not continuous at a point, then it is not differentiable at that point. So, the
x-coordinate corresponding to the discontinuity (let’s call it b) is a singular point. Values of f(x)
immediately to the right of b are lower, and values immediately to the left of b are higher, so f(x)
has no local (or global) extremum at x = b.

S-3: One possible answer is shown below.

For every x in the red interval shown below, f(2) = f(x), so f(2) is a local maximum. However,
the point marked with a blue dot shows that f(x) > f(2) for some x, so f(2) is not a global
maximum.

-4: Critical points are those values of x for which f’(x) = 0, and singular points are those values
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of x for which f(x) is not differentiable. So, we ought to find f’(x). Using the quotient rule,
F(x) = (1)(X2+3)—(x2—1)(2X)
(x*+3)
B —x?+2x+3
o (2+3)
(x—=3)(x+1)
(x243)

(a) The derivative f’(x) is zero when x = 3 and when x = —1, so those are the critical points.

(b) The denominator of f’(x) is never zero, so the derivative f’(x) exists for all x and f(x) has no
singular points.

(c) Theorem 8.1.3 tells us that local extrema of f(x) can only occur at critical points and singular

points. So, the possible points where extrema of f(x) may exist are x = 3 and x = —1.
S-3:
y y y y
\ \ .
X X X X
2 2 2 2
local max neither neither local max

For the first curve, the function’s value at x = 2 (that is, the y-value of the solid dot) is higher than
anything around it. So, it’s a local maximum.

For the second curve, the function’s value at x = 2 (that is, the y-value of the solid dot) is higher
than everything to the left, but lower than values immediately to the right. (On the graph reproduced
below, f(x) is higher than everything in the red section, and lower than everything in the blue
section.) So, it is neither a local max nor a local min.

Similarly, for the third curve, f(2) is lower than the values to the right of it, and higher than values
to the left of it, so it is neither a local minimum nor a local maximum.

In the final curve, f(2) (remember—this is the y-value of the solid dot) is higher than everything
immediately to the left or right of it (for instance, over the interval marked in red below), so it is a
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local maximum.

S-6: The question specifies that x = 2 must not be an endpoint. By Theorem 8.1.3, if x = 2 not a
critical point, then it must be a singular point. That is, f(x) is not differentiable at x = 2. Two
possibilities are shown below, but there are infinitely many possible answers.

[ ]
2 2

S-7: Critical points are those values of x for which f/(x) = 0, and singular points are those values
of x for which f(x) is not differentiable. So, we ought to find f’(x). Since f(x) has an absolute
value sign, let’s re-write it in a version that is friendlier to differentiation. Remember that [X| = X

when X > 0, and |[X| = —X when X < 0.

) = 4/|=5)(x+7)

B (x=5)(x+7) if(x=5)(x+7)=0
| A/ ~G=5)E+T7) if (x=5)(x+7) <0

The product (x —5)(x+7) is positive when (x —5) and (x+ 7) have the same sign, and negative
when they have opposite signs, so

f(x):{ (x=5)(x+7)  ifxe(~0,~7]V[50)
V== (x+7) ifxe(-7.5)
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Now, when x # —7,5, we can differentiate, using the chain rule.

(L {(x=5)(x+7)} .
eV 2/ T — —
NI ifxe (—o0,—7) U (5,00)
f(x) =3 G{=(=5) (A7)} if xe (=7,5)
24/ —(x=5)(x+7) ’
L ? ifx=-7,x=5
(242 —oo,—
NS ifxe (—o,—7) U (5,0)
— —2x—2 : _
=\ T e if xe (-7,5)
| ? fx=-7,x=5
We are tempted to say that the derivative doesn’t exist when x = —7 and x = 5, but be careful- we

don’t actually know that yet. The formulas we have for the f’(x) are only good when x is not —7 or
5.

—2x—2
The middle formula a tells us x = —1 is a critical point: when x = —1, f’(x) is
24/—(x=5)(x+7)
given by the middle line, and it is 0. Note that x = —1 also makes the top formula 0, but f'(—1) is
not given by the top formula, so that doesn’t matter.

What we’ve concluded so far is that x = —1 is a critical point of f(x), and f(x) has no other critical
points or singular points when x # —7,5. It remains to figure out what’s going on at —7 and 5. One
way to do this is to use the definition of the derivative to figure out what f/(—7) and f'(5) are, if
they exist. This is somewhat laborious. Let’s look for a better way.

* First, let’s notice that f(x) is defined for all values of x, thanks to that handy absolute value
sign.

Next, notice f(x) = 0 for all x, since square roots never give a negative value.

Then if there is some value of x that gives f(x) = 0, that x gives a global minimum, and
therefore a local minimum.

* f(x) =0exactly when (x—35)(x+7) =0, which occurs atx = —7 and x =5

Therefore, f(x) has global and local minima at x = —7 and x = 5

So, x = —7 and x = 5 are critical points or singular points by Theorem 8.1.3.
So, all together:

x = —1 is a critical point, and x = —7 and x = 5 are critical points or singular points (but we don’t
know which).

Remark: if you would like a review of how to use the definition of the derivative, below we show
that f(x) is not differentiable at x = —7. (In fact, x = —7 and x = 5 are both singular points.)
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f(=T+hm) = F(=7)

e
_ o VICBER )] - /0]
h—0 h
i VICB R (0)
h—0 h

Let’s first consider the case & > 0.

1 13—
CVICBER®] IR
h—0+ h h—0+ h
o VI3
0t \/]/TZ
. 13h— h?
= lim
h—0+ h?
13
— lim 4/— —1
h—l>r(l)l+ h
=
Since one side of the limit doesn’t exist,
tim 77N =T v
h—0 h
so f’(x) is not differentiable at x = —7. Therefore, x = —7 is a singular point.

S-8: For any real number c, ¢ is in the domain of f(x) and f’(c) exists and is equal to zero. So,
following Definition 7.2.1, every real number is a critical point of f(x), and f(x) has no singular
points.

For every number ¢, leta=c—1and b= c+ 1,30 a < ¢ < b. Then f(x) is defined for every x in
the interval [a,b], and f(x) = f(c) for every a < x < b. That means f(x) < f(c) and f(x) = f(c).
So, comparing with Definition 8.1.2, we see that f(x) has a global and local maximum AND
minimum at every real number x = c.

&> <&

Solutions to Exercises 8.2 — Jump to TABLE OF CONTENTS

-1: Two examples are given below, but many are possible.
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y=—+/Il

If f(x) = —x? or f(x) = —+/]x], then f(x) has a global maximum at x = 0. Since f(x) keeps
getting more and more strongly negative as x gets farther and farther from 0, f(x) has no global
minimum.

-2: Two examples are given below, but many are possible.

)
y=e

/

If f(x) = €%, then f(x) > 0 for all x. As we move left along the x-axis, f(x) gets smaller and
smaller, approaching 0 but never reaching it. Since f(x) gets smaller and smaller as we move left,
there is no global minimum. Likewise, f(x) increases more and more as we move right, so there is
no maximum.

y

/’ y = arctanx + 2

If f(x) = arctan(x) +2, then f(x) > (=%) +2 > 0 forall x.
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As we move left along the x-axis, f(x) gets smaller and smaller, approaching (—% + 2) but never
reaching it. Since f(x) gets smaller and smaller as we move left, there is no global minimum.

Likewise, as we move right along the x-axis, f(x) gets bigger and bigger, approaching (% + 2) but
never reaching it. Since f(x) gets bigger and bigger as we move right, there is no global maximum.

S-3: Since f(5) is a global minimum, f(5) < f(x) for all x, and so in particular f(5) < f(-5).
Similarly, f(—5) < f(x) for all x, so in particular f(—5) < f(5).
Since f(—5) < f(5) AND f(5) < f(—5), it must be true that f(—5) = f(5).

A sketch of one such graph is below.

S-4: Global extrema will occur at critical or singular points in the interval (—5,5) or at the
endpoints x = 5, x = —5.

f'(x) = 2x+ 6. Since this is defined for all real numbers, there are no singular points. The only
time f'(x) = 0 is when x = —3. This is inside the interval [—5,5]. So, our points to check are
x=-3,x=-5,andx=>5.

c -3 =5 5
type || critical point | endpoint | endpoint
f(e) —-19 —15 45
The global maximum is 45 at x = 5 and the global minimum is —19 at x = —3.
S-5: Global extrema will occur at the endpoints of the interval, x = —4 and x = 0, or at singular or

critical points inside the interval. Since f(x) is a polynomial, it is differentiable everywhere, so
there are no singular points. To find the critical points, we set the derivative equal to zero.

f(x) = 2x* —4x—30

0= 2x> —4x—30 = (2x—10)(x+3)
x=25,-3
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The only critical point inside the interval is x = —3.

c -3 —4 0
type | critical point endpoint endpoint
f(c) 61 17 =50+1 7
The global maximum over the interval is 61 at x = —3, and the global minimum is 7 at x = 0.
- >

Solutions to Exercises 8.3 — Jump to TABLE OF CONTENTS

S-1: We compute f(x) = 5x* — 5, which means that f(x) has no singular points (i.e., it is
differentiable for all values of x), but it has two critical points:

0=>5¢"-5
0=x*—1=+1)x*-1)
0=x*>—1

x=+1

Note, however, that 1 is not in the interval [—2,0].

The global maximum and the global minimum for f(x) on the interval [—2,0] will occur at x = —2,
x=0,orx=—1.
c -2 0 —1
type || endpoint | endpoint | critical point
fle) | —20 2 6

So, the global maximum is f(—1) = 6 while the global minimum is f(—2) = —20.

S-2: We compute f’(x) = 5x* — 5, which means that f(x) has no singular points (i.e., it is

differentiable for all values of x), but it has two critical points:

O=x'—1=+1)(x*-1)

0=5x"-5
0:x2—1
x=+1

Note, however, that —1 is not in the interval [0,2].

The global maximum and the global minimum for f(x) on the interval [0,2] will occur at x = 2,

x=0,orx=1.

c 2 0 1
type || endpoint | endpoint | critical point
f(e) 12 -10 —14

476



So, the global maximum is f(2) = 12 while the global minimum is /(1) = —14.

S-3: We compute f’(x) = 6x?> — 12x = 6x(x —2), which means that f(x) has no singular points
(i.e., it is differentiable for all values of x), but it has the two critical points: x = 0 and x = 2. Note,
however, 0 is not in the interval [1,4].

c 1 4 2
type || endpoint | endpoint | critical point
f(e) —6 30 —10

So, the global maximum is f(4) = 30 while the global minimum is f(2) = —10.

S-4: Since h(x) is a polynomial, it has no singular points. We compute its critical points:
B (x) =3x*—12
0=3x*—12
x==2

Notice as x — o0, h(x) — o0, and as x — —o0 h(x) — —co. So Theorem 8.3.3 doesn’t exactly apply.
Instead, let’s consider the signs of A’ (x).

x | (=o0,=2) | (=2,2) (2,00)
i (x) >0 <0 >0

h(x) | increasing | decreasing | increasing

So, h(x) increases until x = —2, then decreases. That means 4(x) has a local maximum at x = —2.
The function decreases from —2 until 2, after which is increases, so (x) has a local minimum at
x = 2. We compute f(—2) =20and f(2) = —12.

S-5: Since h(x) is a polynomial, it has no singular points. We compute its critical points:
W (x) = 6x* —24
0 = 6x* — 24
x==2

Notice as x — o0, h(x) — o0, and as x — —o0 h(x) — —c0. So Theorem 8.3.3 doesn’t exactly apply.
Instead, let’s consider the signs of //(x).

x| (—0,=2) | (-2,2) (2,00)
i (x) >0 <0 >0

h(x) | increasing | decreasing | increasing

So, h(x) increases until x = —2, then decreases. That means 4(x) has a local maximum at x = —2.
The function decreases from —2 until 2, after which is increases, so 2(x) has a local minimum at
x=2.

We compute f(—2) =33 and f(2) = —31.
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S-6: Suppose that Q is a distance of x from A. Then it is a distance of 18 — x from B.

X 18 —x

A QO B

® —e
12 km
P

Using the Pythagorean Theorem, the distance from P to Q is 4/122 + x2 kilometres, and the buggy
V122 452

travels 15 kph over this off-road stretch. The travel time from P to Q is 5 hours.

The distance from Q to B is 18 — x kilometres, and the dune buggy travels 30 kph along this road.
18 —
8 —x hours. So, the total travel time is

V122 4+x2 18 —x
o) =—5—*+—5—

The travel time from Q to B is

We wish to minimize this for 0 < x < 18. We will test all singular points, critical points, and
endpoints to find which yields the smallest value of f(x). Since there are no singular points, we
begin by locating the critical points.

, 11 _ 1
0=f"(x) = 75 5 (144 +x)712(20) — o

X

|
15 Vidd+2

X

Vidd 2

A= N = W [
I I O|"m

N
&
[\)
I
[
S
=~
|+
TN
>

=
I

[
W) N

So the minimum travel times must be one of f(0), £(18), and f (41/3).

12 18
F0)=(5+35=14

V1224182
f(18) = 1—:8 ~ 1.44

f<4\@) _ \/144;;144/3 N 18—;(2)/\5

~ 1.29

So Q should be 4v/3 km from A.
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S-7: Let ¢, w and h denote the length, width and height of the box respectively. We are told that

fwh = 4500 and that £ = 3w. Hence h = 4500 = 4500 = 1500. The surface area of the box is

lw 3w? w?
1500 1500 6000 2000
A =20w+20h+2wh =2 (3w2+3w—2—|—w—2) =2 (3w2—i——) =6 (w2+—>
w w w w
47
th
h wh
¢
w

As w tends to zero or to infinity, the surface area approaches infinity. By Theorem 8.3.3 the

.. . ) » 2000
minimum surface area must occur at a critical point of w* 4+ ——.

d 2
0:_{W2+@}

dw w
2000
=2w——
w
2000
w=—"5
w
w3 = 1000
w=10
Therefore,
{=3w =30
1500
w

The dimensions of the box with minimum surface area are 10 x 30 x 15.

S-8: Let the length of the sides of the square base be b metres and let the height be 7 metres. The

area of the base is b2, the area of the top is b* and the area of each of the remaining four sides is bh
so the total cost is

5(b*)  + 1(b*+4bh) = 6b* +4bh =12
— —
cost of base cost of 5 sides
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Solving for A,

_ 72—6b?
b

6 [12—p7
(5
3 /12-07
- (57

V:bzh:b2-§<12_b2)

The volume is

2 b
3

= 18— 2b°.
8 2

This is the function we want to maximize. Since volume is never negative, the endpoints of the
functions are the values of b that make the volume 0. So, the maximum volume will not occur at an
endpoint, it will occur at a critical point. The only critical point is b = 2:

d 35
O—E{ISb—Eb }

9
=18—2h°
2
b =4
3/12—4
b=2h==——)=6
=305

The desired dimensions are 2 x 2 x 6.

S-9: It suffices to consider X and Y such that the line XY is tangent to the circle. Otherwise we
could reduce the area of the triangle by, for example, holding X fixed and reducing Y. So let X and

1
Y be the x— and y—intercepts of the line tangent to the circle at (cos 6,sin6). Then ¥ = cos 0 and

1
— = oS8 (z — 9) = sin 0. The area of the triangle is

Y 2
Ly L1
2" 2cos@sin@  sin(26)
Y
Y
6 N
1
This is a minimum when sin(26) is a maximum. That is when 26 = T HenceX=—— and
cos(m/4)
1
Y =——— Thatis, X =Y = 2.

~ sin(w/4)
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S-10: For ease of notation, we place the semicircle on a Cartesian plane with diameter along the
x-axis and centre at the origin.

If x is the point where the rectangle touches the diameter to the right of the y-axis, then 2x is the
width of the rectangle. The origin and the two right corners of the rectangle form a right triangle
with hypotenuse R, so by the Pythagorean Theorem, the upper right hand corner of the rectangle is
at (x, VR? — xz). The perimeter of the rectangle is given by the function:

P(x) =4x+ 2/ R? —x?

So, this is what we optimize. The endpoints of the domain for this function are x = 0 and x = R. To
find the critical points, we differentiate:

2x
l — —_
P'(x)=4 T
, 2x
P'(x)=0 < 4= 5
x=2VR?>—x2
X =4(R*—x?)
5x% = 4R?
2
x=—R

V5

Note that since our perimeter formula was defined to work only for x in [0, R], we neglect the

. 2
negative square root, ———=R.

V5

Now, we find the size of the perimeter at the critical point and the endpoints:

2
type || endpoint | endpoint | critical point
P(c) 2R 4R 2+/5R

So, the largest possible perimeter is 2v/5R and the smallest possible perimeter is 2R.

Remark: as a check on the correctness of our formula for P(x), when x = 0 the rectangle
degenerates to the line segment from (0,0) to (0,R). The perimeter of this “width zero rectangle” is
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2R, agreeing with P(0). Similarly, when x = R the rectangle degenerates to the line segment from
(R,0) to (—R,0). The perimeter of this “width zero rectangle” is 4R, agreeing with P(R).

S-11: Let the cylinder have radius r and height 4. If we imagine popping off the ends, they are two
circular disks, each with surface area 777%. Then we imagine unrolling the remaining tube. It has
height &, and its other dimension is given by the circumference of the disks, which is 27r. Then the
area of the “unrolled tube” is 27wrh.

5

h —_— (27r)h h

r

So, the surface area is 27772 + 27trh. Since the area is given as A, we can solve for A:

A =27 +2nrh
27rh = A — 27>
_ A-2mr?

h
27r

Then we can write the volume as a function of the variable » and the constant A:

V(r)=mrr*h
o2 A—2mr?
—= 14 -
2@r
1
=3 (Ar—27r)

This is the function we want to maximize. Let’s find its critical points.

V'(r) =

A
Vi(r) =0 < A=6nr? — r=Ales

482
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| =




since negative values of r don’t make sense. At this critical point,

(V2)-468) )

1
2 _\/67r a 61/ 671
1 _A3/2 A3/2 ]

2 1ver 3vern

A3_/2
o 3v6n

We should also check the volume of the cylinder at the endpoints of the function. Since r > 0, one
endpoint is r = 0. Since & > 0, and r grows as A shrinks, the other endpoint is whatever value of r
causes h to be 0. We could find this value of r, but it’s not strictly necessary: when r = 0, the
volume of the cylinder is zero, and when & = 0, the volume of the cylinder is still zero. So, the
maximum volume does not occur at the endpoints.

Therefore, the maximum volume is achieved at the critical point, where
A3 /2

Vmax - T

3V6rm

Remark: as a check, A has units m? and, because of the A3/ 2 our answer has units m2°, which are
the correct units for a volume.

S-12: Denote by r the radius of the semicircle, and let / be the height of the recangle.

r

2r
Since the perimeter is required to be P, the height, &, of the rectangle must obey
P=rnr+4+2r+2h

1
h= E(P—ﬂ:r—Zr)
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So the area is
A(r) = %ﬂ:rz +2rh
= %ﬂtr2 +r(P—mr—2r)
=rP— 3 (n+4)r
Finding all critical points:

0=A'"(r)=P—(n+4)r
P
r:
n+4

Now we want to know what radius yields the maximum area. We notice that A’(r) > 0 for

P
1 and A’(r) <0 for r > ——. So, A(r) is increasing until the critical point, then

r<
T T+4 »
decreasing after it. That means the global maximum occurs at the critical point, r = e The
maximum area is
1 o1 p?
P——(m+4)r* = ——(t+4)—
Py = g T
P2
T 2(n+4)

Remark: another way to see that the global maximum occurs at the critical point is to compare the
area at the critical point to the areas at the endpoints of the function. The smallest value of r is O,

P
(when the shape is simply a half-circle). Comparing A(0), A (—> ,

hile the bi ti
while the biggest is p—

P
nT+2
P
and A (717——1—4) is somewhat laborious, but certainly possible.

S-13:

(a) The surface area of the pan is
xy+2xz+42yz = px2 +2xz+2pxz
= px> +2(14 p)xz
and the volume of the pan is xyz = px®z. Assuming that all Acm? is used, we have the constraint

A—px?

2
px-+2(14p)xz or z 30+ p)e
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So

V(x) = xyz = x(px) (%)

p
= MX(A — px*)

Using the product rule,

V() = gy [e-2m) + (4= )

14

— 01 7p) [A- 3px2}

A
The derivative V' (x) is 0 when x = 4 e The derivative is positive (i.e. V(x) is increasing) for
p

[ A [ A
x < 3— and is negative (i.e. V(x) is decreasing) for x > 3 . So the pan of maximum volume

/ [A /Ap 2A/3 \Ap
has dimensions x = y p and z = .
3p (14+p)A/A/(3p) \@(l—i-p)

(b) The volume of the pan from part (a) is
A A VA A\3?
Vip)=[+]—=| [ pr] = —P:<_) VP
3p 3p ) V3(1+p) 3 1+p

1
RRUAN J(14p)/ PP _ ()
dp | 1+p (1+p)? 2(1+p)?

the volume is increasing with p for p < 1 and decreasing with p for p > 1. So the maximum
volume is achieved for p = 1 (a square base).

Since

S-14: (a) We use logarithmic differentiation.

flx) =x"
log f(x) = log( ) = xlogx
—{logf( )} = —{xlogx}

S _ (! = ogx
f(x) ( )+logx 1 +log
f'(x) = f(x) (1 +1ogx) = x*(1 +logx)

(b) Since x > 0, x* > 0. Therefore,

f(x)=0 = 1+logx=0 < logx=—1 <= x=—
e
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(c) Since x > 0, x* > 0. So, the sign of f’(x) is the same as the sign of 1 + logx.

1 1
For x < —, logx < —1 and f’(x) < 0. That is, f(x) decreases as x increases, when x < —. For
e e

/\

x> ,logx > —1 and f’(x) > 0. That is, f(x) increases as x increases, when x > —. Hence f(x) is
e

ml»—

a local minimum at x =

S-15: Call the length of the wire L units and suppose that it is cut ¢ units from one end. Make the
square from the piece of length ¢, and make the circle from the remaining piece of length L — /.

I\ 2
The square has perimeter ¢, so its side length is £/4 and its area is (4_1) . The circle has

L_—€>2: (L—)

27 4m

circumference L — /¢, so its radius is

and its areais 7 <

The area enclosed by the shapes, when the square is made from a length of size /, is

2 (L—10)?
e -0

A =
() 16 4r

We want to find the global max and min for this function, given the constraint 0 < ¢ < L, so we find
its derivative:

¢ L-—¢ 7w+4 L
A)y=--——"" = {——
(0) 8 21 8 21
Now, we find the critical point.
A (£)=0
n+4 /- L
8t 2w
4L
- w+4
4L
type || endpoint | endpoint | critical point
2 2
A(0) iz T A(z5a)

It seems obnoxious to evaluate A ( s 4) and the problem doesn’t ask for it—but we still have to
figure out whether it is a global max or min.

/
When ¢ < 2L, A’(¢) <0, and when £ > -,
increasing. That means our critical point £ = + 4 is a local minimum.

A’(E) > 0. So, A(¢) is decreasing until £ = -*£. then

So, the minimum occurs at the only critical point, which is £ = (4—1-—717) L. This corresponds to

14
— = ——: the proportion of the wire that is cut is
L 441
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The maximum has to be eitherat { =Qorat { = L. As A(0) = % >A(L) = f—;, the maximum has
¢ = 0 (that is, no square).

- -
Solutions to Exercises 8.4 — Jump to TABLE OF CONTENTS

- -

Solutions to Exercises 9.1 — Jump to TABLE OF CONTENTS

S-1: Since £(0) is closer to g(0) than it is to 2(0), you would probably want to estimate

f(0) ~ g(0) =1+2sin(1) if you had the means to efficiently figure out what sin(1) is, and if you
were concerned with accuracy. If you had a calculator, you could use this estimation. Also, later in
this chapter we will learn methods of approximating sin(1) that do not require a calculator, but they
do require time.

Without a calculator, or without a lot of time, using f(0) ~ £(0) = 0.7 probably makes the most
sense. It isn’t as accurate as f(0) ~ g(0), but you get an estimate very quickly, without worrying
about figuring out what sin(1) is.

Remark: when you’re approximating something in real life, there probably won’t be an obvious
“correct” way to do it. There’s usually a trade-off between accuracy and ease.

S-2: 0.93 is pretty close to 1, and we know log(1) = 0, so we estimate 1og(0.93) ~ log(1) = 0.

S-3: We don’t know arcsin(0.1), but 0.1 is reasonably close to 0, and arcsin(0) = 0. So, we
estimate arcsin(0.1) ~ 0.

T T
S-4: We don’t know tan(1), but we do know tan <§> =+/3. Since 3~ 1.047 is pretty close to 1,

we estimate v/3tan(1) ~ v/3tan (g) = (\/§)2 = 3.

S-5: Since 10.1 is pretty close to 10, we estimate 10.1% ~ 10° = 1000.

Remark: these kinds of approximations are very useful when you are doing computations. It’s easy
to make a mistake in your work, and having in mind that 10.1° should be about a thousand is a good
way to check that whatever answer you have makes sense.
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Solutions to Exercises 9.2 — Jump to TABLE OF CONTENTS

S-1: The linear approximation is L(x) = 3x —9. Since we’re approximating at x = 5, f(5) = L(5),
and f'(5) = L'(5). However, there is no guarantee that f(x) and L(x) have the same value when
x#5. So:

(@) f(5) =L(5)=6

(b) f/(5) =L'(5) =3

(c) there is not enough information to find f(0).

S-2: The linear approximation is a line, passing through (2, f(2)), with slope f’(2). That is, the

linear approximation to f(x) about x = 2 is the tangent line to f(x) at x = 2. It is shown below in
red.

-3: For any constant a, f(a) = (2a+5), and f’(a) = 2, so our approximation gives us

f(x)~(2a+5)+2(x—a) =2x+5

Since f(x) itself is a linear function, the linear approximation is actually just f(x) itself. As a
consequence, the linear approximation is perfectly accurate for all values of x.

S-4: We have no idea what f(0.93) is, but 0.93 is pretty close to 1, and we definitely know f(1).
The linear approximation of f(x) about x = 1 is given by

f) = f()+f(1)(x=1)

So, we calculate:




Therefore,
f)=0+1(x—1)=x—1
When x = 0.93:
£(0.93) ~0.93—1=-0.07

y

/l
S-5: We approximate the function f(x) = +/x about x = 4, since 4 is a perfect square and it is close
to 5.

y=x—1

y=f(x)

f(4)=v4=2

iy 1 P S|
f(x)_m f(4)_m_é_1
Fx) ~ P+ F @)= 4) =2+ (x—4)
F(5) =2+ (5-4)=

9
We estimate /5 & 1

9\* 81 80
Remark: (Z) RT3 which is pretty close to 6= 5. Our approximation seems pretty good.

S-6: We approximate the function f(x) = ¢/x. We need to centre the approximation about some
value x = a such that we know f(a) and f'(a), and a is not too far from 30.

fx)=Jx=x5
, 1_%_ 1
f(x)_gx _5%4

a needs to be a number whose fifth root we know. Since v/32 = 2, and 32 is reasonably close to 30,
a = 32 is a great choice.

f(32) =v32=2

1 1
"32)= — = —
F(32) 5-24 80
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The linear approximation of f(x) about x = 32 is

Fx) > 2+ 5 (= 32)

When x = 30:

I 79

1
£(30) 5030=32) 40 40

79
We estimate v/30 ~ 10

79
Remark: 10 = 1.975, while v/30 ~ 1.97435. This is a decent estimation.

S-7: If f(x) = X3, then f(10.1) = 10.13, which is the value we want to estimate. Let’s take the
linear approximation of f(x) about x = 10:

)

f1(x) =32
)
)

= 1000+ 300(x — 10)
£(10.1) ~ 1000 +300(10.1 — 10) = 1030

We estimate 10.1° ~ 1030. If we calculate 10.13 exactly (which is certainly possible to do by hand),
we get 1030.301.

Remark: in the previous subsection, we used a constant approximation to estimate 10.13 ~ 1000.

That approximation was easy to do in your head, in a matter of seconds. The linear approximation is
more accurate, but not much faster than simply calculating 10.1°.

S-8: There are many possible answers. One is:

f(x)=sinx a=0 b=mnm

We know that f () = 0 and f(0) = 0. Using a constant approximation of f(x) about x = 0, our
estimation is f(7) ~ f(0) = 0, which is exactly the correct value. However, is we make a linear
approximation of f(x) about x = 0, we get

f(m) ~ £(0)+ £ (0)(x—0) =sin(0) +cos(0)T =7

which is not exactly the correct value.
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linear

const _

Ay:f(f'?)

Remark: in reality, we wouldn’t estimate sin(7), because we know its value exactly. The purpose of
this problem is to demonstrate that fancier approximations are not always more accurate. At the of
this section, we’ll talk about how to bound the error of your estimations, to make sure that you are
finding something sufficiently accurate.

S-9: The linear approximation L(x) of f(x) about x = a is chosen so that L(a) = f(a) and
L'(a) = f'(a). So,

(@)= f'(a) = {70
11
4 1+a?
a=+3

We’ve narrowed down a to v/3 or —+/3. Recall the linear approximation of f (x) about x = a is
fa)+ f'(a)(x—a), so its constant term is f(a) —af’(a) = arctan(a) —

fora = v/3 and a = —/3.
4 —+/27
a:\@: arctan(a) a :arctan<\/§>—i:§—\/7§:i

Ta We compute this
a

R 1+ (v3)? 12
a=—v3: arctan(a)_la_z :arctan<—\f3> __—\/§2 _ _E+£ _ —An+v27
ta 1+(—v3)? 3 4 2
So, when a = /3,
1 4w —+/27

L(x) = px+ l_z\ﬁ
and this does not hold when a = —/3. We conclude a = /3.
* -

Solutions to Exercises 9.3 — Jump to TABLE OF CONTENTS
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S-1: If Q(x) is the quadratic approximation of f about 3, then Q(3) = f(3), Q'(3) = f'(3), and

Q"(3) = f"(3). There is no guarantee that f(x) and Q(x) share the same third derivative, though,
so we do not have enough information to know f”(3).

f(3)=-32+6(3)=9

d
f3)=—{-*+6x}| =-2x+6|,_y=0
dx x=3
(3) = d—z{—x2+6x} = i{—2x+6} =2
dx? x=3 dx x=3

-2: The quadratic approximation of f(x) about x = a is

F(x) = fla) +f'(a) (x—a) + 3 /" (a) (v a)
We subsitute f(a) =2a+5, f'(a) =2, and f"(a) =0:
f(x)~ (2a+35)+2(x—a) =2x+5

So, our approximation is f(x) ~ 2x+5.

Remark: Our approximation is exact for every value of x. This will always happen with a quadratic
approximation of a function that is quadratic, linear, or constant.

S-3: We approximate the function f(x) = logx about the point x = 1. We choose 1 because it is
close to 0.93, and we can evaluate f(x) and its first two derivatives at x = 1.

f(1)=0
=1 = f=1
=7 = )=
So,
£ = P £ ) 1)+ 37 (1) (e 1)
:O—i-(x—l)—%(x—l)z
When x = 0.93:

1 1
£(0.93) ~ (093~ 1)~ (093~ 1)* = ~0.07 — - (0.0049) = ~0.07245

We estimate log(0.93) ~ —0.07245.

Remark: a calculator approximates log(0.93) ~ —0.07257. We’re pretty close.
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S-4: We approximate the function f(x) = cosx. We can easily evaluate cosx and sinx (sinx will

appear in the first derivative) at x = 0, and 0 is quite close to I SO we centre our approximation

about x = 0.
f0)=1
f'(x) = —sinx
£(0) = —sin(0) =0
f"(x) = —cosx
£"(0) = —cos(0) = —1
Using the quadratic approximation f(x) ~ f(0) + f(0)(x—0) + 3 £ (0) (x — 0)?
flx)=1- %xz

Wi mat 1 449
roxim — |~ —.
e approximate cos 15 150

449 —
Remark: —— = 0.9977, while a calculator gives cos (%) ~ 0.9977786. Our approximation has an
error of about 0.000001.

-5: The quadratic approximation of a function f(x) about x = a is

Fx) ~ fla) + f'(a) (x—a) + 3 f"(a) (v~ a)

We compute derivatives.

f0)=e"=1
f'(x) =2e*
f1(0)=2¢"=2
f”(X) — 462)(
f'(0)=4e"=4

Substituting:
4 2
flx)~142(x—0)+ E(x—O)
f(x) ~ 14 2x+ 247

S-6: There are a few functions we could choose to approximate. For example:
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* f(x) = x*/3. In this case, we would probably choose to approximate f(x) about x = 8 (since
8 is a cube, 84/ 3 = 2% = 16 is something we can evaluate) or x = 1.

* f(x) = 5. We can easily figure out f(x) when x is a whole number, so we would want to
centre our approximation around some whole number x = a, but then f'(a) = 5%log(5) gives
us a problem: without a calculator, it’s hard to know what log(5) is

« Since 5*/3 = 5+/5, we can use f (x) = 5+/x. As in the first bullet, we would centre about
x=8,orx=1.

There isn’t much difference between the first and third bullets. We’ll go with f(x) = 5+/x, centred
about x = 8.

F(x) = 5x3 - £(8)=5-2=10
f’()—é_% = /(8)—§ 2_2)—i
K =37 =7
" 5 2 -3 _ 10 -3 " E -5 _i
f(x)—g(—g)x R - =5 (7)1
Using the quadratic approximation f(x) ~ f(a) + f'(a)(x—a) + 3 f"(a) (x — a)?
5 5
f(x) ~ 10+ 12(x 8)—ﬁ(x 8)?
5 5 275
f(5) %10+ 5(=3) = 562 (9) = =
ﬁ

We estimate 54/3 ~
32

275
Remark: R 8.59375, and a calculator gives 54/3 ~ 8.5499. Although 5 and 8 are somewhat far
apart, our estimate is only off by about 0.04.

S-7.
(a) For every value of n, the term being added is simply the constant 1. So,
30
Z 1 =1414"---4 1. The trick is figuring out how many 1s are added. Our index n takes

n=>5
30

on all integers from 5 to 30, including 5 and 30, which is 26 numbers. So, Z = 26.

n=>5
If you’re having a hard time seeing why the sum is 26, instead of 25, think of it this way:
there are thirty numbers in the collection {1,2,3,4,5,6,...,29,30}. If we remove the first
four, we get 30 —4 = 26 numbers in the collection {5,6,...,30}.

(b

3
> [2(n+3) —n}:2(1+3)—12+2(2+3) 22 4+2(3+3)—3?

n= l n= 2 n=3
=8—14+10—4+12—-9=16

n=1
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i L N S S WIS WS NS SN NS NS SN S
Zln ondl] 1 T4172 24073 34104 44105 S+
n:1 n:Z n:3 n:4 n:5
+1 1+1 1+1 1+1 1+1 1
6 6+1 7 7+1 8 8+1 9 9+1 10 10+1
n:6 nz7 nIS nz9 nZIO
Most of these cancel!
1111111 1+1 1 1
1. 2 2 3 3 4 45 5 6 6
0 0 0 0 0
1 11 1 1 1 1 1 1
7 7 8 8 9 9 10 10 11
0 0 0 0
B 110
N 11 11
()
4 4 4 4
5.2n on 52" 5 1
e D Wi I T DI
n=1 n=1 n=1 n=1
5 1 N 1 N 1 N 1 75
4 2 4 8 16 64
—— —
n=1 n=2 n=3 n=4

S-8: For each of these, there are many solutions. We provide some below.

5
@ 1+243+4+5=>n

n=1

4
(b) 2+4+6+8= > 2n

n=1
5
© 3+5+7+9+11= > (2n+1)

n=1

7
(d) 9+16+25+36+49 = an

n=3
7
@ 9+4+16+5+25+6+36+7+49+8= > (n*+n+1)

n=3
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7
() 8+15+24435+48= ) (n*—1)
n=3
6
(8) 3-6+9—124+15-18= ) (~1)""13n
n=1
Remark: if we had written (—1)" instead of (—1)""!, with everything else the same, the signs
would have been reversed.

S-9: Let’s start by taking the first two derivative of f(x).

f(x) =2arcsinx = f(0)=2(0)=0
oy 2 o) — 2 _
f@%aﬂi? = £o)=7=2

“2(—2x) (chain rule)

Now, we can find the quadratic approximation about x = 0.

1
F() = F(0)+ £ (0)x+ 2/"(0)x?
=2x
f(1) =2
Our quadratic approximation gives 2arcsin(1) ~ 2. However, 2arcsin(1) is exactly equal to

2 <5> = 1. We’ve just made the rather unfortunate approximation 7 ~ 2.

S-10: From the text, the quadratic approximation of ¢* about x = 0 is

1
ef~1+x+ Exz

So,
e=e'xl1+14+=-=25
We estimate e =~ 2.5.

Remark: actually, e ~ 2.718.

-11:

¢ First, we’ll show that

@)’ (Q), (9)
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are equivalent:

10 10
=2>n=2(1+2++10) =2(1) +2(2) + - +2(10) = > 2n = (a)
n=1

n=1

So (a) and (d) are equivalent.
11
©=2)(n—1)=2(1+2+-410) = (d)
n=2

So (e) and (d) are equivalent.

Second, we’ll show that
are equivalent.

1 40/ ne1 1 A0 /4 g 410 /an 10 4\n 10 )
0=3%(5) =5 (5) -8 () -2() - X7 -w

n=1

Third, we’ll show that

o). (f
are equivalent.
14 10
H=> (n—4)P2=142"+-+10°= > n’ = (0
n=>5 n=1

Now, we have three groups, where each group consists of equivalent expressions. To be quite
thorough, we should show that no two of these groups contain expressions that are secretly
equivalent. They would be hard to evaluate, but we can bound them and show that no two

expressions in two separate groups could possibly be equivalent. Notice that

10
Zz”:21+22+---+210>210: 1024

n=1

10
< ). 10> =10(100) = 1000
n=1

= 124224824+ 9% +10% > 82+ 92 +10% = 245

10 10
Z 2n < Z 20 = 200
n=1 n=1
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The expressions in the blue group add to less than 200, but the expressions in the green group
add to more than 245, and the expressions in the red group add to more than 1024, so the blue
groups expressions can’t possibly simplify to the same number as the red and green group
expressions.

The expressions in the green group add to less than 1000. Since the expressions in the red
group add to more than 1024, the expressions in the green and red groups can’t possibly
simplify to the same numbers.

We group our expressions in to collections of equivalent expressions as follows:

{@.@. @}, {®). (@}, ().

&> <&

Solutions to Exercises 9.4 — Jump to TABLE OF CONTENTS

S-1: Since T3(x) is the third-degree Taylor polynomial for f(x) about x = 1:

* I(1) = f(1)
* T;(1) = (1)
LT = (1)
LT = (1)
In particular, f"(1) = T3'(1).
Ty (x) = 3x*> — 10x +9

Ty (x) = 6x—10
/(1) =6—10= —4

So, f"(1) = —4.

S-2: In Question 1, we differentiated the Taylor polynomial to find its derivative. We don’t really
want to differentiate this ten times, though, so let’s look for another way. Unlike Question 1, our
Taylor polynomial is given to us in a form very similar to its definition. The nth degree Taylor
polynomial for f(x) about x =5 is

So,

For any k from O to n,




In particular, when k = 10,
FU0(5) 2041
100 30-9
19 (5) = 10!

S-3: The fourth-degree Maclaurin polynomial for f(x) is

Ta(x) = £(0) + £/ (Opx-+ 3 £(0) + 57 (0) + 31/ (0)

while the third-degree Maclaurin polynomial for f(x) is

1 1
Ty(x) = f(0) + £/ (0)x+ 2f"(0)x* + 5 £ (0)x°
So, we simply “chop off” the part of Ty(x) that includes x*:

T3(x) = —xX +x*—x+1

S-4: We saw this kind of problem in Question 3. The fourth-degree Taylor polynomial for f(x)
about x = 11s

() = £+ £/ (D= 1)+ 3£ (D)= 12+ 57 (= D3+ 37O (- 1)

while the third-degree Taylor polynomial for f(x) about x = 1 is

B3 = F()+ £ (D)= 1)+ 2 (D =12+ 5 /(1) (= 1)}

In Question 3 we “chopped off” the term of degree 4 to get T3(x). However, our polynomial is not
in this form. It’s not clear, right away, what the term f(*) (x — 1)* is in our given T3(x). So, we will
use a different method from Question 3.

One option is to do some fancy algebra to get Ty(x) into the standard form of a Taylor polynomial.
Another option (which we will use) is to recover f(1), f/(1), f”(1), and f”(1) from Ty(x).

Recall that 74(x) and f(x) have the same values at x = 1 (although maybe not anywhere else!), and
they also have the same first, second, third, and fourth derivatives at x = 1 (but again, maybe not
anywhere else, and maybe their fifth derivatives don’t agree). This tells us the following:

Ti(x) =2 +x" =9 = f()=T(1) = -7
T)(x) = 4x° 4 3x° = ff()=1/1)=17

T/ (x) = 12x° 4 6 = () =1/(1)=18

Ty (x) =24x+6 = ”'(1) 7"(1) =30
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Now, we can write the third-degree Taylor polynomial for f(x) about x = 1:

T(x) =—7+7(x—1) —i—%(lS)(x— 1)2—|—%(30)(x— 1)3

=—T7+7(x—1)+9(x—1)*+5(x—1)°

Remark: expanding the expression above, we get the equivalent polynomial
T3(x) = 5x — 6x + 4x — 10. From this, it is clear that we can’t just “chop off”” the term with x* to
change T4 (x) into 73 (x) when the Taylor polynomial is not centred about x = 0.

S-5: The nth degree Taylor polynomial for f(x) about x =5 is

T = 3 L r9(S) -5
k=0"

We expand this somewhat:

() = £(5) + £/ (x=5) 4+ 7 1O (5) (=)' L FO(5) (x— 1)"

1
So, the coefficient of (x—5)10is — f(19)(5). Expanding the given form of the Taylor polynomial:

10!
n/2
2k+1
k=0
1 3 5 11 0 n+1
- — (x—5 —(x—5 ek (x—5)"
5 +_6(x )+ +6(x )|+ +(3/2)n_9(x )
—_——  — Q - .,
k=0 k=1 k=5 k=n/2

1 11
— ¢(10)(5)y = =
10! (5) 6

719 (5) = —

S-6: Since T5(x) is the third-degree Taylor polynomial for f(x) about x = a, we know the
following things to be true:

+ (@) =Ti(a)
+ f(a) = T{(a)
+ '(a) = T{(a)
(@) =T{'(a)
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But, some of these don’t look super useful. For instance, if we try to use the first bullet, we get this
equation:

11 2
[2loga— ?} = —gx/eg—l— 3ea — 6v/ea® +a’

Solving this would be terrible. Instead, let’s think about how the equations look when we move
further down the list. Since T3(x) is a cubic equation, 73" (x) is a constant (and so 73" (a) does not

depend on a). That sounds like it’s probably the simplest option. Let’s start differentiating. We’ll
need to know both /" (a) and 73" (a).

11
flx)=x° {2logx— ?]
2 11
flx) =2 {—} 435 {210gx— ?} = 6x? logx — 9x*
x
1
f"(x) = 6x* - — + 12xlogx — 18x = 12xlogx — 12x
x

1

f"(x) = 12x- = + 12]logx — 12 = 12logx
x

f"(a) = 12loga

Now, let’s move to the Taylor polynomial. Remember that e is a constant.

T3(x) = ——\F—i—?ﬁex 6v/ex® +x°
Ti(x) = 3e —12¢/ex+3x%
Ty (x) = —12+/e + 6x
T3"(x) = 6
a) = 6

The final bullet point gives us the equation:

1"(@) = T{'(a)

12loga =6

1

1 = -

oga >

1

a = eZ

So,a = y/e.

- -

Solutions to Exercises 9.5 — Jump to TABLE OF CONTENTS

S-1: If we were to find the 16th-order Maclaurin polynomial for a generic function, we might

expect to have to differentiate 16 times (ugh). But, we know that the derivatives of sines and cosines
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repeat themselves. So, it’s enough to figure out the pattern:

f(x) = sinx+cosx f(0)=1
f'(x) = cosx —sinx £ 0)=1
f"(x) = —sinx—cosx 77(0) =-1
" (x) = —cosx+ sinx f"(0) = -1

¥ = sinx+ cosx f@0)=1

Since f(*)(x) = f(x), our derivatives repeat from here. They follow the pattern:
+1, +1, —1, —1.

lo 1a Ly 1s 1615
Tig(x) = 1a—2a7—gp g — ' g g — o g
1 12 1 13 1 14 1 15 1 16
T T @ s e

S-2: A Taylor polynomial gives a polynomial approximation for a function s(). Since s(¢) is itself
a polynomial, any nth-order Taylor polynomial, with n greater than or equal to the degree of s(7),
will simply give s(¢). So, in our case, Tyoo(t) = s(t) = 4.9t> — ¢ + 10.

If that isn’t satisfying, you can go through the normal method of calculating Tjoo(7).

s(t) = 4.9 —t 4+ 10 s(5) =4.9(25) —54+10 = 127.5
s'(1) = 9.8 — 1 s'(5) =9.8(5) — 1 =48
s"(1) =9.8 s"(5)=9.8

The rest of the derivatives of s(¢) are identically zero, so they are (in particular) zero when ¢ = 5.
Therefore,

1
Tioo(t) = 127.5+48(t —5) + 59.8(1‘ —5)?
= 127.5+48(t —5) +4.9(t — 5)?
We can now check that Ty (7) really is the same as s(7).

Tioo(t) = 127.54+48(t —5) +4.9(r —5)?
= 127.5+48(t —5) +4.9(¢* — 101 +25)
= [127.5448(—5) +4.9(25)] + [48 —4.9(10)]t +4.9¢>
=10—1+4.9* = 5(1)

as expected.
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S-3: Let’s start by differentiating f(x) and looking for a pattern. Remember that log2 = log,2 is a
nstant number.

fx) =27

f(x) =2"log2

f"(x) =2 (log2)*
S (x) = 2" (log2)?
fW(x) = 2" (log2)*
fP)(x) = 2" (log2)°

So, in general,

We notice that this formula works even when k =0and k = 1. Whenx =1,
W (1) =2 (log2)"
The nth-order Taylor polynomial of f(x) aboutx = 1 is

if x—l

n

=~
]

_ Z log2 1)
k=0
S-4:
We need to know the first six derivatives of f(x) at x = 1. Let’s get started.
f(x) =x*logx +2x* 45 f(1)y=1
F() = () + (20) logx + 4
= 2xlogx + 5x f(1)=5
F() = (20) + (2) logx+5
=2logx+7 f(1)=1
£ = 2x”! (1) =2
& =22 1) =-2
fO =4 (1) =4
710 =125~ o) =-12
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Now, we can plug in.
To() = F() /(1D (e= 1)+ 2 77(1) (=12 577 (1) (e 1)°
/OO D) =1+ 7O (1) = 1)8
(=174 5, (2)(x— 1)}
D= D @)= 1)+ (- 12) (- 1)
1

=7+5(x—1)-|—%(x—l)z—l—g(x—1)3—1—12()6—1)4—|—%(x—1)5—%(x—1)6

fo)=1—=0-%""
Using the chain rule,
f)=EN0-0)72(=1)=(1-x7"
f'x) = (=2)(1-x)7 (=) =2(1-x)7
FA ) = (=3)2)(1 =) (=1) =23)(1 —x)~*
FA0) = (=49 2)3) (1 -0 (=1) =2(3)(4)(1 -0
FOx) = (=5)(2)(3)(4) (1= x)~0(=1) =2(3)(4) (5) (1 —x)~°

Recognizing the pattern,

79 (5) = k(1 =)+
799(0) = k(1)) = i

The nth-order Maclaurin polynomial for f(x) is

S-6: The 5th-order Maclaurin polynomial for sin(x) is 75(x) = x — ’§—3, + ’g—sl, so the 20th-order
Maclaurin polynomial for sin(x*) is 75 (x*) = x* — % % (We use here Theorem 9.5.8 from the

textbook.)
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S-7: Let f ( ) =1 l » and g(x) = . To use Theorem 9.5.8 from the textbook, we note
1
e = 1_[ - That is, f(x) = g(—x?).

Tys = 1+x+x2 423
= Tpo =1+ -]+ [-] + [
=1 —x2+x4—x6

= To5 = 1—x? 4 x*

(We note here that the coefficient of x° is 0.)

S-8: For x close to 0, lower powers dominate higher powers.

o x

e ~l+x+2'+3,+m
¥oox
—sinx ~ _x—{_?_?
2
—cosx**—l—&—g 2

23 4
So, €' —sinx—cosx—x? l4+x4+ = _|_3‘_|_4,

_2x3 x
IRETIT
Then,
. 3 5
. €' —sinx—cosx — x? 2%—’“—. 2 22
lim 3 = lim 3 = lim=——=— ==
x—0 X x—0 X x—0 3! 5! 3! 3

S-9: We’ll need to know the first three derivatives of x* at x = 1. This is a good review of
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logarithmic differentiation, covered in Section 4.4.

fl) = f1) =1
log(f(x)) = log (x*) = xlogx
- log(£(0)} = 5 {xlogx)
/')

1

) =x- ——I—logx—1+10gx

f'(x) =x"[1 +logx]

f(x)= %{x‘} [1+logx] +)8‘;1—x{1 + logx}
_ (xx[l—i—logx])[l—l—logx]—l—xx-)l—c
:xx((l—l—logx)z—i—)—lc) (1) =2

" (x) = %{f} ((1 +10gx)2—|—1> —l—xxi {(1 —i—logx)z—i—)—lc}
= x"[1 +logx] ((1+10gx) 1)+xx{ (1—|—logx)—xi]

:)ﬁ‘((1+10gx)3+§(1+10gx)—)%) (1) =3

Now, we can plug in:

1) = 71+ (1) (e 1) 5771 (e 1P+ 270 (= 1)°
= L) 452 1) () 1)

=14+ (x—1)+(x—1)>+

1 1
polynomial 75(x) for f(x) = 6arctanx. Then & = f (\—@> ~Ts <\—@> Let’s begin by finding

1
S-10: We note that 6 arctan <\/—§> =6 (g) = 1w. We will find the Sth-order Maclaurin
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the first five derivatives of f(x) = 6arctanx.

f(x) = 6arctanx f(0)=0
f’(x)=6(lix2) £(0)=6
neoN 0—2x - X " -
70 =6( ) =12 () for=0
X2 2—)C' )C2 X
f///(x):_lz((1+ )(Hig:r )(2))
B (14x%) —4x?
(M)
_ 32
— 1 (ﬁ) £7(0) = —12
223 (=6x) — (1 —3x2)- x2)2(2x
f(4>(x)__12((1+ )°(—6x) ((11—1—;2))6) 3(14+x7)7(2 ))
_ —6x(1 +x%) —6x(1 —3x?)
= ()
x—x3
= 144 (W) f@0)=0
X2 41 X2 _ x_x3 X X2 3 X
f(s)(x):144((1+ )*(1-3 )(I—E—xz)g) 4(1+x7)°(2 ))
(1+x2)(1—3x) —8x(x —x°)
-1 T+ )
— 144% 9(0) = 144

We now use these values to compute the Sth-order Maclaurin polynomial for f(x).

T5() = £(0) + 7/ (O)x+ 3 (02 + 3 /(0 + 31 /D (0)x* + £ ()"
125 144 ' ' '
= 0= g

6
:6x—2x3—|—§x

1
Now, if we want to approximate =6arctan | — | = 7:
PP f(ﬁ) (ﬁ)
1 1 6 2 6
(\@) V3) V33 53

1 1
_2\@(1—ﬂ+5) 3.156

Remark: There are numerous methods for computing 7 to any desired degree of accuracy. Many of
them use the Maclaurin expansion of arctanx. In 1706 John Machin computed 7 to 100 decimal
digits by using the Maclaurin expansion together with
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_ 1 1
7 = 16arctan 5= 4 arctan 339+

S-11: Let’s start by differentiating, and looking for a pattern.

f(x) = x(logx—1) f(1)=-1

f’(x)zx(%)—klogx—l:logx f(1)y=0

Fx) == =1
£ ) = (1) (1) =1
B ) = (=2)(=Dx 3 =213 @) =2
£ () = (-3)(-2) (-~ = 30~ (1) = -3
7 (6) = (~4) (=3) (-2) (- 1)x~* = a1 ) =a
D00 = () (A= 5w ()= s
FE @) = (=6)(=5)(=4)(=3)(-2) (-1 " =6 fO(1) =e6!

When k > 2, making use of the fact that 0! = 1 and (—1)k=2 = (—1)*:

F9(0) = (-1 2)= 0D FO(1) = (1) (k-2)

Now we use the standard form of a Taylor polynomial. Since the first two terms don’t fit the pattern,
we add those outside of the sigma.

100 (k)
Tioo(x) = Z o)

S-12: Recall that

= 370 (=)

Let’s start by taking some derivatives. Of course, since we’re differentiating sine, the derivatives
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will repeat every four iterations.

£(x) = sinx (%)= %
£'(x) = cosx (%)= %
f"(x) = —sinx "3 =7
£(x) = —cosx "=

1 1 1
So, the pattern of derivatives is — —, ———, etc. This is a little

1 1
xf V2 V2 VN2 V2 V22
tricky to write in sigma notation. We can deal with the “doubles” by separating the even and odd
powers. The first few terms of 75, that contain even powers of (x — %) are

1 1 < 7r>2+ 1 ( 7r>
V2 203,/2 4 4142 4
. S/ - - N -

k=0 k=2 k

T3

Observe that the signs alternate between successive terms. So if we rename k to 2¢ these terms are

~/ ~/

2 4
\% _2!iﬁ<_z> 4';(_9
. J/ -
(=0 (=1 €:2

L
and the /M term here is ( é é)'\)f (x 4)%. To verify that this really is the /" term, evaluate this for

¢ =0,1,2 explicitly. When k = 2n, ¢ = n so that

/3

FOE) (_my_h D
2 078 " R

Now for the odd powers. The first few terms of 75, that contain odd powers of (x — %) are

L(x_z)_;@_z)n;(x_z)s
\\/i 4J \3!\/5 4 ) \5!\/5 4 J

k=1 k=3 k=5

Observe that the signs again alternate between successive terms. So if we rename & to 2/ + 1 these
terms are




(—1)* o\ 20+
(204+1)1V2 (x 4)
for ¢ = 0, 1,2 explicitly. The largest odd integer that is smaller than 2n is 2n — 1 and when

k=2n—1=2/+1,¢=n—1 so that

and the /™ term here is . To verify that this really is the /™ term, evaluate this

(%) - k_n—l (—1)f TN 2041
0<k<2n k!4 <X_Z> _;)(ZZ—FH!\@(X__)

k odd

Putting the even and odd powers together

& (=) a2t S (1) 7
)= 5 s 1) S e

S-13: From Example 9.5.1 in the text, we see that the nth Maclaurin polynomial for f(x) = e is

"1 P SR x"
L) = - =14t T+ e o
Py 2 T3
Ifn=157andx =1,
157
1 1 1 1 1
T157(1):k20k._1+1+2+3'+4'+ +ﬁ

Although we wouldn’t expect Tis7(1) to be exactly equal to e!, it’s probably pretty close. So, we

estimate
! 1 1 1
+ -+ = , + a1

1
ST TRE T i

157!

S-14: While you’re working with sums, it’s easy to mistake a constant for a function. The sum
given in this question is some number: T is a constant, and k is an index— if you wrote out all 100
terms of this sum, there would be no letter k. So, the sum given is indeed a number, but we don’t
want to have to add 100 terms to get a good idea of what number it is.

From Example 9.5.3 in the text, we see that the (2n)th-order Maclaurin polynomial for f(x) = cosx
is

T2n Z

k=0

5
If n =100 and x = TE this equation becomes

()2 (%)
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So, the sum corresponds to the 200th Maclaurin polynomial for f(x) = cosx evaluated at x = ST'

We should be careful to understand that T (x) is not equal to f(x), in general. However, when x is
reasonably close to 0, these two functions are approximations of one another. So, we estimate

%)(_l)k > 2k_T o A COS Yy _ 1
20 \4 ) T\ q4 )7 &) 2

k=0

S-15:

(a) We can answer the first question directly, or by finding a Maclaurin polynomial for f(x), which
we’ll do in the second part anyways. If we wanted to do it directly, it would look something like
this:

f(0)=0

2
f'(x) = 2sinxcosxlog(1 +2x) 4 sin’x- T 5
f1(0)=

So, the linear approximation is y = 0.

(b) If we you did the first part separately, then you already know that the power function will have a
power greater than 1. Let’s find a Maclaurin polynomial for f(x):
* sinx ~ X — §—3,

* log(1+x) ~x— "72 %3, so log(1+2x) ~ 2x— (Zzzc)2 n (2§)3

2
* So, f(x) ~ <x — ’§—3,) : <2x = (2—?2 + (2)303 ) , which equals 2x> plus some higher-order

terms (that will be dominated by the lowest-order term).
So, f(x) most closely resembles 2x* when x ~ 0.
S-16: Lety = 7 —x. Then the function we’re taking the limit of turns into:

e’ -sin(—y) _ —e’ -sin(y)
log(1+y)]*  e¥[log(1+y)]*

For y close to 0, we know:

2 3
&~ by
3
. y
sin(y) ~ y =37
2 3
Yy
log(1+y) %y—i—l—?
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So, the numerator looks like —e” sin(y) ~ e’ (y — %—3.) , which looks like e’ - x for y close to 0. The

2
denominator looks like (1 +y+ y2—2, + é—?) . [y — %2 + y;} , which looks like y* when y is close to 0.

So, all together, our limit looks like lim %, which DNE.

y—0

S-17: Let’s replace some of the constituent functions with their second-order Maclaurin
polynomials.

o _ ~ (nx)?
(") =™~ 1+ (nx) + 5
o ~ (6x)*
log(1+6x) ~ (6x) — 5
* sinx ~ x
So, for x very close to 0,
()" —1 N (nx)—i—@ B nx—i—%xz _ n—l—%x

log(1+ 6x) -sinx ((6x) _@) o 621883 6x—18x2

As x — 0, for any nonzero value of n, the numerator is nonzero, while the denominator is 0, so the
limit won’t be a real number. If we set n = 0, then we get a numerator that is always 0, so the
functon is identically O over its entire domain, so its limit would be 0.

Therefore, there is no value of n that results in a limit that is a positive constant.

L g a

Solutions to Exercises 9.6 — Jump to TABLE OF CONTENTS

S-1: From the given information,

[R(10)| = [f(10) = F(10)| = | -3 —5[=|-8| =8
So, (a) is false (since 8 is not less than or equal to 7), while (b), (c), and (d) are true.

Remark: R(x) is the error in our approximation. As mentioned in the text, we almost never know R
exactly, but we can give a bound. We don’t need the tightest bound—just a reasonable one that is
easy to calculate. If we were dealing with real functions and approximations, we might not know
that |[R(10)| = 8, but if we knew it was at most 9, that would be a pretty decent approximation.

Often in this section, we will make simplifying assumptions to get a bound that is easy to calculate.
But, don’t go overboard! It is a true statement to say that our absolute error is at most 100, but this
statement would probably not be very helpful as a bound.

S-2: Equation 9.6.5 tells us that, when T;,(x) is the nth degree Taylor polynomial for a function

f(x) about x = a, then

FUE) g
e

| (x) = Tu(x)] =‘
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for some c strictly between x and a. In our case, n = 3, a = 0, x =2, and f*) (¢) =¢f, 50

(o)
72)-132) = L2 2 -0)*
24 C C
TR
Since c is strictly between 0 and 2, e¢ < e2:
2
< 362

but this isn’t a number we really know. Indeed: ¢? is the very number we’re trying to approximate.
So, we use the estimation e < 3:

2
<Z.32=6
3

We conclude that the error |f(2) — 73(2)| is less than 6.

Now we’ll get a more exact idea of the error using a calculator. (Calculators will also only give
approximations of numbers like e, but they are generally very good approximations.)

1 1
1£(2) - T3(2)| = e2—(1+2+§-22+§-23)‘

5 4

=l —(1+2+2+7
19

2
= e’ — |~ 1.056

©73

So, our actual answer was only off by about 1.

Remark: 1 < 6, so this does not in any way contradict our bound | f(2) — 73(2)| < 6.

S-3: Whenever you approximate a polynomial with a Taylor polynomial of greater or equal degree,

your Taylor polynomial is exactly the same as the function you are approximating. So, the error is
zZero.

-4: The constant approximation gives
sin(33) ~sin(0) =0
while the linear approximation gives

f(x) = f(0) + f'(0)x
sin(x) ~ sin(0) + cos(0)x

sin(33) ~ 33

Since —1 < sin(33) < 1, the constant approximation is better. (But both are a little silly.)
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T (x)

AAAA P
VYV VYT

S-5: Equation 9.6.5 tells us that, when T;,(x) is the nth degree Taylor polynomial for a function

f(x) about x = a, then

F 0 (e) "
T "

|f(x) = Tu(x)] =‘

6!(2c—5)

for some c strictly between x and a. In our case, n =5,a =11, x = 11.5, and f(6) (c) = 3
c

F(11.5) —T5(11.5)| = 61' (M>(11.5—11)6

c+3
C[2e=5] 1
Clc+3]| 26

for some cin (11,11.5). We don’t know exactly which c this is true for, but since we know that ¢
lies in (11,11.5), we can provide bounds.

* 2c—5<2(11.5)-5=18

e c+3>1143=14

2c—5‘ 2c—5 18
+3 c—|—3 14

With this bound, we see

9
* Therefore, =5 when ce (11,11.5).

2c—5] 1
11.5) —T5(11.5)| = C—
7119 - 13(11.9)] = X5 56

9 1
< (7> (ﬁ) ~ 0.0201
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Our error is less than 0.02.

S-6: Equation 9.6.5 tells us that, when T;,(x) is the nth degree Taylor polynomial for a function

f(x) about x = a, then

f(n—H)(C) (x_a)n—H

_T —
70 =T = |
for some c strictly between x and a. In our case, n =2, a = 0, and x = 0.1, so
G)(c
vmly—nmiﬂ::igélmi—of
1)
6000

for some ¢ in (0,0.1).

We will find /" (x), and use it to give an upper bound for

/" ()|
6000

£(0.1) = T2(0.1)| =

when ¢ is in (0,0.1).
f(x) = tanx
f(x) =sec’x
f"(x) = 2secx-secxtanx
= 2sec’ xtanx
f"(x) = (2sec®x) sec”x + (4secx - secxtanx) tanx

= 2sectx +4 sec?xtan?x

1 T
When0<c<ﬁ,alsoO<c<€,soz

ane <tan (£) = -
® tanc an{ — ) = —
6 V3
COS >COS(”> \@
[ ] c — P —
6 2
® SeCec < —
V3

With these bounds in mind for secant and tangent, we return to the expression we found for our
error.

1f"(c)|  |2sectx+4sec’xtan® x|
0.1)—T15(0.1)| = =
4 2 2
2 2 1
<2<7§) +4(%) (%)
6000

1
1125




Th is less th .
€ error is less than -

f(x) about x = a, then

S-7: Equation 9.6.5 tells us that, when T;,(x) is the nth degree Taylor polynomial for a function

(n+1) (¢
| (x) = Tu(x)| = ‘w(x_a)n—kl

(n+1)!
) 1
for some c strictly between x and a. In our case,n =5, a =0, andx:—z, SO
1 1 o) /1 6
)7 =2 )| = _—_

() () e
9 ()
T 646

for some ¢ in (—4—1‘, 0). We’ll need to know the sixth derivative of f(x).

f(x) =log(1—x)
flx)=—(1-x""
f'(x)=—(1-x)7?
f"(x) = =2(1-x)7

W) =-31(1-x)7*
) = —41(1-x)7°
fOx) ==51(1-x)7

50
(1—c)

‘f (_411> — 1 (_411>‘ - 6!-46-5(!1—c)6 - 6-46-(11—c)6

for some ¢ in (—}1,0).

Plugging in ‘f(6) (c)‘ —

We’re interested in an upper bound for the error: we want to know the worst case scenario, so we
can say that the error is no worse than that. We need to know what the biggest possible value of

1 1
m is, given 2 < ¢ < 0. That means we want to know the biggest possible value of
W. This corresponds to the smallest possible value of (1 —¢)®, which in turn corresponds to
—c

the smallest absolute value of 1 —c.

1
¢ Since 1 < ¢ < 0, the smallest absolute value of 1 — ¢ occurs when ¢ = 0. In other words,
1—c|< 1L

» That means the smallest possible value of (1 —¢)%is 1° = 1.
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* Then the largest possible value of

1

is 1.

1 1
* Then the largest possible value of c a6 (1= )8 is 646 ~ 0.0000407.
Finally, we conclude
1 1 1 1
=T =2 )| = 0.00004
‘f( 4> 5 < 4)‘ 6-45-(1—c)o 646

S-8: Equation 9.6.5 tells us that, when T;,(x) is the nth degree Taylor polynomial for a function

f(x) about x = a, then

|f (x) = T ()]
for some c strictly between x and a. In our case,

£(30) —T3(30)| =

for some ¢ in (30,32).

f(n—i—l) (C)

(n+1)! )n+1

(x—a

n=3,a=230,and x = 32, so

¥ (c)
41

(30 —32)*

2
We will now find f(*)(x). Then we can give an upper bound on |f(30) — 73(30)| = 3 ‘f(“) (c)‘

when ¢ € (30,32).

fx) =3

, | 4
f(x)zgx 3

4 9

f”(x)——gx >

" 4-9 14

[ (x) 5
0y = 4014

Using this,

7(30) 1330 = 2|/ (c)

2

3

19
5

4.9.14 _

336

9
54.¢75
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Since 30 < ¢ < 32,

336 336
< o 4
54.305 54.303-305
14
-~ 4
57.9.305

This isn’t a number we know. We’re trying to find the error in our estimation of v/30, but v/30
shows up in our error. From here, we have to be a little creative to get a bound that actually makes
4

sense to us. There are different ways to go about it. You could simply use 305 > 1. We will be a
little more careful, and use the following estimation:

1
14 14-305

$57.9.30

57-9-30
|
- 14-325
57-9-30
- 14.2
57.9-30
14
<—
57.9.15
< 0.000002

We conclude |f(30) — 73(30)| < 0.000002.

S-9: Equation 9.6.5 tells us that, when T,,(x) is the nth degree Taylor polynomial for a function

f(x) about x = a, then

F 0 (e) ;
(n+1)! (x=a)™"!

|f () = T ()] :‘

. 1
for some c strictly between x and a. In our case,n =1, a = s and x = 0.01, so

£(0.01) —T7;(0.01)] = @ (0.01 - %)

1 /100—7\*
:E( 1007 ) LAC]

for some c in (1To’ 7—15)

518



Let’s find f”(x).

() = x%sin xz + cos ( ) (2x)
2xcos ()16) —sin (1)

Now we can plug in a better expression for f”(c):

100 — "
(052) -l

]
2

(10 pres(s)sin()
2

|£(0.01) —T71(0.01)| =

A

for some ¢ in (155

What we want to do now is find an upper bound on this expression containing c,
| (100-r)* eel) o)

2\ 1007 c*

1 1 1
e Since ¢ > —, it follows that ¢* so — < 100%.
100’ ct

1004 ’

* For any value of x, |cosx| and |sinx| are at most 1. Since |c| < 1, also
ccos ()| <[cos (£)] < 1. So, (1) —sin(1)] <3

1007 Joeeos (1) _gin (!
1007 C CCOS - S -

1
=2
l<100 ”) 100*-3
2
311

¢ Therefore,

1£(0.01) — T,(0.01)| =

1007

00% /100 12
2

. . 1002 2
Equation 9.6.5 gives the bound | £(0.01) — 77(0.01)| < 3190 (190 _ 1)~

T

The bound above works out to approximately fourteen million. One way to understand why the
bound is so high is that sin (}C) moves about crazily when x is near zero—it moves up and down
incredibly fast, so a straight line isn’t going to approximate it very well at all.
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That being said, because sin ()]—C) is still “sine of something,” we know —1 < f(0.01) < 1. To get a

better bound on the error, let’s find T (x).
7( ) =sin(m) =0
— | =sin(7w) =
T

F(x) = sin G)
1

f (—) = —n?cos(n) = n?

T

() ()
oee(]

2

=nT"X—T
7?2

Now that we know 71 (0.01), and we know —1 < f(0.01) < 1, we can give the bound

|£(0.01) =77 (0.01)| < |£(0.01)| + |71 (0.01)]

<1+ nz_ﬂ
= 100
T
—1 ‘1——
T 100
<l4+x
<14+4=5

A more reasonable bound on the error is that it is less than 5.
Still more reasonably, we would not use 7i(x) to evaluate sin(100) approximately. We would write

sin(100) = sin(100 — 327) and approximate the right hand side, which is roughly sin(—7/6).

S-10: Equation 9.6.5 tells us that, when T;,(x) is the nth degree Taylor polynomial for a function
f(x) about x = a, then

7 (e)

(n+ 1)! (x_a)n+1

| (x) = T (x)] :‘

. 1
for some c strictly between x and a. In our case,n =2,a =0, and x = 7 SO

(3G G)




for some ¢ in (0, %)

The next task that suggests itself is finding ) (x).

f(x) = arcsinx

F0) = = (=)
F(x) = =5 (1) 3 (20
:x(l—xz)_%
7700 =x(-3) 1= 329+ (123
—32(1-2) 3 4+ (1) 2!
— (1-2)72 (32 + (1-2))
= (1-x%) %(2x2+1)
. 1 1 ‘f(S)(C)‘ : 1
Since ‘f(i) -1 (j)‘ = TN for some ¢ in (0,7),
1 +2¢?
N (1) (V1—02>5 1428
()G

48 (m) i

for some c in (O, %)

We want to know what is the worst case scenario-what’s the biggest this expression can be. So, now

142¢2 1
we find an upper bound on % when 0 < ¢ < 5 Remember that our bound doesn’t

48 (m)

have to be exact, but it should be relatively easy to calculate.

1 1\* 3
. When0<c<5,thebiggest1+202 canbeisl—l—Z(—) ==

2 2"
1422 3
So, the numerator of Ls 18 at most 7
48 <\/1 — c2>

1\2
e The smallest 1 —c? can be is 1 — (5) =

5 3\’ V3\°
* So, the smallest (\/1 —c2> can be is 1) = (—) )




5
1+2¢? 3
* Then smallest possible value for the denominator of Ls is 48 (%)

48(\/1—02>
e Then
3
1422 )
5 5
48(\/1—c2> (Y3
2
R
V3 93
_ 1
10

Let’s put together these pieces. We found that
1 1 142¢2
Q)G ey
48(Vi-@)
for some c in (0, %) We also found that

1 +2¢2 1

48 (m)s 10

1 1 1
—|-1D| = —.
()l
For the second part of the question, we need to find f (%) and T (%)
Finding f (%) is not difficult.

when c is in (0, %) We conclude

f(x) = arcsinx

1 A /4
f (5 arcsin (5) =%

In order to find 7> (%), we need to find 7> (x).

1(x) = £(0) + /' (0)x + 3 £(0)2

Conveniently, we’ve already found the first few derivatives of f(x).

1 1 0
Tz(x):arcsin(O)-l—(— x4 | ——m— |
V1—-02 2 <\/72>3
1-0
=0+x+0
=X

S (1) _!
2\2) "2
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So, the actual error is

1 1 T 1 T 1
(=)= 2-Z|=2_"=
/(3)-2(5) e 25
A calculator tells us that this is about 0.02.
f(n+1)(c)

S-11: Our error will have the form (x— 1)1 for some constant c, so let’s find an

(n+1)!
equation for f (n) (x). This has been done before in the text, but we’ll do it again here: we’ll take
several derivatives, then notice the pattern.

f(x) =logx
fa)=x""
1) = =7
f”’(x) — 2'x_3

B (x) = =315~
f(s)(x) =41x7

So, whenn > 1,

70 0) = (=1 =t

Now that we know the derivative of f(x), we have a better idea what the error in our approximation
looks like.

(n+1) (¢
VUJ)—nuiﬂzz%ii%%UJ_lyH

=)

n!
Cn—|—1

0.1n+1
(n+1)!
1
10 (4 1)1
1
e[t 10m+ - (1)

for some cin (1,1.1)

1
R CE I Gal el
_ 1
~ (n+1)107 !
What we’ve shown so far is
1
1.1)—-T,(1.1 e
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1
If we can show that ——————— < 104, then we’ll be able to conclude
(n+1)107+1

! <107

|f(11) —Tn(1.1)| < W <

That is, our error is less than 102,

1 _4 .
W < 1077, Certalnly,

n = 3 is such a number. Therefore, any n greater than or equal to 3 is an acceptable value.

So, our goal for the problem is to find a value of n that makes

1
S-12: We will approximate f(x) = x7 using a Taylor polynomial. Since 37 = 2187, we will use
x = 2187 as our centre.

We need to figure out which degree Taylor polynomial will result in a small-enough error.

If we use the nth Taylor polynomial, our error will be

(n+1)
1£(2200) — T;,(2200)| = ‘%(2200 —2187)"!
_ | £(n+1) . 13741
=) (nt1)!

for some ¢ in (2187, 2200). In order for this to be less than 0.001, we need

13n+1
(n+1)!

700 (0)] <

< 0.001

7D e

(n+1)!
1000 - 137+1

It’s a tricky thing to figure out which n makes this true. Let’s make a table. We won’t show all the
work of filling it in, but the work is standard.

(n+1)! 1 1 (n+1)!
" 11000~ 1371 ‘fw )(C)‘ Is ‘fw )(c)‘ <7000 1301
1 , 1 1
O 100013 el =267 <735
2 6 6
1 = /! — Y |
1000 - 132 |f (C)| 72-c17_3 < 72.313 s




That is: if we use the first-degree Taylor polynomial, then for some ¢ between 2187 and 2200,

132

|£(2200) —T1(2200)| = | /" (c) TR
6 132
=
2.7 2

6 132
R
3132
- 72.313

~ 0.0000065

So, actually, the linear Taylor polynomial (or any higher-degree Taylor polynomial) will result in an
approximation that is much more accurate than required. (We don’t know, however, that the
constant approximation will be accurate enough—so we’d better stick with n > 1.)

Now that we know we can take the first-degree Taylor polynomial, let’s compute 77 (x). Recall we
1

are taking the Taylor polynomial for f(x) = x7 about x = 2187.

1
£(2187) = 21877 =3
1 _6

flx) = 7x_7

1

792187°  7-3°
Ti(x) = f(2187) + f'(2187) (x —2187)
x—2187

7-36
2200 — 2187

37-36

1
=3 t75
~ 3.00255

f(2187) =

=3+

T (2200) = 3+

We conclude v/2200 ~ 3.00255.

S-13: If we’re going to use Equation 9.6.5, then we’ll probably be taking a Taylor polynomial.
Using Example 9.5.5, the 6th-degree Maclaurin polynomial for sinx is

¥©oox

T6(X):T5()C) :X—§+§

so let’s play with this a bit. Equation 9.6.5 tells us that the error will depend on the seventh
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derivative of f(x), which is —cosx:

17
7 =T5(1) = 17 (e);
. 1 1 —cosc
. 101 —cosc
Sln(l) — ? = T
4242 cosc
for some ¢ between 0 and 1. Since —1 < cosc < 1,
4242 — 1 4242 + 1
2] in() < 22t
7! 7!
4241 . 4243
—— <sin(1) <
7! 7
4241 . 4243
< <

s040 = (1) < 5520

Remark: there are lots of ways to play with this idea to get better estimates. One way is to take a
higher-degree Maclaurin polynomial. Another is to note that, since 0 <c <1 < 3 then

3 < cosc < 1, so

4242 —1 4242 — 1

e csin() < — 2
71 7!

241 | 8483 4243

it 1) « 2222 =0
5040 = (1) < 75080 < 5040

If you got tighter bounds than asked for in the problem, congratulations!

S-14: (a) For every whole number n, the nth derivative of " is e*. So:

0

4 4 n
e X

=) =)
nzon. n:Ol’l.
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(c) Using Equation 9.6.5,

el —Ty(1) = ;ec for some c strictly between 0 and 1. So,
65 €
24 120
65 e
24120

Since €* is a strictly increasing function, and 0 < ¢ < 1, we conclude D < et <el:

24 120 24 120

Simplifying the left inequality, we see

326 _
120 ¢

From the right inequality, we see

- 65 n e
“=%47" 120

e 65

e— —_— R
120 ~ 24
1o _ 65
120 " 24

65 120 325

6 < ——— = ——
24 119 119
So, we conclude

26 _, 325
120 119°

as desired.
326 325
Remark: 0~ 2.717, and 19~ 2.731.

L g a

Solutions to Exercises 10 — Jump to TABLE OF CONTENTS

S-3: Before we start, we may want to get a feel for the problem with a quick sketch of y = g(x). A
full sketch, like we did in Chapter 7, isn’t necessary (or really possible, since we don’t know where
the critical points are — although we can guess from the question text that there is only one critical
point). But we can do a quick sketch using the ideas from Chapter 1. Namely: close to the origin,

we expect g(x) ~ x; far from the origin, we expect g(x) ~ —x*.
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This helps us guess that our critical point should be at a positive value of x.
The critical points of the function are the roots of its derivative. So, we set
fx) =g (x) =1-2x—4x°

and use Newton’s Method to approximate the values of x that make f(x) close to 0. The formula for
refining our guess will be

£(xn) 1 —2x, —4x) N 1 —2x, —4x)
=X,—— =X _—
Fle) ™ —2—1242 241242

Xn+1 = Xn —

This question doesn’t tell us where to start, so we have to figure that out on our own. From our
sketch, it seems small nonnegative values of x are good starting places. We’ll try a few to see which
are close to a root. (This is something we could also do without having first made the sketch.)

f(x)
1
-5

So it seems that x = 0 is a good starting point. (We also see that f changes from positive to negative
somewhere between x = 0 and x = 1, so we expect our root to be somewhere between those two
numbers.)




So, two iterations of Newton’s method gives us an approximate critical point of g(x) at x = %

Since we know the root is between 0 and 1, we also could have started at x = 1/2, which would
have lead to the following:

|
XQ—E
1+1—1—§ 2
M=5T 543 T
2 1-%-42 2 7 2
57 24124 5 598 70

Other starting points are possible, but don’t offer much benefit. Starting at xo = 1 gives us an integer
starting point, which we usually go for, but it’s not as good at starting at xo = 0, since f(0) is closer
to 0 than f(1) is.

S-4: Newton’s Method finds roots, so the first thing to do is to rephrase the question in terms of

root finding. So, we set
f(x) = arctanx —x+ 10

and find where f(x) = 0.

Now, we need to find a starting place for Newton’s method. That is, we should find a (preferable
integer) value of x such that f(x) is reasonably close to 0. Rather than use a calculator to find exact
values of arctanx, recall lim arctanx = % So, for large positive values of x, arctanx =~ % With

X—00

these ideas in mind, let’s start evaluating f(x) at different places:

f(0) = arctan0—0+ 10 = 10 This is pretty far from 0.
f(1) = arctanl —1+10 = % +9 Still pretty far from 0. Let’s try bigger x’s.
f(9) =arctan9 —9+ 10 ~ g_|_ 1

f(10) = arctan10— 10+ 10 ~ g

f(11) =arctan11 — 11+ 10 ~ g_

Two good candidates are xo = 11 (since 7 —1 ~ 0.5, which is relatively close to 0) and xo = 10
(since f(10) is still relatively close to 0, but 10 is a ‘rounder’ number than 11.)

In both cases, the formula we’ll use to get an updated approximation is
f(xa) _ arctanx, —x, + 10 N (1+x2)(arctanx, — x, + 10)

f/(xn) - ﬁ—l " X%

Xn+1 = Xn

* Starting with xo = 11 would give us an approximate intersection point of

122(arctan11—1)
= 121
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* Starting with xo = 10 would give us an approximate intersection point of

101 (arctan 10)
=104+ —=.
=10 00
S-5: The formula we’ll use is
X3 —12x, + 15 1 x)—12x,+15
Xptl =Xp———FH——"— =Xp— = ——————.
AR T A ) "3 24

We know we want a root close to x = 2, so ordinarily, xo = 2 would be our choice. However, x = 2
is not in the domain of the function above. Geometrically, the function f(x) has a horizontal tangent
line at x = 2. Newton’s method finds roots of tangent lines, but horizontal tangent lines either have
no roots (as is the case here) or infinitely many roots. So, we’ll need a different starting point.

The two obvious choices are x = 1 and x = 3. Note f(1) =4 and f(3) = —25, so x = 1 seems like

a better choice. But actually, if you start with x = 3, you get close to a different root. So, we’ll show
both below.

* Starting with x = 1:

)Co—l
_ L1245 13
=TT T
13 1 (B)°-12(8)+15
Xp=——=
132
o3 (5) -4
* Starting with x = 3:
X()=3
;1 27-36+15 13
X1 = — e =
! 3 9-4 5
13 1 (B)Y-12.2+415
Xp=——="- 5
13
>3 (¥) -4

S-10: The function whose roots we want to find is g’(x), so we’ll call that function f(x).
Specifically,
f(x) =5x* —16x° +9x% +2x -3

(a) To find a starting point, we’ll look for positive values x and ythat are reasonably close together
where f(x) > 0and f(y) < 0. Since f(x) ~ 5x* for large x, a large value of x should give us
f(x) > 0. Since £(0) <0, a value of y cloer to 0 should give us f(y) <O0.

A B
X f(x)
2 0 =5+%A2A4-16+RA2A3+9+A2A2+2xA2-3
=A2+1
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A spreadsheet like the one above shows us that f(2) < 0 and f(3) > 0. So, we’ll start at
xo = 2.5. (Of course, other starting points are possible.)

Now, we’ll set up our spreadsheet with Newton’s Method, reusing Column B.

A B C
X_n f (x.0) £’ (x.0)
2 2.5 =5%xA2A4-16%A2A3+9%A2A2+2xA2-3 | =20%RA2A3-48*xA2A2+18xA2+2
=A2-B2/C2

We copy the contents of A, B, and C down their respective columns. Starting in Row 6, the x,
values stabilize to 2.434820595. So, this is our approximation for the positive root of f(x), i.e.
the positive critical point of g(x).

(b) If we replace 2.5 with 1 in cell A2, our x, values stabilize at -0.472430658. So, it seems we’re
finding a negative root of f(x), rather than a positive one.

S-11:

(a) If sinx = x, then sin(0.1) ~ 0.1. So, our initial approximation of arcsin(0.1) is 0.1.

(b) The most obvious function whose root is arcsin(0.1) is f(x) = sin(x) —0.1. Then
f'(x) = cosx. We implement Newton’s method as in the spreadsheet below:

A

X_n

2 0.1

=A2-(sin(A2)-0.1)/ (cos (A2))

We copy-pastae cell A3 down its column. At around Row 4, the x,,-values stabilize to
0.100167421. So, we approximate arcsin(0.1) ~ 0.100167421.

<

Solutions to Exercises 11 — Jump to TABLE OF CONTENTS

<

Solutions to Exercises 12.2 — Jump to TABLE OF CONTENTS

S-6: For initial values in the range [0,0), we expect the solution to have a finite limit. For negative
initial values, we expect the limit of the solution as # — oo to be —co. There are no initial values that
create a solution tending towards positive infinity.

With practice, you can read the above off of the slope field directly. If you’re having a hard time
seeing it, though, we’ve drawn in a few explicit solutions, to help.
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Solutions to Exercises 12.3 — Jump to TABLE OF CONTENTS

S-5: To get from 0 to 0.03 in three steps, we use At = 0.01 = ﬁ.

t |y y
0 |0 0
0.01 | 04 (0.01)(0) =0 0—0.01 = —0.01 = — 115
— —
y+Ax-y! y=t
1 1 1 2
00204 —(———|=—--L . Z
+1oo( 10) 10* 104 100
(. ~~ / %z—J
y+Ax-y' y—t
1 1 201
003 o+ — (- ) =-3U
1o4+100< 1o4> 100
y+‘A(x~y’

Note —% = —0.000301.

S-6: To get from 0 to 0.03 in three steps, we use At =0.01 = 11%'

t |y Y
0 |0 0
0.01 | 0+ (0.01)(0) =0 0+0.01 =0.01 =
— —
y+Ax-y' y+t
1 /1 1 2
00204 —(—|=-2L |5+ +20
700 (100) 0t 104 - 10_g+104
y+zx-y’ ytt
1 1 /201
003 | —+-—(—|=34
10 T 100 <104) 109
y+Zx-y’

Note 3% = 0.000301.
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-8: To get from x = 0 to x = 1 in two steps, we use Ax = %

|y Y
0|0 0
1 1
: 1+§m):o 3
y+Axy NG
1 1 1
1104 <A/ =—=
2 V2
2v2
y+Axy

-9: To get from x = 0 to x = 1 in two steps, we’ll use Ax = 1

[\S]}

|y Y
00 0
110+4(0)=0]0
1/0+%(0)=0

Note: what’s happened is that we chanced upon a steady state solution: the constant solution y = 0
is the solution to the initial value problem. So in this case, our approximation is actually exact.

S-10: To get from x = 2 to x = 3 in two steps, we’ll use Ax = %

t |y y

2 |1 1

25| 1+4(1)=314/3
3 1 3

3 13t3/3

S-11: To get from x = 1.1 to x = 1.5 in three equal steps, each step should be
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_15—-11 _ 04 _ 4
Ax="252 =% =5
1.1 1 /7 1 10
' 7 11 77 77
S——
Yy
142 =37 1+2 1 37 37/231 30 10
SO 3 17 15 77 231 37/30 231 77
NY— —
y+Ax-y y
11408 _ 41 37+2 30 41 41/231 30 10
' 33 1231 15 231 231 30/41 231 77
N——— — —
y+Axy y
41 2 30 45 15
1+l2—15 —4 = .2 - = _ =
e %31+15_23_1, 231 77
y+Ax+y

Remark: the exact solution to this initial value problem is y(¢) = %t, which is a line (and so has
constant slope). Note the slopes in the table are constant as well. Furthermore, our ‘approximate’
value for y(1.5) turns out to be the exact value of y(1.5).

&> <&

Solutions to Exercises 12.4 — Jump to TABLE OF CONTENTS

S-1: We set up a spreadsheet as below. The first row contains labels.

A B C
t y-k y-_k’
2 0 -1 =1/B2
=A2+0.05 | =B2+C2%x0.05 !

We copy the bottom cells down through Row 42, and plot columns A and B.

\
!
1 2

4

—1 o5

534



S-2: Since we’re taking values of ¢ that are decreasing, we’ll use Ar = —0.1. Our spreadsheet setup
is below. The first row contains labels.

A B C
1 t y_k y_k’
2 0 0.4 =B2xB2-4
3| =A2-0.1|=B2-0.1%C2 !
4 l l l

We copy the columns down to Row 12 and plot columns A and B.

y

!
—1

S-3: We’ll set up our spreadsheet twice. First, in the normal way, with initial value y(0) = 0 and
step size At = 0.2. Then, with the same initial value, but At = —0.2. The first collection of data
will approximate y(z) to the right of # = 0; the second collection will approximate y(z) to the left of

t=0.

So, our spreadsheet looks something like this (note the omitted rows):

A B C
1 t y-k y_k’
2 0 0 =(1-B2)/ (1+A2%A2)
3 =A2+0.2 =B2+0.2xC2 }
4 ! ! !
52 | l l
53 0 0 !
54 | =A53-0.2 | =B53-0.2%C53 J
55 l ! !
103 ! | !

The plot looks something like this:
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S-4: There are, theoretically, different ways one could interpret the spreadsheet. But, one approach

is by far the most obvious: to interpret the labels at face value.

(a) The z-values are stored in column A, and the approximate y-values are stored in Column B. The
only ones that are entered as numbers (as opposed to computed) are in cells A2 and B2. So, the
initial value is y(1) = 0.

(b) Derivatives are computed in column C. The cell A2 references the ¢-value, and the cell B2
references the y-value. So, we interpret the entry in cell C2 to mean % =y +0.2y.

(c) The step size is recognizable in two places. In Column A, we see that the 7-values go up by 0.01
each step, so Ar = 0.01. This also accords with the formula in Column B:

= At -y
Vi+1 Yk + Yk

B2 0.01 2
S-5:
(a) Our spreadsheet setup is as follows:
A B C D
1 t y_k y_k’ step
2 0 1 =-2%xA2xB2xB2 | 0.1
3 | =A2+$DS$2 | =B2+$D$2%C2
4 l l

Cel B12 holds the approximation y(1) ~ 0.503641976.

(b) We copy columns A, B and C down the spreadsheet further, so that we will still be able to see
the row holding r = 1 after we make the entry in D2 smaller. We want to approximate y(1), so
our value of Az should have the form %, for a whole number n. (Then our approximation will
take n steps of Euler’s method.)

By trial and error, we find that Ar = % gives us the approximation y(1) ~ 0.501024233 (in cell
B37), and At = % gives us the approximation y(1) ~ 0.500995477 (in cell B38). So, At = %
is too large, but Ar = % is small enough. Taking even smaller values of At keeps our
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approximation within the given error tolerance. So, any value of At that is no bigger than %
will do.

S-6: We’ll start with a fairly usual setup. We’ll keep the step size stored separately, so we can
change it later. Instead of copying our values down the column until we find a particular ¢-value,
we’re looking for a particular y-value. Or, at least, the spot where the y; values change from
negative to positive.

A B C D
1 t v-k vk’ step
2 0 -0.1 =1/ (1-B2xB2) 0.1
3 | =A2+S$DS$S2 | =B2+SD$2xC2 !
4 ! ! l

The first iteration of Euler’s method with step size 0.1 approximates y(0.1) > 0. So, this
approximation puts the root somewhere between 0 and 0.1 (but remember, it might not be entirely
accurate).

Next, we will increase our accuracy by decreasing our step size. Changing the value in D2 to 0.1,
and copying further down the columns, shows us y(0.09) ~ —0.00961562 and

y(0.1) ~ 0.000385304. So, this approximation guesses the root is between 0.09 and 0.1. We
continue to decrease At and note the 7-values where the corresponding approximation changes from
negative to positive.

At lower bound | upper bound
0.1 0 0.1
0.01 0.09 0.1
0.001 0.099 0.1
0.0001 0.0996 0.0997

There’s not a clear stopping point, but the last approximation required about 1000 rows of the

spreadsheet to produce, which seems on the edge of what is reasonable. So, our guess for the root is,
let’s say, 0.09965.

L g a
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&> <&

Solutions to Exercises 13.2 — Jump to TABLE OF CONTENTS
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Solutions to Exercises 14.1 — Jump to TABLE OF CONTENTS

S-1:
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The xz plane is filled with vertical lines; the yz plane is crosshatched; and the xy plane is solid.

The left bottom triangle vertex is (1,0,0); the right bottom triangle vertex is (0, 1,0); the top
triangle vertex is (0,0,1).

S-2: (a) The point (x,y,z) satisfies x* +y? + z> = 2x — 4y + 4 if and only if it satisfies

X2 —2x+y* +4y+ 72 = 4, or equivalently (x—1)2+ (y+2)2 422 = 9. Since

v/ (x—1)2+ (y+2)2 + 22 is the distance from (1,—2,0) to (x,y,z), our point satisfies the given
equation if and only if its distance from (1,—2,0) is three. So the set is the sphere of radius 3
centered on (1,—2,0).

(b) As in part (a), x> + y* +z> < 2x — 4y +4 if and only if (x —1)? + (y+2)% + 22 < 9. Hence our
point satifies the given inequality if and only if its distance from (1, —2,0) is strictly smaller than
three. The set is the interior of the sphere of radius 3 centered on (1,—2,0).

S-3: (a) x =y is a straight line and passes through the points (0,0) and (1,1). So it is the straight
line through the origin that makes an angle 45° with the x— and y—axes. It is sketched in the figure
on the left below.

Y

(0,1)
y==x r+y=1

i (170) &

(b) x+y = 1 is the straight line through the points (1,0) and (0, 1). It is sketched in the figure on
the right above.

(c) x> +y? is the square of the distance from (0,0) to (x,y). So x*> +y? = 4 is the circle with centre
(0,0) and radius 2. It is sketched in the figure on the left below.

v, y
/x\“’ =4 2?4y’ =2y
\ (27 O) * 0(07 1)

T

(d) The equation x> +y*> = 2y is equivalent to x> 4 (y — 1)?> = 1. Asx? + (y — 1)? is the square of
the distance from (0, 1) to (x,y), x>+ (y — 1)? = 1 is the circle with centre (0, 1) and radius 1. It is
sketched in the figure on the right above.

(e) As in part (d),
Xy <2y = P4y —2y<0 = X +y —2y+1<1 = ¥+ (y—1)*<1

As x? + (y — 1)? is the square of the distance from (0, 1) to (x,y), x> + (y — 1)? < 1 is the set of
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points whose distance from (0, 1) is strictly less than 1. That is, it is the set of points strictly inside
the circle with centre (0, 1) and radius 1. That set is the shaded region (not including the dashed
circle) in the sketch below.

S-4: (a) For each fixed yg, z = x, y = y¢ is a straight line that lies in the plane, y = yo (which is
parallel to the plane containing the x and z axes and is a distance yq from it). This line passes
through x = z = 0 and makes an angle 45° with the xy—plane. Such a line (with yy = 0) is sketched
in the figure below. The set z = x is the union of all the lines z = x, y = yo with all values of yy. As
Yo varies z = x, y = yo sweeps out the plane which contains the y—axis and which makes an angle
45° with the xy—plane. Here is a sketch of the part of the plane that is in the first octant.

(b) x2 4 y? + 77 is the square of the distance from (0,0,0) to (x,y,z). So x> +y? +z> = 4 is the set
of points whose distance from (0,0,0) is 2. It is the sphere with centre (0,0,0) and radius 2. Here is
a sketch of the part of the sphere that is in the first octant.

(c) x> +y> + 7> =4,z =1 or equivalently x* +y> = 3, z = 1, is the intersection of the plane z = 1
with the sphere of centre (0,0,0) and radius 2. It is a circle in the plane z = 1 that has centre (0,0, 1)
and radius v/3. The part of the circle in the first octant is the heavy quarter circle in the sketch
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X

(d) For each fixed zp, x2 + y2 =4, 7 = 7 is a circle in the plane z = zo with centre (0,0,79) and
radius 2. So x> +y*> = 4 is the union of x> +y> = 4, z = 7, for all possible values of zo. It is a
vertical stack of horizontal circles. It is the cylinder of radius 2 centered on the z—axis. Here is a
sketch of the part of the cylinder that is in the first octant.

z

T

(e) For each fixed zg = 0, the curve z = x* + yz, z = 7 is the circle in the plane z = zp with centre
(0, O,Zo) and radius /zg. As z = x2 +y2 is the union of 7 = x? —I—y2, z = 79 for all possible values of
z0 = 0, it 1s a vertical stack of horizontal circles. The intersection of the surface with the yz—plane is
the parabola z = y?. Here is a sketch of the part of the paraboloid that is in the first octant.

S-5: From the text, the distance from the point (x,y,z) to the point (x',y’,7’) is

V=24 =y P+ (=2

So, our distance is

V=424 (2 (=5)2+(3-6) = VO +49+9 =67

S-6: From the text, the distance from the point (x,y,z) to the xy-plane is |z|. In this case, 9.
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S-7: From the text, the distance from the point (x,y,z) to the xy-plane is |z|. Let the nest be the
origin (0,0,0) with the z-axis pointing north, the x-axis pointing south, and the y-axis pointing east.
Then the bird’s coordinates after flying are (—1,2,0.1). So, its distance from its nest is

\/(_1 —0)2+ (2—0)2+ (0.1 —0)2 = /1 +4+0.01 =+/5.01 km

S-8: Let the nest be the origin (0,0,0) with the z-axis pointing north, the x-axis pointing south, and
the y-axis pointing east. From the text, the distance from the point (x,y,z) to the xy-plane (which, in
this case, is the ground) is |z|. Then the bird’s coordinates after flying are (—2, 2,z). So,

3=4/(-2-02+ (2002 + (z—0)2 =4 +4+22
9=8+42°
2| =1

So, the bird is 1 km above the ground. (Or, possibly, 1 km below it.)

S-9: The first 2 km of the journey bring you 2 km away from the wall. Walking parallel to the wall
neither increases nor decreases your distance to the wall. Similarly, moving vertically neither
increases nor decreases your distance to the wall. So, the murder hornets are 2 km from the wall.

If we wanted to impose a coordinate system, we could place the wall as the xz axis, with z being the
vertical direction, and the origin the place where you started walking. Then the murder hornets are
at the point (1,2,0.003). The distance from (x,y,z) to the xz axis is |y|. In this case, 2 km.

S-10: For each fixed c, the isobar p(x,y) = c is the curve x> — 2cx +y*> = 1, or equivalently,
(x—c)?+y? = 1 + 2. This is a circle with centre (c,0) and radius v/1 + ¢2, which for large c is
just a bit bigger than c.

S-11: Let (x,y,z) be a point in P. The distances from (x,y,z) to (3,—2,3) and to (3/2,1,0) are

\/(x_3)2+()’+2)2+(z—3)2 and \/(x—3/2)2_|_(y_1)2+zz
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respectively. To be in P, (x,y,z) must obey

V=3P + (0424 (=32 =2y (x=3/202+ (= 1)+ 22
(x =32+ (v +2)* + (z=3)° =4(x=3/2)° +4(y—1)> +4
X —6x+9+y  FAy+4+27 —62+9 =4x> — 12x + 94 4y* — 8y + 4+ 47
3x% —6x+3y* — 12y + 322 +62—9=0
X2 =24y —4y+2+2:-3=0
(k=1 + (=2 +(z+1)*=9

This is a sphere of radius 3 centered on (1,2, —1).

S-12: Call the centre of the circumscribing circle (%,7). This centre must be equidistant from the
three vertices. So

Pyt =(-a)+7=(T-b)>+(-c)’
or, subtracting #> 4 y> from the three equal expressions,
0=a®>—2ax = b*>—2bi+c*—2cy
which implies

a b*+c*—2bx  b*+c*—ab

xzi Y= 2¢ 2c

The radius is the distance from the vertex (0,0) to the centre (,¥), which is \/ (%)2 + (W)z.

S-13: The distance from P to the point (0,0, 1) is 4/x2 +y2 + (z — 1)2. The distance from P to the
specified plane is |z + 1|. Hence the equation of the surface is

4y +(z=1) = (z+ 1) or s +y* =4z

All points on this surface have z > 0. The set of points on the surface that have any fixed value,

zo = 0, of z consists of a circle that is centred on the z—axis, is parallel to the xy-plane and has radius
2,/z0. The surface consists of a stack of these circles, starting with a point at the origin and with
radius increasing vertically. The surface is a paraboloid and is sketched below.

z

&> <&

Solutions to Exercises 14.2 — Jump to TABLE OF CONTENTS

542



-1: Any constant function will do. For example, f(x,y) =0 or f(x,y) = 1.

S-2:
(a) The range of f(x
(b) The range of g(x

~—

is [—10,10], since these are the y-values in the sketch.

~—

is [0, 1], since these are the y-values in the sketch.

(c) In order for f(g(x)) to be defined, we require —1 < g(x) < 1. That is, the range of g must be in
the domain of f. This is true for all values of g(x), so there is no extra domain restriction. The
domain of f(g(x))is [—1,1].

(d) Since the range of g(x) is [0, 1], the numbers that get plugged into f in the compound function
f(g(x)) are only the numbers [0, 1]. So, the range of this function is [0, 10]. g(x) never spits
out any negative values, so f(x) is restricted to the nonnegative part of its domain.

Remark: because we’re going off imprecise sketches, it wouldn’t be wrong to give open intervals,
rather than closed intervals, as your answers.

S-3: If x=1=y, and (x,y,z) is a point on the function, then:
1=22(17) +2(1°) + (1) (1)
0=2>+z
O=zor —1=¢

So yes, (1,1) is in the domain.

There’s some fine print here. There are two different values of z corresponding to the input
(x,y) = (1,1). That means that globally, z isn’t a function of x and y, because a function should
only ever have at most one output for any one input. Implicitly-defined functions often have this
characteristic: it’s not possible to write z = f(x,y) for any single function f of x and y.

S-4: The only part of the function that could possibly limit the domain is the square root: we must
not try to take the square root of a negative number.

The expression 4x> + y? gives nonnegative numbers for any real values of x and y. So no matter
what (x,y) we input, there is no danger of taking the square root of a negative number. So, the
domain is all of R?.

We’ve already noted that 4x% + y2 will give us numbers from [O, oo) , but we should check whether it
gives us all of those numbers. Indeed, if we set x = 0, we see

£(0,y) =~/ =

the range of which is [0,0).

So by choosing x = 0 and the appropriate y, we can indeed get f(x,y) to be any nonnegative
number we desire. So, the range of f is [0, o).

S-5: The only restriction on our domain is that we can’t divide by 0, and 1 + y? is never 0. So, our
domain is all of R
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Since x> > 0 and 1 +y? > 0, we see first that /2(x,y) is never negative. The question now is whether
it can actually achieve all nonnegative real values. If we set y = 0, then A(x,0) = x2, which has
range [0,00). So we can indeed find a point i(x,y) = h(x,0) equal to any nonnegative number our
hearts desire. That is, the range of i(x,y) is [0,0).

S-6: Recall the domain of the function arcsin(x) is [—1,1], and its range is [—%, %}

Since we can only put numbers from [—1, 1] into arcsine, we require for our domain
—1<?+ y2 <1
The left part of the inequality isn’t hard, since x> -+ y? is never negative. The right side tells us
24+ <1

i.e. (x,y) is inside (or on) the unit circle.

[a—

Subject to the constraint x> +y* < 1, the domain of x*> + y? is [0, 1]. The range of arcsinx subject to

the constraint 0 < x < 1 is [0, g}

> N

S
|
I

z = arcsin(x? 4 y?)

Red dotted line: range of x> + y* subject to restrictions.
Blue solid line: range of arcsin(x® +y?).
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S-7: To find the domain of g, there are two potential limiting issues: we can’t divide by 0, and we
can’t take the logarithm of a nonpositive number.

« Since we can’t divide by 0, log(xy) # 0, which means xy # 1, or (equivalently) y # 1.

» Since we can’t take the logarithm of a nonpositive number, we need xy > 0. That is, x and y
must be both negative, or both positive.

Combining these two restrictions, the domain of g(x,y) is all points (x,y) such that x and y have the
same sign; they are nonzero; and y # % These points are graphed below. Dashed lines indicate
points that are not in the domain.

With these restrictions, xy can be any nonnegative number except 1; which means log(xy) can be
any real number except 0; and finally the range of the entire function is (—o0,0) U (0,00). (This is
illustrated in graphs below.)

A\

z = log(xy)

xy

Red dotted line: values of xy. Blue dashed line: values of log(xy)
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Blue dashed line: values of log(xy). Green solid line: values of m

S-8: The only thing that might limit the domain of this function is dividing by zero; but since
x2 41 > 0 for all real values of x, we see the domain of f is the entire plane R2.

Since y doesn’t impact the value of f, we can consider the single-variable function

2
=251
Since f(x,y) = g(x) for any (x,y), the range of g will be the same as the range of f. Note g(x) is
continuous over all real numbers. So, its range will be (global min)< g(x) < (global max). To help
picture how g(x) behaves, note further that z = g(x) has a horizontal asymptote at z = 1, and g(x)
is an even function. Let’s find the critical points of g(x).

by (P (2x) —xF(2x) | 2x
g'(x) = (2+1)2 B

The only CP of this function is x = 0. Its horizontal asymptotes are 1 in both directions. So, the
basic shape of the function is:

PN

So, its range is [0,1).
S-9: The domain of f(x,y) is all of IR?: the only possible restriction is dividing by zero, but
x2 41> 0 for all values of x.

We can write f(x,y) as

fxy) = filx)+ f2(y)
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where f(x) = 27 and fo (y) = siny. Since there is not term depending on both x and y, the
maximum value of f will occur when x maximizes f; and y maximizes f>. Similarly, the minimum
value of f will occur when x minimizes f; and y minimizes f,. Since these two functions are both

continuous, we see that the range of f will be

(min of f] + min of f>) < f(x,y) < (max of f; + max of f3)

The range of f>(y) = siny is easy: it’s [~1,1]. Let’s consider fi(x) = %7 Note its horizontal
asymptotes are 0 in both directions, and it’s an odd function. To find its extrema, let’s sketch it,

starting by finding its critical points.

(x2+1)(1) —x(2x) 1—x? (I+x)(1—x)

/ _ — —
fl(x)_ (X2+1)2 (X2+1)2 (x2+1)2
The CPs of fj arex=1and x = —1.
1 1
1 = — = —
A =177 =3
—1 1
1=
Ail=1) (—1)2+1 2

To sketch f, let’s find the sign of its first derivative on the intervals between its critical points.

— —I— — Sign of fi(x)

| | x
~1 1

Now we have enough information to sketch z = fj(x) :

y

8=

=

=

So, the range of f; (x) is [—%,%}

All together, the range of f(x,y) is [—% ]
S-10: Some general assumptions might be that the amount of money spend on advertisements
shoudn’t be negative, so we should have a > 0. Similarly, it’s reasonable to assume that the
company is not giving away its product, nor paying people to take it, so p > 0. Finally, people won’t
demand a negative number of goods, so the range should be nonnegative.

[NS{JON]

That is one way of thinking about the problem, but different models might have different restrictions.
For example, from time to time (including a time in 2020) oil futures trade at negative values:
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people were paying to give them away. So for certain models, negative prices and negative demands
do make sense.

For other models, also an upper bound of some sort probable makes sense. Maybe you aren’t able to
sell more than one million of your product, because you don’t have the capacity to manufacture
more. Maybe demand will never exceed one product per person in your area. Such restrictions
would further impact the domain and range that make sense for your model.

S-11: For this question, we solve two inequalities.
1
35—
x2 + y2

2

— 2 >x" 4y

So, the points (x,y) must be both:
* inside or on the circle centred at the origin with radius \/Lg, and

* not inside the circle centred at the origin with radius %

p—

SIE

S-12: The bracketing in the definition of g(x,y) is suggestive. If we define # = x> —y, then we get
the function

h(t) = 721> —1*
This is easy enough to graph using tools from last semester.
* his an even function

. ,E‘gh(f) = —00
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o W(t) =144t — 43 = 41(36 — %) = 5t(6+1) (6 —1), so critical points are at t = 0 and t = +6
 1/(r) is negative on (—6,0) U (6,00) and positive on (—o0,—6) U (0,6).

* The absolute maximum of A(t) is h(—6) = h(6) = 6* = 1296, and 2(0) = 0 is a local
minimum.

Sketched below is z = 72t> —*, with parts in the model range highlighted.

> 2N

—————————————————————————————————————————— z=1175
****************************************** =272
ot
=722 —*

To find the ¢-values that correspond to the model range, we solve:

726 —t* = 1175
0=1t*—7202 41175
2 72 44/722 —4(1)(1175)
N 2
| 7244/4(362) —4(1175)

2
_ T242¢/362 - 1175

2
—36++/362—1175
=36++121
—36+11
=25 or 47

t =+45o0r +v47
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Similarly,

7267 —1* =272
0=r*—720*+272
2_T2% \/722—-4(1)(272)

N 2
| 7244/4(362) —4(272)

2
 72424/362 272

2
=36+1/362-272
=36++/1024
=36+32
=4 or 68

t=+2or +v68

So, now we can fill in our sketch with ¢-values:

—————————————————————————————————————————— z=1175
****************************************** =272
L | | | | i
gl =5 -2 2 5 47
— /47 Jes
2="T2>—1t*

So we need to have ¢ in [—v/68, —/47] U [—5,—-2] U [2,5] U [V47,4/68].
Now, recall we used r = x% — y. So if we have a <t < b, then this gives us two inequalities:
tr<b

:>x2—y<b

= x2—b<y
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and

t=a
== x"—y=a

== x"—az=zy

So, t in the interval [a,b] implies that (x,y) must satisfy x> —b < y < x> —a:

y=x*—ap y=x>—b

U7

We have four such possible intervals. All together, the point (x,y) must be in one of the following
regions:

PH2<y<xP+5

¥4+ 47 <y <x*+/68
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Solutions to Exercises 14.3 — Jump to TABLE OF CONTENTS

(a) Each constant z cross—section of x> 4 y?> = z> + 1 is a (horizontal) circle centred on the z—axis.
The radius of the circle is 1 when z = 0 and grows as z moves away from z = 0. So x> +y> =722 + 1
consists of a bunch of (horizontal) circles stacked on top of each other, with the radius increasing
with |z|. It is a hyperboloid of one sheet. The picture that corresponds to (a) is (B).
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(b) Every point of y = x> +z> has y > 0. Only (A) has that property. We can also observe that every
constant y cross—section is a circle centred on x = z = 0. The radius of the circle is zero when y = 0
and increases as y increases. The surface y = x? + z? is a paraboloid. The picture that corresponds
to (b) is (A).

(c) The only possibility left is that the picture that corresponds to (c) is (C).

S-2: We first add into the sketch of the graph the horizontal planes z = C, for C = 3, 2, 1, 0.5, 0.25.

To reduce clutter, for each C, we have drawn in only

* the (gray) intersection of the horizontal plane z = C with the yz—plane, i.e. with the vertical
plane x = 0, and

* the (blue) intersection of the horizontal plane z = C with the graph z = f(x,y).
We have also omitted the label for the plane z = 0.25.

The intersection of the plane z = C with the graph z = f(x,y) is line

{ (x,y,2) ‘ z=f(xy), z=C } - { (x,y,2) ‘ flx,y)=C, z=C }
Drawing this line (which is parallel to the x-axis) in the xy-plane, rather than in the plane z = C,

gives a level curve. Doing this for each of C = 3, 2, 1, 0.5, 0.25 gives five level curves.

y f=0.25

S-3: (a) For each fixed ¢ > 0, the level curve x? +2y*> = c is the ellipse centred on the origin with x
semi axis +/c and y semi axis v/c/2. If ¢ = 0, the level curve x> +2y?> = ¢ = 0 is the single point
(0,0).
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(b) For each fixed ¢ # 0, the level curve xy = c 1s a hyperbola centred on the origin with asymptotes
the x- and y-axes. If ¢ > 0, any x and y obeying xy = ¢ > 0 are of the same sign. So the hyperbola is
contained in the first and third quadrants. If ¢ < 0, any x and y obeying xy = ¢ > 0 are of opposite
sign. So the hyperbola is contained in the second and fourth quadrants. If ¢ = 0, the level curve
xy = ¢ = 0 is the single point (0,0).

(c) For each fixed ¢ # 0, the level curve xe™ = c is the logarithmic curve y = —In )QC Note that, for
¢ > 0, the curve

¢ is restricted to x > 0, so that § > (0 and ln§ is defined, and that
e asx — 0T, y goes to —oo, while

* as x — 400, y goes to +-c0, and

* the curve crosses the x-axis (i.e. has y = 0) when x = c.

and for ¢ < 0, the curve
* is restricted to x < 0, so that )—CC > (0 and ln)% is defined, and that
e asx — 07, y goes to —oo, while
* as x — —a0, y goes to 4o, and

* the curve crosses the x-axis (i.e. has y = 0) when x = c.

If ¢ = 0, the level curve xe™ = ¢ = 0 is the y-axis, x = 0.
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f=-1 o f=1

f= =2

S-4: If C = 0, the level curve f = C = 0 is just the line y = 0. If C # O (of either sign), we may

rewrite the equation, f(x,y) = )% = C, of the level curve f = C as
2
2 1 1
2 2 _ 2 _
doprii=0= 2i(g) -
which is the equation of the circle of radius ﬁ centred on (O, é)

Remark. To be picky, the function f(x,y) = )ﬁyﬁ is not defined at (x,y) = (0,0). The question
should have either specified that the domain of f excludes (0,0) or have specified a value for
£(0,0). In fact, it is impossible to assign a value to f(0,0) in such a way that f(x,y) is continuous
at (0,0), because lim,_, f(x,0) = 0 while limy_, f(0, [y|) = co. So it makes more sense to have

the domain of f being IR? with the point (0,0) removed. That’s why there is a little hole at the
origin in the above sketch.

-5: (a) We can rewrite the equation as

x2+y2: (2_1)2_1
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The right hand side is negative for |z— 1| < 1, i.e. for 0 < z < 2. So no point on the surface has

0 < z < 2. For any fixed z, outside that range, the curve x*> +y?> = (z—1)? — 1 is the circle of radius
(z—1)? —1 centred on the z—axis. That radius is 0 when z = 0,2 and increases as z moves away

from z = 0,2. For very large |z|, the radius increases roughly linearly with |z|. Here is a sketch of

some level curves.

NP

z=—24

(b) The surface consists of two stacks of circles. One stack starts with radius O at z = 2. The radius
increases as z increases. The other stack starts with radius 0 at z = 0. The radius increases as z
decreases. This surface is a hyperboloid of two sheets. Here are two sketchs. The sketch on the left
is of the part of the surface in the first octant. The sketch on the right of the full surface.

S-6: For each fixed z, 4x* +y? = 1 + 7% is an ellipse. So the surface consists of a stack of ellipses
one on top of the other. The semi axes are %\/ 1 +z% and v/ 1 4 z2. These are smallest when z =0
(i.e. for the ellipse in the xy-plane) and increase as |z| increases. The intersection of the surface with
the xz-plane (i.e. with the plane y = 0) is the hyperbola 4x> — z> = 1 and the intersection with the
yz-pane (i.e. with the plane x = 0) is the hyperbola y*> — z2 = 1. Here are two sketches of the surface.

The sketch on the left only shows the part of the surface in the first octant (with axes).
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S-7: (a) The graph is z = sinx with (x,y) running over 0 < x < 27, 0 <y < 1. For each fixed yo
between 0 and 1, the intersection of this graph with the vertical plane y = y is the same sin graph
z = sinx with x running from O to 27z. So the whole graph is just a bunch of 2-d sin graphs stacked
side-by-side. This gives the graph on the left below.

z

““ Y

x

(b) The graph is z = 4/x% + y2. For each fixed zy = 0, the intersection of this graph with the
horizontal plane z = zg is the circle 4/x% + y2 = z¢. This circle is centred on the z-axis and has
radius zg. So the graph is the upper half of a cone. It is the sketch on the right above.

(c) The graph is z = |x| 4 |y|. For each fixed zy = 0, the intersection of this graph with the horizontal
plane z = zp is the square |x| 4 |y| = zo. The side of the square with x,y > 0 is the straight line

x+y = zo. The side of the square with x > 0 and y < 0 is the straight line x —y = zg and so on. The
four corners of the square are (+z9,0,z0) and (0,+z0,20). So the graph is a stack of squares. It is an
upside down four-sided pyramid. The part of the pyramid in the first octant (that is, x,y,z = 0) is the

sketch below.
z
y |

S-8: (a) For each fixed zg, the z = 7z cross-section (parallel to the xy-plane) of this surface is an
ellipse centered on the origin with one semiaxis of length 2 along the x-axis and one semiaxis of
length 4 along the y-axis. So this is an elliptic cylinder parallel to the z-axis. Here is a sketch of the

T
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part of the surface above the xy—plane.

________
‘‘‘‘‘‘

(2,0,0)— 2/ (0,4,0)

(b) This is a plane through (4,0,0), (0,4,0) and (0,0,2). Here is a sketch of the part of the plane in
the first octant.

(c) For each fixed xq, the x = x( cross-section parallel to the yz-plane is an ellipse with semiaxes
2 2

34/ 1+ T—% parallel to the y-axis and 24/ 1 + T—% parallel to the z-axis. As you move out along the

x-axis, away from x = 0, the ellipses grow at a rate proportional to 4/ 1 + %, which for large x is

approximately %. This is called a hyperboloid of one sheet. Its

x/‘
Y

(d) For each fixed yy, the y = xq cross-section (parallel to the xz-plane) is a circle of radius |y|
centred on the y-axis. When yg = 0 the radius is 0. As you move further from the xz-plane, in either
direction, i.e. as |yg| increases, the radius grows linearly. The full surface consists of a bunch of
these circles stacked sideways. This is a circular cone centred on the y-axis.
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(e) This is an ellipsoid centered on the origin with semiaxes 3, v/12 = 2+/3 and 3 along the x, y and
z-axes, respectively.

% (0,0,3)

(07 \/ﬁv O)

.
"‘
-
.
-

Y (3,0,0)
*7(3,0,0) (0,4/12,0)

(f) Completing three squares, we have that x> +y? + z> 4 4x — by + 9z — b = 0 if and only if
(x+2)2+(y— g)z + (z+ %)2 =b+4+ %2 + 81, This is a sphere of radius r, = 3v/b2 +4b+97
centered on %(—4, b,—9).

%(—4, b, -9 + 27"1))
3(—4,b,-9)

| %(—4, b+ 2ry, —9)
%(—4 + 27"17, b, —9)

(g) There are no points on the surface with x < 0. For each fixed xog > 0 the cross-section x = xp
parallel to the yz-plane is an ellipse centred on the x—axis with semiaxes ,/x¢ in the y-axis direction
and % X0 in the z—axis direction. As you increase x, i.e. move out along the x-axis, the ellipses
grow at a rate proportional to ,/xo. This is an elliptic paraboloid with axis the x-axis.
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(h) This is called a parabolic cylinder. For any fixed yo, the y = yq cross-section (parallel to the
xz-plane) is the upward opening parabola z = x*> which has vertex on the y-axis.

S-9: The level curves of z = 0 correspond to all points (x,y) such that 0 = sin(x + y). The angles
that make sin 6 equal to 0 are O = 7n for integer values of n. So, the level curves are lines of the
form

X+y=nmn

where 7 is any integer.

So, our level curve has the lines y = —x, y =7 —x, y = 27 — x, etc.
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N -
)

0

The level curves of z = 1 correspond to all points (x,y) such that 1 = sin(x+y). The angles that
make sin0 equal to 1 are 6 = % + 27n for integer values of n. So, the level curves are lines of the
form

T
x+y: 5+27’L'n

where n is any integer.

So, our level curve has the linesy = J —x,y =2+ 27 —x,y = £ +-4m —x, etc.

—

(SIS
~

]

/

The equation 2 = sin(x + y) has no solutions, since no angle has sine greater than 1. So the level
curve at z = 2 has no points:
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S-10: Since the level curves are circles centred at the origin (in the xy-plane), when z is a constant,
the equation will have the form x? 4 y?> = ¢ for some constant. That is, our equation looks like

K +yt=g(2),

where g(z) is a function depending only on z.

Because our cross-sections are so nicely symmetric, we know the intersection of the figure with the
left side of the yz-plane as well: z=3(—y—1) = —3(y+ 1) (when z > 0) and

z=-3(—y—1) =3(y+1) (when z < 0). Below is the intersection of our surface with the yz plane.

z=-3(y+1) ,:Z:3(y—1)

\
\

e=3(y+1)" tz=-3(y-1)

Setting x = 0, our equation becomes y> = g(z). Looking at the right side of the yz plane, this should
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= — i = =
¢=30-1) sz/O,y/l . That is:
z=-3(y—1) ifz<0,y>1
o] =3(y—1)
2]
L I
3 Y
H_’_l 2:y2
3

()

A quick check: when we squared both sides of the equation in (), we added another solution,
|§—| + 1 = —y. Let’s make sure we haven’t diverged from our diagram.

M.'.l 2:y2
3
= %—Fl—i
——
positive
|§—|—|—1=y y>0
< K
5+l=—-y y<0
Bii=y y=1
< E
B+l=-y y<-1
2 =30-1) y=1
=
2 =-30v+1) y<-1
(z=£3(y—1) y=1
——
PN ) positive
z==%3(y+1) y<-1
—
\ negative
(z=3(y—1) y=>1,z=0
z=-3(y—-1) y=>1,z<0
= 4
z=-3(y+1) y<-1,z=0
lz=3(+1) y<-1,z<0

2|

3

2
+1)

x2—|—y2:(

This matches our diagram eactly. So, all together, the equation of the surface is
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Solutions to Exercises 15.1 — Jump to TABLE OF CONTENTS

SL:

If £,(0,0) <0, then f(0,y) decreases as y increases from 0. Thus moving in the positive y direction
takes you downhill. This means you aren’t at the lowest point in a valley, since you can still move
downhill. On the other hand, as f,(0,0) <0, f(0,y) also decreases as y increases towards 0 from
slightly negative values. Thus if you move in the negative y-direction from y = 0, your height z will
increase. So you are not at a locally highest point—you’re not at a summit.

S-2: The definition of the derivative involves a limit at 4 goes to 0; we can approximate that limit
by choosing a value of & that’s close to 0; in our case, 0.1 or —0.1 are the best we can do, using the
information on the table.

faethy)—flxy)  flx+0.Ly)—f(xy)

o) = i h - 0.1
i yth)— flx y+0.1) = f(x,
fy(x,y) = }111_1)1(1) f(x Y ]/)l f(x y) ~ f(x y 01) f(x y)

(a) To find f,(1.5,2.4), we keep x fixed at x = 1.5, and vary y. We don’t know what happens at
y = 2.5, but we do know what happens at y = 2.3:

£(15,2.3) = £(1.5,24) _ 112110 _

23-24 0.1 -2

£,(1.5,2.4) ~

(b) To find f,(1.7,1.7), we keep y fixed at y = 1.7, and vary x. We can choose to use either x = 1.6
orx = 1.8.

f(18,1.7) = f(1.7,1.7) _ 16.1—150

£(1.7,1.7) = e =—V57 -
_f(L6,1.7)— f(1.7,1.7)  13.9-150
fL(17,1.7) = 1.6—1.7 = = !

(c) To find f,(1.7,1.7), we keep x fixed at x = 1.7, and vary y. We can choose to use either y = 1.6
ory=1.8.

F(L718) = f(1.7,1.7)  147-150

HAT1T) ~ 18—17 =~ o1
_f(17,16) = f(1.7,17) 153150 _
HAT1T) ~ 1.6—1.7 - —01 3

(d) To find f,(1.1,2), we keep y fixed at y = 2, and vary x. We can choose to use either x = 1.0 or
x=1.2.

f(12,2) = f(1.1,2)  9.1-82

f(11.2) 12—1.1 =01 *
_f(1.02)—f(1.1,2)  73-82
f(11.2) ~ 1.0—1.1 0.1 =9
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fx(x,y,z) - 3X2y425 fx(o,_l,—l) - O
filoy,z) =4y’ £0,—1,-1) =0
fz(x,y,z) = 5x3y4z4 fZ(O’_l’_l) =0
(b)
yze**
Wx(.x,y,Z): 1+exyz Wx(2,0,_1)20
xze™%
wy(x,y,2) = T wy(2,0,—1) = —1
o xyet B
w,(x,y,2) = e w;(2,0,—1) =0
(c)
X 3
- _3.4) = >
y 4
- _3.4) =
fy(x.y) (2 1 2)3/2 f(=3.4) 125
S-4: By the quotient rule
%(x ):(1)(x—y)—(x+y)(1) Y
ox (x—y)? (x—y)?
1 —vy)— —1 2
2y 2 =) —Gn)=)) 2
a0y (x—y) (x—y)
Hence 5 5 eyt 2
Z Z _ 20+ 2x
xax(x,y) +yay(x,y) =L 0
S-5: (a) We are told that z(x,y) obeys
2(xy)y—y+x=log (xyz(x.y))
= logx +logy +log (z(x,y)) (%)

for all (x,y) (near (—1,—2)). Recall the following derivatives:
* The partial derivative of z with respect to x is %
* The partial derivative of y with respect to x is 0 (since we treat y as a constant)

* The partial derivative of x with respect to x is 1
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Differentiating (*) with respect to x gives

o 1 Z(x, 0 1
y By 1=ty oo wTl
Ox x  z(xy) ox Y= )

or, dropping the arguments (x,y) and multiplying both the numerator and denominator by xz,

0z _ z—xz _ z(1-x)
ox  xyz—x  x(yz—1)

Differentiating () with respect to y gives

0z 1
07 1 &(xy) 07 SH1—z(xy)
2(6y) +y e (xy) —1=-+2 = —(xy)="—g—
dy y o z(xy) dy Y= oy

or, dropping the arguments (x,y) and multiplying both the numerator and denominator by yz,

0z z+yz—y2 _z(14+y—yz)

d  yz—y y(yz—1)
(b) When (x,y,z) = (—1,-2,1/2),

o 1 _L—l 1
a_z( L=2) =7 =373
X Y7 2 eyr)=(=1,-2,1/2)

1 1 1
0 st+1-z +1—5
—Z( 1,-2) =2 I : ==0
0y Y=z 272

Z (xy,2)=(—1,—-2,1/2)

S-6: We are told that the four variables T, U, V, W obey the the single equation

(TU —V)?log(W —UV) = log2. So they are not all independent variables. Roughly speaking, we
can treat any three of them as independent variables and solve the given equation for the fourth as a
function of the three chosen independent variables.

We are first asked to find Z—LT/ This implicitly tells to treat 7, V and W as independent variables and

to view U as a function U (T,V,W) that obeys

(TU(T,V,W)=V)log (W —U(T,V,W)V) = log2

(EL)

for all (T,U,V,W) sufficiently near (1,1,2,4). Differentiating (E1) with respect to T gives

2(TU(T,V.W)-=V)|U(T.V,W)+T d

—(TU(T,v,W)=V)?

5[; (T,V,W)|log(W—-U(T,V,W)V)
1w

W—U(T.V.W)V oT

(T,V.W)V =0
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In particular, for (T,U,V,W) = (1,1,2,4),

2((1)(1)~2) [1+<1>5—U<1,2,4> tog (4~ (1)(2)

oT
—((1)(1) _2)2m%(1’2’4) (2)=0
This simplifies to

ou ou ou 210g(2)

~2[1+ 020 ) - F7024 =0 = 024 =R

We are then asked to find % This implicitly tells to treat U, V and W as independent variables and
to view T as a function T (U,V,W) that obeys

(T(U,V,W)U-V)’log(W—-UV) =log2 (E2)
for all (T,U,V,W) sufficiently near (1,1,2,4). Differentiating (E2) with respect to V gives
oT
2(T(U,V,.W)U—-V) [W(U,V,W) U—l} log(W—-UV)
—(rwyv.wyu-v) Y o
W—-UV
In particular, for (T,U,V,W) = (1,1,2,4),
oT
2((1)(1) -2) (1)5(1,2,4)—1 log (4—(1)(2))
2 1
—((1)(1) -2 =0
( )
This simplifies to
oT 1 oT 1
—2|==(1,2,4)—1]log(2) —= =0 —(1,2,4)=1———
L}v( 2:4) } 08(2) =5 =0 = 7 (1.2:4) 4log(2)

S-7: The function

u(p,r,0) = [prcos 9]2—|— [prsin6]pr
= pzr2 cos” 0 + pzr2 sin @
So

Ju

p (p,r,0) =2p?rcos’ 6 +2p%rsin @
r

and

M (2,3,1/2) =2(2))(3)(0) +2(2%) (3) (1) = 24
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S-8: By definition

o f(xo+Ax,yo) — f(x0,¥0) . f(x0.y0+Ay) — f(x0.y0)
febory0) = fim, Ax S0 = fm, Ay

Setting xg = yg =0,

o F(AR0)—£(0,0) . f(ANO) . ((Ax)2—2x02)/(Ax—0)
1:(0.0) = AI;EO Ax B Aligo Ax AI;TO Ax
=Iliml=1
Ax—0
— 2 _ 2 _
£(0,0) = lim f(0.8y) = f(0,0) . f(0.8y) . (07=2(Ay)7)/(0—Ay)
Ay—0 Ay Ay—0 Ay Ay—0 Ay
= lim 2=2
Ay—0

S-9: Asz(x,y) = f(x* +y?)

%(x,y) = 2f'(x* +5%)
(%(x,y) =2f' (& +%)
by the (ordinary single variable) chain rule. So
P a5 =20 (2 ) X2 (2 +5) =0

and the differential equation is always satisfied, assuming that f is differentiable, so that the chain
rule applies.

S-10: By definition

and

_ oo £(0.Ay) — £(0,0)
2 (00 = Jim T8

(0+24y)2 0
0-+Ay
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(b) f(x,y) is not continuous at (0,0), even though both partial derivatives exist there. To see this,
make a change of coordinates from (x,y) to (X,y) with X = x+ y (the denominator). Of course,
(x,y) — (0,0) if and only if (X,y) — (0,0). Now watch what happens when (X,y) — (0,0) with
X alot smaller than y. For example, X = ay?®. Then

2
L
a a

(x+2y)?  (X+y)?  (a*+y)?  (1+ay)
x+y N X N ay? N

This depends on a. So approaching (0,0) along different paths gives different limits. (You can see
the same effect without changing coordinates by sending (x,y) — (0,0) with x = —y+ay®.) Even
more dramatically, watch what happens when (X,y) — (0,0) with X = y*. Then

2
(r+29)? X4y P49 4y L
x+y X y y B

S-11: Solution 1
Let’s start by finding an equation for this surface. Every level curve is a horizontal circle of radius
one, so the equation should be of the form

(x—f)y+(-f)=1

where f] and f; are functions depending only on z. Since the centre of the circle at height z is at
position x = 0, y = z, we see that the equation of our surface is

X4 (y-z)?=1

The height of the surface at the point (x,y) is the z(x,y) found by solving that equation. That is,

P (y—z(xy) =1 (+)

We differentiate this equation implicitly to find z,(x,y) and z,(x,y) at the desired point
(x,y) = (0,—1). First, differentiating (=) with respect to y gives

0+2(y—z(xy)) (I —z(xy)) =0
2(=1-0)(1—2z,(0,—-1)) =0 at (0,—1,0)

so that the slope looking in the positive y direction is z,(0, —1) = 1. Similarly, differentiating ()
with respect to x gives

2x+2(y—z(x,y)) - (0—z¢(x,y)) =0

2x=2(y—z(x,y)) - zx(x,y)
z(xy) = %

y J—
z(0,—1) =0 at (0,—1,0)
The slope looking in the positive x direction is z,(0,—1) = 0.

Solution 2
Standing at (0, —1,0) and looking in the positive y direction, the surface follows the straight line that
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* passes through the point (0,—1,0), and
* is parallel to the central line z = y,x = 0 of the cylinder.

Shifting the central line one unit in the y-direction, we get the line z = y+ 1, x = 0. (As a check,
notice that (0,—1,0) is indeed on z =y + 1, x = 0.) The slope of this line is 1.

Standing at (0, -1, 0) and looking in the positive x direction, the surface follows the circle
x%>4y? =1, z = 0, which is the intersection of the cylinder with the xy-plane. As we move along
that circle our z coordinate stays fixed at 0. So the slope in that direction is 0.

S-12: (a) By definition

—(0,0) =1
6x( ) A;E»lo Ax
(AA)f)(OOZ) 0
— lim 2x+0~
A;TO Ax
=0
(b) By definition
of . f(0,Ay) - £(0,0)
—(0,0) =1
8y( ) A;EO Ay
(03)(Ay) —0
— 02+Ay?
= lim ——
Ay—0 Ay
(c) By definition
d . f(t,t)—£(0,0)
el —1
dl‘f<t’t)‘t:0 50 t
() (1)
— llm I2+l2 _O
h—0 t
. /2
=lim —
t—0 t
1
2
- -

Solutions to Exercises 15.2 — Jump to TABLE OF CONTENTS

S-1: From the example that “f,” is the partial derivative of f with respect to x, we infer that the
notation for “take the partial derivative with respect to (variable)” is “write (variable) on the bottom
right.” Continuing this practice, to take the partial derivative with respect to y of f, we should write
the y on the bottom right — that is, to the right of the x:

(fo),
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Since x is to the left of y, we write the above as f,, not fy,.

S-2: From the example that “5- ™ is the partial derivative of f with respect to x, we infer that the
notation for “take the partial derivative of a function with respect to (variable)” is “put the partial

derivative operator =>—— to the left of the function.” Continuing this practice, to take the partial
O(variable)
f

derivative with respect to y of g—x, we should write the operator % on the left.

0 |0
| =f
oy | Ox
: . O 2f

In the above expression, dy is to the left of the 0x. So we write Fox rather than Foret

-3: Asin Question 2, if we want to differentiate g—f with respect to x, we write:

o [0 o [of

* f shows up only once, so we don’t add an exponent to it.

In both cases:

* 0 shows up twice in the numerator, so we write 0> as shorthand for 8[0).

* Ox shows up twice in the denominator, so we write 0x* as shorthand for dx[dx].

S-4.
_ tan(xy)
flxy) = Inx
P Inx (ysec?(xy)) — tan(xy) ()_15)
x — 2

In“x

= () ysecion - (1;) tan(xy)

We’ve separated out factors only depending on x, since these will act as constants when we
differentiate with respect to y. Differentiating sec?(xy) involves two layers of chain rule, so we’ll
figure that out on its own before we find fy,.

% [(sec(xy))z} = 2sec(xy) - % [sec(xy)]

= 2sec(xy) - sec(xy) tan(xy) - 0 [xy]

dy
= 2sec(xy) - sec(xy) tan(xy) - x
= 2xsec?(xy) - tan(xy)

Now we differentiate f, with respect to y.

() (- 2rsec (o) 2(xy)) — (2 2 (xy) -
fop = (logx) (v-2xsec”(xy) - tan(xy) + sec”(xy)) (x10g2x> sec”(xy) - x

_ (o) )

_( o (2xytan(xy) +1) oz x
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To find fy,, we first differentiate f* with respect to y.

1
)=t
f(xy) (logx) an(xy)
1 5 _ xsec?(xy)
1y = fogn Se () =

We can differentiate this using the quotient rule. When we do, we’ll need to find the derivative of the
numerator. Since that takes several steps, we do it first.

— [xsec?(xy)] = x= [sec?(xy)] + sec*(xy)

ox Ox

We already found 4. [sec?(xy)] = 2xsec?(xy) - tan(xy). By an equivalent calculation,
% [sec?(xy)] = 2ysec?(xy) - tan(xy)
= x-2ysec?(xy) - tan(xy) + sec? (xy)
= sec’(xy) (2xytan(xy) +1)

Now, let’s differentiate f, with respect to x.

logx - sec? (xy) (2xytan(xy) + 1) —xsec? (xy) 1

logzx

fyx:

To show that this is equal to f,, we rearrange.

log x - sec?(x xsec?(xy)L
— 08X Sec ) . () (2xytan(xy) +1) — —(2 ks
log”x log”x
2 2
sec (xy)) sec(xy)
= —— ) (2xytan(xy) +1) — ———=
(2520 aytan(ay) +1) .
= fu
S-5: (a) We have
fX(x,)’) = 2xy3 fo(x’y) = 2)’3
fxy(x»)’) = 6xy2 fyxy(x’y) = fxyy(x»y) = 12xy
(b) We have
fx(x’))) = y2exy2 fxx(x’y) = y4exy2 fxxy(x,y) = 4y3exy2 + ZXySexyz
fop(xy) = 2yexy2 + 2xy3exy2 Fepy(0,y) = (2 + 4xy? 4 6xy% + 4)62))4)e"y2

= (24 10xy* + 4x%y*) s
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(c) We have

Ly ==

ou M = (u+2v+3w)?
o f 4
é‘v&u(u’v’w) ~ (u+2v+3w)3

3f 36

ow Ov Ou (v, w) == (u+2v+3w)*
In particular,

Af 36 36 9
dwovau PP =

TBH2x243x1)F 107 2500

S-6: Let f(x,y) = 4/x?>+5y2. Then

P S W U €3] BN B[00
* /X2 + 5y2 o 2152 2(x2+5y2)3/2 xy 2 (x245y2)3/2
) . B (5y)(10y) £ (5y)(2x)
Y /X2 + 5y2 » /2152 2(x2+5y2)3/2 x 2 (x2 4 5y2)3/2
Simplifying, and in particular using that 7 21+5 == (xz’i;r;zy; .
x2+5y
5y? Sxy 5x2

o= Garsgpn o=l Tmsapn T Eisepn

S-7: (a) As f(x,y,z) = arctan (ev™) is independent of z, we have f(x,y,z) = 0 and hence

fxyz(x’y,z) = fzxy(x,y,z) =0

(b) Write u(x,y,z) = arctan (ev™?), v(x,y,z) = arctan (e\/’TZ) and w(x,y,z) = arctan (ev’%). Then
* As u(x,y,z) = arctan (ev™?) is independent of z, we have u.(x,y,z) = 0 and hence
uxyz(x’ysz) = ”zxy(x’ysz) =0

e As v(x, y,z) = arctan (e\/;z) is independent of y, we have v, (x, y,z) = 0 and hence
nyz(x»y’z) = Vyxz(x’y’z) =0

e As w(x,y,z) = arctan (e\/ﬁ) is independent of x, we have wy (x,y,z) = 0 and hence
Wayz (%,3,2) =0

As f(x,y,2) = u(x,y,z) +v(x,y,z) + w(x,y,z), we have

fxyz(xa)’az) = ”xyz(xay’z) +nyz(x’)’az) +nyz(x’YaZ) =0
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(c) In the course of evaluating fxx(x,0,0), both y and z are held fixed at 0. Thus, if we set
g(x) = f(x,0,0), then fx(x,0,0) = g”(x). Now
0

g(x) = £(x,0,0) = arctan (eV?)

= arctan(1) =

y=z=0
for all x. So g’(x) =0 and g"(x) = 0 for all x. In particular,

fu(1,0,0) =¢"(1) =0

S-8: As

| —@+2+2)/ (dar) |

3 2,22
Mz(x,y,Z,t) = —Eme (x2 +y2+z2)e—(x +y*+z7)/ (4ar)

4at?/?

ux(x,y,z,t) = _206):5/2 e—(x2+y2+z2)/(4oct)

_ 1 —(F2+y?+22)/ (dat) x* — (242 +72) / (4our)
e (%,3,2.1) = YT T 1272

1 2,2, 2 2,2,

_ _ —(x*+y*+z*)/ (4ar) y —(x*+y*+z*)/ (4ar)
Uyy (X,9,2,1) Sars2C + o2 2e

L eerdye) | T () (den)
er(%.7 1) = “20572¢ t a2

we have
_ 3 () () R — (P2 +22)/ (dat) _

S-9: The definition of the derivative involves a limit at / goes to 0; we can approximate that limit
by choosing a value of & that’s close to 0; in our case, 0.1 or —0.1 are the best we can do, using the
information on the table.

fx+hy) = fxy)  flx+0.1Ly) = f(xy)

fuloy) = iy h ~ 0.1
i yA+h) = fx, y+0.1) — f(x,
fy(x,y)zgl_r}%f(xy })l f(xy) %f(xy O.i f(xy)

The same holds for the second derivative:

Fir(xy) = (filxy)), = lim fx<x’y+h]3 — fi(x)

h—0
~ f:’C(x’y + 01) _fx(-x’y)
0.1

lim f(x+hy+0.1)—f(xy4+0.1) | lim Fxthy)—f(xy)

h—0 h h—0 h
N 0.1

[ f(x+0.1,y+0.1)— f(x,y-i—O.l)] _ [ F(x+0.1,y)— f(x,y)]
0.1 0.1

~ 0.1
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These are the ideas we’ll use in the approximations below.

The second partial derivative fyy(x,y) of f is the partial derivative of fy(x,y) with respect to y. That
is:

(1.8,2.04h) — f(1.8,2.0
fxy(1.8,2.0):}lin})f( + 2[ fal )

For our approximation, we can choose 4 = 0.1 or 4 = —0.1. There’s no compelling reason to
choose one over the other. Let’s use 7 = 0.1.

_ f(1.8,2.1) — £:(1.8,2.0)

0.1
lim £08+h2D=f(182.1) | _ | o f(18+h2.0)—f(182.0)
h—0 h h—0 h
B 0.1
Once again, there’s no compelling reason to choose 4 = 0.1 over 7 = —0.1. We could even choose

different signs for the two limits. We’ll just choose 4 = 0.1 again, because after all, we do have to
choose something.

[ f(1.9,2.1)(;lf(1.8,2.1)} _ [ f(1.9,2.0)(;1_f(1.8,2.0)}

~
~

0.1
= 100[(f(1.9,2.1) — £(1.8,2.1)) = (f:(1.9,2.0) —fx(1.8,2.0))]

=100/ (16.0 - 14.9) ~ (163 - 15.2)|
=0
Remark: different choices of 4 all end up with the same approximation.

L g a

Solutions to Exercises 16.1 — Jump to TABLE OF CONTENTS

S-1: a) (i) V£ is zero or does not exist at critical points. The point 7 is a local maximum and the
point U is a saddle point. The remaining points P, R, S, are not critical points.

(a) (11) Only U is a saddle point.

(a) (iii) We have f(x,y) > 0 if f increases as you move vertically upward through (x,y). Looking
at the diagram, we see

H(P) <0 H(Q) <0 H(R)=0 £(8) >0 H(T)=0 ;U)=0
So only S works.

(b) (i) The function z = F(x,2) is increasing at x = 1, because the y = 2.0 graph in the diagram has
positive slope at x = 1. So F(1,2) > 0.

(b) (ii) The function z = F(x,2) is also increasing (though slowly) at x = 2, because the y = 2.0
graph in the diagram has positive slope at x = 2. So F(2,2) > 0. So F does not have a critical point
at (2,2).
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(b) (iii) From the diagram the looks like Fy(1,1.9) > F;(1,2.0) > F,(1,2.1). That is, it looks like
the slope of the y = 1.9 graph at x = 1 is larger than the slope of the y = 2.0 graph at x = 1, which
in turn is larger than the slope of the y = 2.1 graph at x = 1. So it looks like F;(1,y) decreases as y
increases through y = 2, and consequently Fy,(1,2) <O.

S-2: (a)

* The level curve z = 0 is y> — x> = 0, which is the pair of 45° lines y = +x.

» When C > 0, the level curve z = C* is (y? —x2)2 = C*, which is the pair of hyperbolae
y2_x2 :CZ’yZ_XZ — _C2 or

y=tV24+C?  x=44/y?+C?

The hyperbola y> — x> = C? crosses the y—axis (i.e. the line x = 0) at (0, +C). The hyperbola
y? —x? = —C? crosses the x—axis (i.e. the line y = 0) at (+C,0).

Here is a sketch showing the level curves z=0,z=1 (i.e. C=1),and z = 16 (i.e. C = 2).

(b) As fi(x,y) = —4x(y* —x?) and f,(x,y) = 4y(y* —x?), we have f;(0,0) = £,(0,0) = 0 so that
(0,0) is a critical point. Note that

* (0,0) =0,
* f(x,y) =0forall x and y.

So (0,0) is a local (and also absolute) minimum.

(c) Note that
fxx(x’y) = —4)72 + 1247 fxx(x’y) =0
f(xy) = 12}’2 — 4y Sy(xy) =0
fxy(x,y) - _Sxy fxx(x,y) == O
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As £2(0,0) f35(0,0) — f1,(0,0)? = 0, the Second Derivative Test (Theorem 16.1.14 in the text) tells
us absolutely nothing.

S-3: Write f(x,y) = x*> + cxy +y%. Then

fe(x,y) =2x+cy f:(0,0) =0
Hxy) =cx+2y £(0,0)=0
fex(x,y) =
fo(xy) =
fiy(x,y) =

As f¢(0,0) = f,(0,0) = 0, we have that (0,0) is always a critical point for f. According to the
Second Derivative Test, (0,0) is also a saddle point for f if

Fx(0,0) £15(0,0) — £,(0,0)* <0 &= 4—? <0 = |c¢|>2

As a remark, the Second Derivative Test provides no information when the expression
fx(0,0) £,,(0,0) — f1y(0,0)> = 0, i.e. when ¢ = £2. But when ¢ = +2,

fry) =+ 2+ = (x+y)?
and f has a local minimum, not a saddle point, at (0,0).
S-4: To find the critical points we will need the first order partial derivatives of f, and to apply the

second derivative test of Theorem 16.1.14 in the text we will need all second order partial
derivatives. So we need all partial derivatives of f up to order two. Here they are.

f=x—y—2xy+6
(=322 fu=6x  fy=-2
fi==3"-2  fiy=-6y  fu=-2
The first order partial derivatives are defined everywhere so the critical points are the solutions of
fi=3%-2y=0 fy:—3y2—2x:0

Substituting y = %xz, from the first equation, into the second equation gives

3,)\? 33
—3<§x2) —2x=0 —2x<?x3+1>20

2
=0, —=
— X 3
So there are two critical points: (0,0), (—%, %)
The classification is
c;i(;}flatﬂ fxxf yy x2y f XX type
(0,0) 0x0—(-2)2<0 saddle point
(=%.%) | (-4) x (-4)—(-2)>>0| —4 | local max
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S-5: To find the critical points we will need the first order partial derivatives of f, and to apply the
second derivative test of Theorem 16.1.14 in the text we will need all second order partial
derivatives. So we need all partial derivatives of f up to order two. Here they are.

f:x3+x2y+xy2—9x
f= 3x2—}-2xy—|—y2—9
Iy =x2—|—2xy

Soe =6x+2y fxy:2x+2y
Sy =2x Six =2x+2y

(Of course, fy, and fy, have to be the same. It is still useful to compute both, as a way to catch some
mechanical errors.)

fx and f; are polynomials (in two variables) and so they are defined everywhere. Therefore the
critical points are the solutions of

=324 2y4+y"—9=0
fy=x(x+2y) =0

Equation (E2) is satisfied if at least one of x = 0, x = —2y.

(EL)
(E2)

* If x = 0, equation (E1) reduces to y> — 9 = 0, which is satisfied if y = +3.
e If x = —2y, equation (E1) reduces to
0=3(=2y)* +2(=2y)y+»* =9 =9y" -9
which is satisfied if y = +1.
So there are four critical points: (0,3), (0,—3), (—=2,1) and (2,—1). The classification is

ey fofy— 13 fx type
(0,3) (6) x (0)—(6)*> <0 saddle point
(0,-3) | (=6)x(0)—(—=6)>2<0 saddle point
(=2,1) | (—=10) x (=4) = (=2)>>0 | —10 | local max
(2,—1) (10) x (4) = (2)*>>0 10 | local min

S-6: To find the critical points we will need the first order partial derivatives of f, and to apply the
second derivative test of Theorem 16.1.14 in the text we will need all second order partial
derivatives. So we need all partial derivatives of f up to order two. Here they are.

f=x+y + %y +4

fo=24+2xy foa=2+2y fo =2
fy:2y+x2 Hy=2
The first partial derivatives are defined everywhere so the critical points are the solutions of
Jx=0 S=0
= 2(14+y)=0 2y+x*=0
< x=0ory=-1 2y+x* =0
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When x = 0, y must be 0. Wheny = —1, x2 must be 2. So, there are three critical points: (0,0),

(£v2.1).

The classification is

e fofy— 13 fur type
(0,0) 2x2-02>0 2>0| local min
(V2,—1) | 0x2—(2v2)?<0 saddle point
(—v2,—1) | 0x2—(—2+2)? <0 saddle point

S-7: To find the critical points we will need the first order partial derivatives of f, and to apply the
second derivative test of Theorem 16.1.14 in the text we will need all second order partial
derivatives. So we need all partial derivatives of f up to order two. Here they are.
f=x+x>—2xy+y*—x
=32 4+2-2y—1  fo=6x+2  fo,=-2

(Of course, fyy and fy, have to be the same. It is still useful to compute both, as a way to catch some
mechanical errors.)

The first order partial derivatives exist everywhere so the critical points are the solutions of

fi=3x+2x—2y—1=0 (E1)

Substituting y = x, from (E2), into (E1) gives

1
32— 1=0 = x=+—=0
V3
e e 11
So there are two critical points: + (7§ %)
The classification is
C;i;iif:tﬂ fxxf yy — xzy fxx type
(\/%,\/%) (2v3+2)x(2)—(=2)2>0 |2y/3+2>0| local min
—(%,%) (—2v3+2)x(2)=(-2)2 <0 saddle point

S-8: To find the critical points we will need the first order partial derivatives of f and to apply the
second derivative test of Theorem 16.1.14 in the text we will need all second order partial
derivatives. So we need all partial derivatives of f up to order two. Here they are.

f=x+x? -3 —4y* +4
fx:3x2+y2_6x for=6x—06 fxyzzy
Jfy="2xy—28y Syy=2x—38 Syx =2y

579



(Of course, fy, and fy, have to be the same. It is still useful to compute both, as a way to catch some
mechanical errors.)

The first partial derivatives exist everywhere so the critical points are the solutions of
=324y —6x=0  f,=2(x—4)y=0
The second equation is satisfied if at least one of x = 4, y = 0 are satisfied.
* If x =4, the first equation reduces to y2 = —24, which has no real solutions.
o If y = 0, the first equation reduces to 3x(x—2) = 0, which is satisfied if either x = 0 or x = 2.
So there are two critical points: (0,0), (2,0).

The classification is

C;i;ii;?l fxxf yy o x2y fxx type
(0,0) | (=6) x (—8)—(0)>>0 | —6 | local max
(2,0) | 6x(—4)—(0)2<0 saddle point

S-9: (a) To find the critical points we will need the first order partial derivatives of f and to apply
the second derivative test of Theorem 16.1.14 in the text we will need all second order partial
derivatives. So we need all partial derivatives of f up to order two. Here they are.

f:x3 +3xy—|—3y2—6x—3y—6
fi=3343y—-6 fu=6x fiy=3
The first partial derivatives exists everywhere (as they are polynomials with two variables) and so
the first order partial derivatives exist everywhere. So the critical points are the solutions of
fi=3%43y-6=0  f,=3x+6y-3=0

Subtracting the second equation from 2 times the first equation gives

3
6> —3x—9=0 < 3(2x—3)(x+1)=0 < x= > —1
Since y = % (from the second equation), the critical points are (%, —i), (—1,1) and the
classification is
C[r)giiflil f xxf yy xzy f XX type

(3.,—3) | (9)x(6)—(3)2>0 | 9 | local min

(=1,1) | (=6) x (6)—(3)><0 saddle point
(b) Notice that the lines x =y, x = —y and y = 0 are all level curves of the function

fxy) =y(x+y)(x—y)+1 (i.e. of (iil)) with f = 1. So the first picture goes with (iii). And the
second picture goes with (i).

Here are the pictures with critical points marked on them. There are saddle points where level
curves cross and there are local max’s or min’s at “bull’s eyes”.
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S-10: To find the critical points we will need the first order partial derivatives of f, and to apply the
second derivative test of Theorem 16.1.14 in the text we will need all second order partial
derivatives. So we need all partial derivatives of f up to order two. Here they are.

f=x"4+3xy+3y> —6x—3y—6
fi=3243y—6  fu=6x fou=3
fy=3x+6y—3  f,,=6 fx =23

(Of course, fyy and fy, have to be the same. It is still useful to compute both, as a way to catch some
mechanical errors.)

The first order partial derivatives are defined everywhere and so the critical points are the solutions
of

fe=3+3y—6=0 (El)
fy=3x +6y—3 =0 (E2)

Subtracting equation (E2) from twice equation (E1) gives
6x> —3x—9=0 «— (2x—3)(3x+3) =0

So we must have either x = % orx—=—1.

e Ifx= % (E2) reduces to %+6y—3 =0soy= —i.
e If x=—1, (E2) reducesto —34+6y—3=0soy=1.
So there are two critical points: (%, —1)and (—1,1).

The classification is

Clr)iéiiflztﬂ fxxf yy f x2y f XX type
(3,-3) | (9)x(6)—(3)2>0 | 9 | local min
(=1,1) | (=6) x (6)—(3)>2 <0 saddle point

S-11: Thinking a little way ahead, to find the critical points we will need the first order partial
derivatives of f, and to apply the second derivative test of Theorem 16.1.14 in the text we will need
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all second order partial derivatives. So we need all partial derivatives of f up to order two. Here
they are.

f=3x}y+y’ —3x*—3y* +4
Jx=6xy—6x frx=06y—06 fxy = 6x
f=3243" 6y  fr;=6y—6  fyx=06x

(Of course, fy, and fy, have to be the same. It is still useful to compute both, as a way to catch some
mechanical errors.)

The first partial derivatives are defined everywhere and so the critical points are the solutions of
fi=6x(y—1)=0  f,=3+3y>-6y=0
The first equation is satisfied if at least one of x = 0, y = 1 are satisfied.

* If x = 0, the second equation reduces to 3y> — 6y = 0, which is satisfied if either y = 0 or
y=2.

* If y =1, the second equation reduces to 3x% —3 = 0 which is satisfied if x = +1.
So there are four critical points: (0,0), (0,2), (1,1), (—1,1).

The classification is

iy fuly— 13, fo | type
(0,0) | (=6) x (=6)—(0)2>0| —6 | local max
(0,2) 6x6—(0)2>0 6 | local min
(1,1) 0x0—(6)><0 saddle point
(—1,1) 0x0—(—6)2<0 saddle point

S-12: We have
f('x’y):x4+y4_4xy+2 fx(X,y):4x3—4y fxx(x,y):12x2
filxy) = 4y® — 4x f(x,y) = 12y?
ny(xa)’) =4

The partial first derivatives are defined everywhere. So the critical point are the solutions of

flxy) = fy(X,y) =0 <=y = x> and x :y3

9

— x=x andy:x3

= x(x*-1)=0,y=4
< (x,y) =(0,0) or (1,1) or (—1,—1)

Here is a table giving the classification of each of the three critical points.

“Boint fechry— 12 S| type

(0,0) 0x0—(—4)2<0 saddle point

(1,1) | 12x12—(—4)2>0| 12 | local min
(—=1,—1) | 12x12—(—4)>>0| 12 | local min
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S-13: We have

flry)=x*+y"—dxy  filry) =40 -4y fulry) =124
f(xy) = 4)’3 —4x Sy(xy) = 12)’2
fo(xy) =—4
The first partial derivatives are defined everywhere. So the critical points are the solution of

f(y)=f(xy) =0 = y=xr andx=y’ &= x=x"andy =

— x(x¥-1)=0,y=x°
<~ (x,y) =(0,0)or (1,1) or (—=1,-1)

Here is a table giving the classification of each of the three critical points.

it fofy— 13 fo | type

(0,0) 0x0—(—4)2<0 saddle point

(1,1) | 12x12—(—4)>>0 12 | local min
(—=1,—1) | 12x12—(—4)>>0| 12 | local min

S-14: We have
fey)=x+x*—x  filxy) =37+ -1  fulx,y) =6x
fy(x»)’) = 2xy fyy(xd’) =2
fo(xy) =2y

The first partial derivatives are defined everywhere. So the critical points are the solution of

fe(xy) = fy(x,y) =0 < xy=0and 3x2—|—y2 =1
e« {x=00ry=0}and3x* +y* =1

— (xy) = (0,1) or (0,—1) or (\%0) or <—\/%,0>

Here is a table giving the classification of each of the four critical points.

ooy felry— 13 fx type
(0,1) 0x0-22<0 saddle point
(0,—1) 0x0—(-2)2<0 saddle point
(5:0) 2V3x Z-07>0 2v/3 | local min

(= 50) | -2v3x(=%)-0>0| ~2v3 | local max

S-15: We have
flx,y) = x> = 3xy* — 3x% — 3y? felry) =322 =3y —6x  ful(x,y) =6x—6
fy(x,y) = —6xy— 6y fyy(x,y) = —6x—6
foy(x,y) = —6y
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The first partial derivatives are defined everywhere. So the critical points are the solution of

f(xy) = fi(x,y) =0 <= 3(x* —y*—2x) =0and —6y(x+1) =0
— {x=—lory=0}andx*—y* —2x =0
— (x,y) = (=1,v/3) or (—1,—/3) or (0,0) or (2,0)

Here is a table giving the classification of each of the four critical points.

“potnt. Fechy— 12 foo | type

(0,0) (—6) x (=6)—0>>0 | —6 | local max

(2,0) 6x (—18)—02<0 saddle point
(=1,v/3) | (=12) x0—(=64/3)2 <0 saddle point
(—=1,—v3) | (=12) x0—(64/3)><0 saddle point

S-16: To find the critical points we will need the first order partial derivatives of f and to apply the
second derivative test of Theorem 16.1.14 in the text we will need all second order partial
derivatives. So we need all partial derivatives of f up to order two. Here they are.

f=3k*y+y> —3x* —3y* +4
fy=3k*+3y* 6y  f; =6y—6 fyx = 6kx

(Of course, fy, and fy, have to be the same. It is still useful to compute both, as a way to catch some
mechanical errors.)

The first partial derivatives are defined everywhere. So the critical points are the solution of
fi=6x(ky—1)=0  f, =3k +3y>—6y=0

The first equation is satisfied if at least one of x = 0, y = 1/« are satisfied. (Recall that k > 0.)

o If x = 0, the second equation reduces to 3y(y —2) = 0, which is satisfied if either y = 0 or
y=2.

s If y = 1/, the second equation reduces to 3kx> + % — % = 3kx? + 13_2 (1-2k)=0.

Case k < 3: Ifk <%, then (1 —2k) > 0 and the equation 3kx? 4 2 (1 —2k) = 0 has no real
solutions. In this case there are two critical points: (0,0), (0,2) and the classification is

Crr,iéii;?l fxxf yy f x2y fxx type
(0,0) | (=6) x (=6) —(0)>>0 | —6 | local max
(0,2) | (12k—6) x6—(0)> <0 saddle point

Case k= %: Ifk=1, then ]f—z(l —2k) = 0 and the equation 3kx? + k3—2(1 — 2k) = 0 reduces to
3kx? = 0 which has as its only solution x = 0. We have already seen this third critical point, x = 0,
y =1/k = 2. So there are again two critical points: (0,0), (0,2) and the classification is
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CIr,i(EiiE?l f xxf yy f x2y f XX type
(0,0) | (=6) x (—=6) —(0)>>0 | —6 | local max
(0,2) | (12k—6) x6—(0)2=0

unknown

Case k> 3: 1Ifk> 1, then k3—2(1 —2k) < 0 and the equation 3kx? + k3—2(l — 2k) = 0 reduces to
3kx? = %( — 1) which has two solutions, namely x = 14 /7 L (2k—1). So there are four critical
points: (0,0), (0,2), ( L(2k—-1), —) and ( %(Zk— 1), ) and the classification is

critical f f _ f2 f t

point XxXJyy Xy XX ype

(0,0) (—6) x (— ) (0)? > -6 local max

0,2) (12k—6) x 6— (0)> > 12k—6>0 | local min

(\/k—g(Zk—l),%> (6—6) x (8- ) (>) saddle point
(~y/&@-1).1) | (6-6)x(§—6)—(

<0)? < saddle point

S-17: We wish to choose m and b so as to minimize the (square of the) rms error
n

E(m,b) = 3 (mx; +b—y;)>.

i=1

2(mxi+b—yi)xi=m [% } [§ } [iZXiyi]
2(mx;+b—y;) —m[gnl ] [i} [i yi]

= i=1 i=1

2
i=1
é‘E n
-2

Here, the first partial derivatives gE and = ab are defined everywhere and the critical points are the

solution of

5E = i 2(mx;+b—yi)xi=m [ i } + b[ i ZXz} [i 2xi)’i]
i=1 = i=1 i=1

There are a lot of symbols in those two equations. But remember that only two of them, namely m
and b, are unknowns. All of the x;’s and y;’s are given data. We can make the equations look a lot
less imposing if we define Sy = >0 x;, Sy = >r 1 ¥i, Sz = Yor x7 and Sy, = > x;;. In terms
of this notation, the two equations are (after dividing by two)

Sam+Scb =Sy (1)

X

Sem~+nb =S, )

This is a system of two linear equations in two unknowns. One Wayi to solve them, is to use one of
the two equations to solve for one of the two unknowns in terms of the other unknown. For example,
equation (2) gives that

1
b:;(Sy—Sxm)

1 This procedure is probably not the most efficient one. But it has the advantage that it always works, it does not
require any ingenuity on the part of the solver, and it generalizes easily to larger linear systems of equations.
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If we now substitute this into equation (1) we get

S 52 S.S
szm—{—;x(SY—Sxm):Sxy - (sz_zx>mzsxy_ );zy

which is a single equation in the single unkown m. We can easily solve it for m. It tells us that

m—= nSxy - SxSy
nS — S)%
Then substituting this back into b = 1 (S, —S,m) gives us
b _ & . & nSxy - SxSy _ Snyz - SxSxy
n n\ nSp—S? nS. — 82
- -

Solutions to Exercises 16.2 — Jump to TABLE OF CONTENTS

S-1: False. A common mistake is to think that the intercepts of a circle are somehow “endpoints,”

in the same way that the interval [—1, 1] has endpoints —1 and 1. But circles don’t have endpoints!

Whenz we’re finding the extrema of a function over a closed curve, we use the equation of the curve
to get a function of one variable. Then we look for critical points and endpoints of that function.
These may or may not occur at x = +1 ory = +1.

Now, you might notice that school problems often end up having their extrema at the extreme values
of x and/or y in the boundary. This is a result of writing problems with relatively easy algebra, rather
than the result of some universal law.

S-2: The height /x% + y? at (x,y) is the distance from (x,y) to (0,0). So the minimum height is
zero at (0,0,0). The surface is a cone. The cone has a point at (0,0,0) and the derivatives z, and z
do not exist there. The maximum height is achieved when (x,y) is as far as possible from (0,0).
The highest points are at (+1, J_rl,ﬁ). There z, and z, exist but are not zero. These points would
not be the highest points if it were not for the restriction |x|,|y| < 1.

S-3: The specified function and its first order derivatives are

flry)=xy=xy  filxy)=y=3%"  fi(xy) =x—2x

* First, we find the critical points. The first partial derivatives are defined everywhere and so the
critical points are the solution of

fi=0 <= y(1-3x%)=0 < y=0o0r3’y=1
=0 = x(1-24%)=0 <= x=0o0r2%y=1

— If y =0, we cannot have 2x2y =1, so we must have x = 0.

2 Atleast in this section, this is how we do it.. but we’ll learn other ways that also don’t involve optimizing x and y
separately
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— If 3x%y = 1, we cannot have x = 0, so we must have 2x?y = 1. Dividing gives
2
1 = 3x%y

2y = % which is impossible.

So the only critical point in the square is (0,0). There f = 0.
» Next, we look at the part of the boundary with x = 0. There f = 0.
» Next, we look at the part of the boundary with y = 0. There f = 0.

* Next, we look at the part of the boundary with x = 1. There f = y —y*. As
g—y(y —y?) = 1 — 2y, the max and min of y —y? for 0 < y < | must occur either at y = 0,

where f =0,oraty = %,wheref: }l,oraty: 1, where f = 0.

* Next, we look at the part of the boundary with y = 1. There f = x —x>. As

3—x(x —x%) =1 —3x?, the max and min of x — x> for 0 < x < 1 must occur either at x = 0,

— — L — 2 — —
where f =0, or at x = ﬁ,wheref— 3\/§,Ol‘at)€— 1, where f = 0.

All together, we have the following candidates for max and min.

point | (0,0) |x=0]y=0](1,0) | (L3) | (1,1) | (0,1) (\%,1) (1,1)
value of f 0 0 0 0 }1 0 0 % 0
min min min min min min max min

The largest and smallest values of f in this table are

2
min =0 max = —— ~ 0.385

33

S-4: (a) To find the critical points we will need the first order partial derivatives of /& and to apply
the second derivative test of Theorem 16.1.14 in the text we will need all second order partial
derivatives. So we need all partial derivatives of f up to order two. Here they are.

(Of course, hyy and hy, have to be the same. It is still useful to compute both, as a way to catch some
mechanical errors.)

The first partial derivatives are defined everywhere and so the critical points are the solutions of
hy=-2xy=0  hy=4—x*-3y*=0
The first equation is satisfied if at least one of x = 0, y = 0 are satisfied.
* If x = 0, the second equation reduces to 4 — 3y?> = 0, which is satisfied if y = i\%.

* If y =0, the second equation reduces to 4 — x%2 = 0 which is satisfied if x = +2.
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So there are four critical points:

/N

0,%), (0,—\%), (2,0), (—2,0).

The classification is

critical hxx hyy _ h% hxx ty p e

point

(0,\%) (;-;l) x (-%) —(0)2>0| =% | local max
4

V3
2 12 2 4 :
(O,—Tg) (—3> X (%) —(0)>0 75 | local min
(2,0) 0x0—(—4)2<0 saddle point
(-2,0) 0x0—(4)2<0 saddle point

(b) The absolute max and min can occur either in the interior of the disk or on the boundary of the
disk. The boundary of the disk is the circle x> +y? = 1.

* Any absolute max or min in the interior of the disk must also be a local max or min and, must
also be a critical point of 4. We found all of the critical points of 4 in part (a). Since 2 > 1 and

\% > 1 none of the critical points are in the disk.

» At each point of x> 4+ y? = 1 we have &(x,y) = 3y with —1 <y < 1. Clearly the maximum
value is 3 (at (0, 1)) and the minimum value is —3 (at (0,—1)).

So all together, the maximum and minimum values of 4(x,y) in x*> +y*> < 1 are 3 (at (0,1)) and —3
(at (0,—1)), respectively.
-5: The maximum and minimum must either occur at a critical point or on the boundary of R.

* The critical points are the points where the first order partial derivatives are zero or one does
not exist. Here f(x,y) =2 —2xand f,(x,y) = —8y and so they are defined everywhere.
Therefore, the critical points are the solutions of

0= fi(x,y) =2—2x
0= fy(x,y) = —8y

So the only critical point is (1,0).
* On the side x = —1, —1 <y < 1 of the boundary of R
f(=Ly) =2—4y

This function decreases as [y| increases. So its maximum value on —1 <y < 1 is achieved at
y = 0 and its minimum value is achieved at y = +1.

* On the side x = 3, —1 < y < 1 of the boundary of R

f(3.y)=2-4y°

This function decreases as |y| increases. So its maximum value on —1 <y < 1 is achieved at
y = 0 and its minimum value is achieved at y = +1.
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* On both sides y = +1, —1 < x < 3 of the boundary of R
flr,+1) =14+2x—x*=2—(x—1)?

This function decreases as |x — 1| increases. So its maximum value on —1 < x < 3 is achieved
at x = 1 and its minimum value is achieved at x = 3 and x = —1 (both of whom are a distance
2 fromx =1).

So we have the following candidates for the locations of the min and max

point (1,0) | (—=1,0) | (1,£1) | (—=1,£1) | (3,0) | (3,%1)
value of f 6 2 2 -2 2 -2

max min min

So the minimum is —2 and the maximum is 6.

S-6: Since Vi = (—4, —2) exists and is never zero, h has no critical points and the minimum of %
on the disk x> 4+ y*> < 1 must be taken on the boundary, x> 4+ y*> = 1, of the disk.

To find the minimum on the boundary, we need to use the equation x> +y?> < 1 to turn A(x,y) into a
function of one variable. We can break the boundary up into two pieces: y = v/ 1 —x2, -1 <x <1,

andy=—v1—-x% -1 <x<1.

Yy

‘y:\/l—xz
X
y=—V1—-x2

¢ Define g;(x) as the value of / along the boundary curve y = v/ 1 —x%, -1 <x < 1.

1) =h(xV1-22) = —4x—2 | V122 | +6
S~
y
= —dx—24/1-x246
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To find the minimum of g; (x), we first find its critical points.

—2x 2x
" (x :—4—2(—) =4+ ——
&1 () 2v/1-x2 [
2x
0=—-4+
V1—x2
4 2x
V1—x2
240/ 1 —x2 =x )
Squaring both sides,
4(1—x%) =
4 = 557
4
5=0
n 2
x=+—
V5

From line (*), we see x must be positive, so the only one of these roots that actually solves our
equation is the positive one

2
x=—
V5
So, the minimum of g (x) will occur at its CP x = % or at an endpoint x =1 or x = —1.

—4(—1)=2V1-1+6=10
—4(1)—2V1—-14+6=2

()G

g1(=1)
g1(1)

(3

8 1
— 2\ /-+6
V5 5
10
=——+6
V5

= -2V54+6~1.53

So the minimum of gy (x) is g = <%> = 6—2+/5.
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5

81(2>=6—2\/§

S

h(=1,0) =gi(=1) =10 h(1,0) =gi(1) =2

¢ Define g>(x) as the value of / along the boundary curve y = —v/1 —x2, —1 <x < 1.
2(x)=nh (x,—\/ 1 —x2) = —4x-2 (—\/ 1 —xz) +6
= —4x+2v/1—-x246
—2x
L(x) = —4+42 (—>
@l Wi-e

2x
1—x2

—20/1—x2=x )
4(1—x%) =x*
4 = 557
X = —l—i
A
From line (*), we see that x must be negative, so the only solution that works it the negative
one

2
X=——
V5
We see that the minimum of g, (x) will occur at its sole critical point x = —%, or at its

endpoints x = £ 1.




So, the minimum of g (x) is g2(1) = 2.

h(=1,0) =g2(=1) =10 h(1,0) = g2(1) =2

82 <—%> =6+2V/5

All together, the minimum value 4 achieves over the boundary x> 4 y?> = 1is 6 —2+/5. Since we
already decided the global minimum would occur on the boundary, that tells us our global minimum

is 6 —24/5.

S-7: (a) Thinking a little way ahead, to find the critical points we will need the first order partial
derivatives of f and to apply the second derivative test of Theorem 16.1.14 in the text we will need
all second order partial derivatives. So we need all partial derivatives of f up to order two. Here
they are.

f=xy(x+y-3)
fe=20+Y =3y fu=2  fo=2x+2y-3
=0+ 2y —3x  fiy=2x  fix=2x+2y—3

(Of course, fyy and fy, have to be the same. It is still useful to compute both, as a way to catch some
mechanical errors.)

The first order partial derivatives are defined everywhere and so the critical points are the solutions
of

fi=y(2x+y—-3)=0 fi=x(x+2y-3)=0
The first equation is satisfied if at least one of y = 0, y = 3 — 2x are satisfied.

¢ If y = 0, the second equation reduces to x(x — 3) = 0, which is satisfied if either x = 0 or
x=3.

e If y = 3 — 2x, the second equation reduces to x(x+ 6 —4x — 3) = x(3 — 3x) = 0 which is
satisfied if x =0 or x = 1.

So there are four critical points: (0,0), (3,0), (0,3), (1,1).

The classification is
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critical 2
point f XXf yy f Xy f XX type

(0,0) | 0x0—(=3)2<0 saddle point
(3,0) | 0x6—(3)2<0 saddle point
(0,3) | 6x0—(3)2<0 saddle point

(1,1) | 2x2—(1)>>0 | 2 | local min

(b) The absolute max and min can occur either in the interior of the triangle or on the boundary of
the triangle. The boundary of the triangle consists of the three line segments.

Li={(xy)|x=0,0<y<8}
Ly={(xy)[y=00<x<8}
Ly={(xy)|x+y=8,0<x<8}

* Any absolute max or min in the interior of the triangle must also be a local max or min and,
must also be a critical point of f. We found all of the critical points of f in part (a). Only one
of them, namely (1,1) is in the interior of the triangle. (The other three critical points are all
on the boundary of the triangle.) We have f(1,1) = —1.

* At each point of L; we have x = 0 and so f(x,y) = 0.
* At each point of L, we have y = 0 and so f(x,y) = 0.

* At each point of L3 we have f(x,y) = x(8 —x)(5) = 40x — 5x* = 5[8x — x?] with 0 < x < 8.
As g—x (40x — 5x2) — 40 — 10x, the max and min of 40x — 5x% on 0 < x < 8 must be one of
58x—x*] _,=0or5[8x—x*  =0o0r58—x* _,=80.

So all together, we have the following candidates for max and min, with the max and min indicated.

point(s) | (1,1) | Ly | Ly | (0,8) | (8,0) | (4.4)
value of f | —1 0|0 0 0 80

min max

S-8: (a) Since
f=2x—6xy+y>+4y
fr=6x"—6y fu=12x  fy=—6
fy=—6x+2y+4 fy=2
the first order partial derivatives are defined everywhere and the critical points are the solutions of
fx=0 fr=0
y= x° y=3x+2=0

y=x2 ¥ —3x4+2=0
y=x

Pt

x=1or2
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So, there are two critical points: (1,1), (2,4).

Cll;i(giiflztﬂ f xxf yy f xzy f xx type
(1,1) | 12x2—(—6)2 <0 saddle point
(2,4) | 24 x2—(—6)>>0| 24 | local min

(b) There are no critical points in the interior of the allowed region, so both the maximum and the
minimum occur only on the boundary. The boundary consists of the line segments (i) x = 1,
0<y<l,()y=1,0<x<land (i) y=1—-x0<x<1.

Y
(1,1)

(0,1)

(1,0)

T

« First, we look at the part of the boundary with x = 1. There f = y*> —2y+2. As
(%(yz —2y+2) = 2y—2 vanishes only at y = 1, the max and min of y> — 2y + 2 for
0 <y < 1 must occur either at y =0, where f =2, oraty =1, where f = 1.

» Next, we look at the part of the boundary with y = 1. There f = 2x> —6x+5. As
4 (2x3 —6x+5) = 6x2 — 6, the max and min of 2x> — 6x+5 for 0 < x < 1 must occur either
atx =0, where f =5, or atx = 1, where f = 1.

* Next, we look at the part of the boundary with y = 1 —x. There
f=23—6x(1-—x)+(1-x)2+4(1 —x) =223 +7x*> — 12x +5. As
L (263 +7x% — 12x+5) = 622 + 14x — 12 = 2(3x? + Tx — 6) = 2(3x—2)(x + 3), the max
and min of 2x° + 7x2 — 12x + 5 for 0 < x < 1 must occur either at x = 0, where f=S5,orat
x=1, where f =2, oratx =3, where f =2(&)—6(3)(3) + § +3 = 163613136 _ 19,

So all together, we have the following candidates for max and min, with the max and min indicated.

; 2 1
point (L0) | (1,1) | (0,1) | (5.3)

19

valueof f | 2 1 5 27

max min

S-9: (a) We have

fxy) =xy(x4+2y—6)  filx,y) =2xy+2y> =6y  fu(x,y) =2y
f(xy) = x> +4xy — 6x Fip(xy) =4x
fo(xy) =2x+4y—6
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The first partial derivatives are defined everywhere. So the critical points are the solution of

fe(xy) = f1(x,y) =0 < 2y(x+y—3) =0and x(x+4y—6) =0
<= {y=0o0rx+y=3}and {x =0orx+4y =6}
< {x=y=0}or{y=0, x+4y =6}
or{x+y=3,x=0}or{x+y=3, x+4y =06}
<= (x,y) = (0,0) or (6,0) or (0,3) or (2,1)

Here is a table giving the classification of each of the four critical points.

o | fafw—Sh | fa|  type
(0,0) | 0x0—(—6)><0 saddle point
(6,0) | 0x24—6><0 saddle point
(0,3) | 6x0-6%<0 saddle point
(2,1) | 2x8-22>0 2 | local min

(b) Observe that xy = 4 and x + 2y = 6 intersect when x = 6 — 2y and

(6—2y)y=4 < 2y’ —6y+4=0 < 2(y—1)(y—2)=0
> (x,y) = (4,1)0r (2,2)

The shaded region in the sketch below is D.
y wy=4

r+2y==6

None of the critical points are in D. So the max and min must occur at either (2,2) or (4,1) or on
xy=4,2 <x <4 (in which case F(x) = f(x,%) =4(x+ 2 —6) obeys
F'(x) =4—32 =0 « x=+2/2)oronx+2y=6,2 < x <4 (in which case f(x,y) is

X
identically zero). So the min and max must occur at one of

(x.y) f(xy)

(2,2) | 2x2(2+42%x2-6)=0

(4,1) | 4x1(44+2x1-6)=0
(2v2,v2) | 4(2v2+2v2-6) <0

The maximum value is 0 and the minimum value is 4(4v/2 —6) ~ —1.37.
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S-10: The coldest point must be either on the boundary of the plate or in the interior of the plate.

* On the semi—circular part of the boundary 0 < y < 2 and x> + y> = 4 so that
T =1In (1 +x2+ y2) —y =1In5—y. The smallest value of In5 — y is taken when y is as large
as possible, i.e. wheny =2, and is In5 —2 ~ —0.391.

* On the flat part of the boundary, y = 0 and —2 < x < 2 so that
T =1In(1+x>+y?) —y=1In(1+x?). The smallest value of In (1 +x?) is taken when x is as
small as possible, i.e. when x = 0, and is 0.

» If the coldest point is in the interior of the plate, it must be at a critical point of 7' (x,y). Since

2x T(x.y) 2y
_— X, = — —
1 +x2 4 y? A R

2y
T+a2+y2
and 2y — 1 —y? = 0. So the only critical pointisx =0, y = 1, where T = In2— 1 ~ —0.307.

Ti(x,y) =

a critical point must have x = 0 and — 1 =0, which is the case if and only if x =0

Since —0.391 < —0.307 < 0, the coldest temperature is —0.391 and the coldest point is (0,2).

S-11: (a) We have

glxy) =x*—10y—y*  g(xy) =2x gu(x,y) =2
gy(x,y) =—10—2y gyy(x’)’) =2
gxy(x’)’) =0

The first partial derivatives are defined everywhere. So the critical points are the solution of
gr(xy) =gy(x,y) =0 &< 2x=0and —10-2y=0 < (x,y) = (0,-5)

Since gy (0,—5)gyy(0,—5) — gxy(0,—5)? = 2 x (—2) — 0% < 0, the critical point is a saddle point.

(b) The extrema must be either on the boundary of the region or in the interior of the region.

* On the semi-elliptical part of the boundary —2 < y < 0 and x> + 4y = 16 so that
g=x>—10y—y?> = 16 — 10y — 5y*> = 21 — 5(y + 1)2. This has a minimum value of 16 (at
y = 0,—2) and a maximum value of 21 (at y = —1). You could also come to this conclusion
by checking the critical point of 16 — 10y — 5y? (i.e. solving 3—y(16 —10y—5y?) = 0) and
checking the end points of the allowed interval (namely y =0 and y = —2).

« On the flat part of the boundary y = 0 and —4 < x < 4 so that g = x>. The smallest value is
taken when x = 0 and is O and the largest value is taken when x = +4 and is 16.

o If an extremum is in the interior of the plate, it must be at a critical point of g(x,y). The only
critical point is not in the prescribed region.

Here is a table giving all candidates for extrema:

(x,y) g(x.y)
(0,-2) 16
(+4,0) 16

(+v12,-1) | 21

(0,0) 0
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From the table the smallest value of g is 0 at (0,0) and the largest value is 21 at (£2+/3,—1).

S-12: Suppose that the bends are made a distance x from the ends of the fence and that the bends
are through an angle 6. Here is a sketch of the enclosure.

100 — 2z

It consists of a rectangle, with side lengths 100 — 2x and xsin 0, together with two triangles, each of
height xsin 0 and base length xcos 6. So the enclosure has area

A(x,0) = (100 —2x)xsin® +2- 5 -xsin O -xcos O
= (100x — 2x2)sm9—i—2x sin(26)

The maximize the area, we need find the critical points.
= (100 — 4x) sin 6 + xsin(26)
Ag = (100x — 2x%) cos 8 + x> cos(26)

Note that A, and Ay are define everywhere in their domain and so to find the critical points we only
needed to find the points where the first order partial derivatives are zero.

0=A,= (100 —4x)sin 6 4 xsin(26) = (100 —4x) +2xcos 6 =0
0=Ag = (100x —2x*)cos @ +x*cos(20) =  (100—2x)cos@ +xcos(26) =0
Here we have used that the fence of maximum area cannot have sin @ = 0 or x = 0, because in either

of these two cases, the area enclosed will be zero. The first equation forces cos 0 = —%‘ and

hence cos(20) = 2c0s20—1= (100_24x)2 — 1. Substituting these into the second equation gives
2x
100 — 4x (100 — 4x)?
(100 —2x) +x| > 1] =0
— (100 —2x) (100 —4x) + (100 — 4x)> — 2x* = 0
— 6x* —200x = 0
100 —-100/3 1
= 0=— =— 6=60°
- T3 ™ 200/3 2

2 2
A:(lOOlOO 100)[ 1100[ 2500

i, S i
3 ¥ )2 2w T

S-13: Suppose that the box has side lengths x, y and z. Here is a sketch.
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Because the box has to have volume V we need that V = xyz. We wish to minimize the area

A = xy + 2yz+ 2xz of the four sides and bottom. Substituting in z = xly,
Vv Vv
A=xy+2—+2—
X Yy
Vv
Ay=y—2—
X y xz
Vv
Ay = X— 2—2
y

To minimize, we want A, = A, = 0, which is the case when yx> =2V, xy*> = 2V. This forces

yx* = xy?. Since V = xyz is nonzero, neither x nor y may be zero. Sox =y = (2V)1/3,
7 =272/3yl/3,

S-14: (a) The maximum and minimum can occur either in the interior of the disk or on the
boundary of the disk. The boundary of the disk is the circle x> + y* = 4.

* Any absolute max or min in the interior of the disk must also be a local max or min and must
also be a critical point of 4. Since Ty = —8x and 7, = —2y, the only critical point is
(x,y) = (0,0), where T = 20. Since 4x% 4y > 0, we have T (x,y) = 20 —4x? —y? < 20. So
the maximum value of T (even in IR?) is 20.

* At each point of x*> 4 y*> = 4 we have
T(x,y) =20 —4x> —y> =20 —4x> — (4—x*) = 16 —3x*> with -2 <x<2.So T isa
minimum when x? is a maximum. Thus the minimum value of 7 on the disk is
16—3(+2)? =4.

So all together, the maximum and minimum values of T (x,y) in x> + y* < 4 are 20 (at (0,0)) and 4
(at (£2,0)), respectively.

(b) We are being asked to find the (x,y) = (x,2 — x*) which maximizes
T(x,2—x2) =20—4 — (2—2%)° = 16—

The maximum of 16 — x* is obviously 16 at x = 0. So the ant should go to (0,2 — 02) = (0,2).

S-15: The region of interest is
D:{ (x,y,z) ‘XZO,yZO, z=0, ZX+y+z:5}

First observe that, on the boundary of this region, at least one of x, y and z is zero. So
f(x,v,2) = x*y*z is zero on the boundary. As f takes values which are strictly bigger than zero at
all points of D that are not on the boundary, the minimum value of f is O on

oD = { (x,y,2) ‘x) 0,y>0,z=0, 2x+y+z=>5, at least one of x,y,z zero }

The maximum value of f will be taken at a critical point. On D

f=x(5-2x—y) = 5x%y* —2:%y? —x%y’
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So the critical points are the solutions of

0= fe(x,y) = 10xy> — 6x%y* — 2xy°
0 = fy(x,y) = 10x%y — 4x>y — 3x?y?

(note that the first order partial derivatives are defined everywhere) or, dividing by the first equation
by xy? and the second equation by x”y, (recall that x,y # 0)

10—6x—2y=0 or 3x+y=35
10-4x—-3y=0 or 4x+3y =10

Substituting y = 5 — 3x, from the first equation, into the second equation gives
4x+3(5-3x) =10 = —5x+15=10 = x=1,y=5-3(1) =2

So the maximum value of fis (1)?(2)*(5—-2—2) =4 at (1,2,1).

S-16: (a) For x,y > 0, f; and f, are well-defined and so the critical points are the solutions of

1 1
x:2——:0<:> = —
5 x2y Y 2x2
1
=4—-— =0
h=4-1a

1
2x2°

y:%.Atx:l,y:%,

Substituting y = from the first equation, into the second gives 4 —4x> = 0 which forces x = 1,

f(l,3)=2+2+2=6

(b) The second derivatives are

2 1 2
Sfo(x,y) = 3y fop(xy) = 2y Fp(xy) = o3

In particular

fxx(l’%) =4 fxy(l’%) =4 fyy(l’%) =16

Since fu(1, 1) iy (1,4) = fi (1,4)? =4 x 16— 42 = 48 > 0 and fi(1,1) =4 > 0, the point
(1,%) is a local minimum.

(c) As x or y tends to infinity (with the other at least zero), 2x + 4y tends to +o0. As (x,y) tends to
any point on the first quadrant part of the x- and y—axes, xiy tends to +oo. Hence as x or y tends to
the boundary of the first quadrant (counting infinity as part of the boundary), f(x,y) tends to +co.
As aresult (1, %) is a global (and not just local) minimum for f in the first quadrant. Hence

f(xy) = f(1,3) =6 forall x,y > 0.

S-17: First, let’s visualize what’s going on. Our surface looks like a bowl, sitting on the origin,
opening upwards. It is radially symmetric about the z-axis, with circular level curves. That means
every point on a level curve is equidistant from the z-axis. Since the point (0,0,a) is on the z-axis, if
there is a point (x, y,z) that has minimum distance to the point, then its entire level curve has the
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same minimum distance. So we expect our answer to look like a circle (or possibly a single point —
a “circle” of radius 0). If a is a negative number, it seems natural that the closest point would be
(0,0,0).

The distance from (0,0,a) to an arbitrary point (x,y,z) is A/x2 +y% + (z — a)2. If the point (x,y,z)
is on our surface, then z = x% + yz. Rather than deal with square roots, we’ll minimize the distance
squared:

2
flxy) =x*+y*+ (x2+y2—a)

From our observations above, there will be no global maximum; the global minimum will be a local
minimum; the global minimum will depend on a in a less-than-simple way; and there are likely to
be multiple points that are all minimum distance to (0,0,a).

We start by finding critical points.

fe(x,y) =2x+2x-2 (x* +)* —a)
:2x(1+2<x2+y2_a))
= 4x (X2+y2+%—a)

fi(xy) =2y+2y-2(P +y* —a)
:2)’(1+2(X2—|—y2—a))

1
=4y (x2+y2+§—a)

* For any value of a, (x,y) = (0,0) is a critical point.

« If a < 1, then the only critical point is (x,y) = (0,0).

e Ifa> %, then all points on the level curve x> 4 y? = a — % are critical points.

1

So if a < 5, we’re done: the single closest point on the surface is (0,0,0).

Suppose a > % Now we need to decide whether (0,0,a) is closer to the origin or to a poitn on the

level curve x*> +y? = a— %

« £(0,0)=0+0+(0—a)’>=d’

o Ifx?2+y2 =a— 1, then:




* All together, the origin is closer than the level curve when:

1
2
< — —
a a 1
1
2
— - <0
a a—|—4

1 2
—-) <o
(o=3) <

which never happens. So the origin is never closer than the level curve, again provided a > %

So, all together: if a < %, then the closest point is the origin. If a > %, then the closest points are the

level curve where z = a — %

S-18:

(a) Let us first find the profit equations for each of the paper sizes separately and then we sum them
up to get the total profit function.

I14(x) = f(x)(6) —x(1) = 15x"8 —x (profit for A4)
IT3(y) = g(y)(8) —y(3) = 80y*0 -3y (profit for A3)

and therefore, the total profit equation is given by

I1(x,y) = Iy +115(y)
= (152" —x) + (80y*6 —3y)

Note that the production functions of the two paper types aren’t really linked. It’s as if one firm
is doing all the A4, and a different firm is doing all the A3. So to maximize I1(x,y), we can just
find the maximum value of I 14 and the maximum value of 113 separately.

(b) Note that x4,x3,x2 = 0 as we cannot produce negative amount of papers. (Maybe that would
mean turning papers into trees?) Note also:

I1,(0) =0 lim TTy(x) = o
I13(0) =0 Jim Tl (y) = —o0

Now let’s consider critical points of each function.

dIT
E“ =15008)x 2 —1=12x"%2-1=0 — x=12°
4/5
M (12%) =15 (12°) "~ 127 = 15 (12%) - 12° = 3.12*
dIT
d—3 =80(0.6)y %4 =3 =48y 04 _3=0 — y =210
y

6/10

I3 (2"%) =80 (2'%)" " —3.210=5.219-3.210 = 21!
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(Also x = 0 and y = 0 are critical points, since the derivatives are undefined there, but we’ve
already considered them when we thought about endpoints.)

Since 114 (125) > I14(0) and I3 (2!°) > 15 (0), we see our maximum will occur when
x =12’ and y = 2!°. Then the number of reams produced will be:

5 4/5
f<125> =2 (125) = 51840
(219 =10(2'9""" = 640
(c) As we saw before, the two reams are optimized separately. So the optimal production of A3

isn’t affected by how much A4 is produced. That is, the branch should stick with y = 1,024
leading to 640 reams of A3.

S-19:

(a) To find Ayan’s profit equation, which we denote by I14, we just plug in the information we are
given in the general profit equation (revenue minus cost).

Ma(qa) = g [121 —2(94 +4p)] — ga (1)

~~
revenue cost

= 121g4 — 245 — 2qaqpr — qa
= —2¢5 + 120g4 — 2qaqp

This is a parabola pointing down, so its maximum will be at its only critical point.

dIT
© = —4gy,+120—2gp=0
dga
4gs = 120 —2gp
1
q1 =30— Sar

So Ayan would maximize their profit by selling 30 — %qp servings of lemonade.

(b) This is very similar to the last part. We find Pipe’s profit function.

I1p(qp) = qp[121—2(qa +qp)] —qr(1)
= 121gp — 295 — 2qpqa — qp
= —2q3 + 120gp — 2qpga

Note that this is I 14 if we switch the places of g4 and gp. So Pipe would maximize their profit
by selling 30 — %qA pitchers of lemonade.

(c) Ayan’s and Pipe’s cost and price for every pitcher of lemonade produced are the same. Their
businesses are identical. So we predict that they will sell the same amount of lemonade to
maximize their respective profits.
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(d) To find how much each seller will sell when they are working separately, find out which values
of g4 and gp end up with both individual profit functions being maximized. Therefore we solve
the system of equations we get from (a) and (b).

ga =30—3qp
qr =30—3qa

2 2 4
—_—
qA

1 1 1
— gp=30— - (30——qp) =15+ -qp

> qp = 20
1
= g4 =30—= (20) =20
2
qr
So, as predicted, both sellers sell the same number of pitchers.
(e) We need to plugin gp = g4 =20 1in II4 and I1p:
I14(20) |qP:20 = —2(20)2 + 120(20) —2(20)(20) = 800
And similarly, ITp(20)| ga=20 = 800. So, they would each make 800 dollars in profit.

(f) The joint profit function is IT(ga,qp) = I14(ga) + I1p(gp). Note that here, Ayan and Pipe are
helping each other to make the most profit, instead of competing. Using the same intuition as
before, we can conclude that g4 = gp in this case too. (So they share the workload fairly!)

So to make things easier let us assume g4 = gp and denote this quantity by g. Then
14 (q) =I1p(q) = —44* + 120q. This means

joinc(q) = a(q) +11p(g) = 2I14(q)
= 2(—4¢* +120q)
= 8¢ +240q
This is a parabola pointing down, so its global min is at its sole critical point, g = 15.
S0 g = g4 = gp = 15 maximizes the joint profit. Let us compute the corresponding joint profit
iin(15) = —8(15) +240(15) = 1,800

So their optimal joint profit will be 1,800 dollars. But, they need to share this profit among the
two of them. So if they collaborate, they will each earn 900 dollars. This is more than their
individual optimal profit in the scenario where they are competing found in part (e) (we found
this to be $800). So it is better for them to collaborate!

(g) When the two sellers collaborate, they sell fewer lemonades (30 pitchers total instead of 40
total) and the lemonade costs more ($60 instead of $40). So it’s better for consumers when the
sellers compete.

&> <&

Solutions to Exercises 16.3 — Jump to TABLE OF CONTENTS
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S-1: (a) f(x,y) = x*> +? is the square of the distance from the point (x,y) to the origin. There are
points on the curve xy = 1 that have either x or y arbitrarily large and so whose distance from the
origin is arbitrarily large. So f has no maximum on the curve.

y

On the other hand f will have a minimum, achieved at the points of xy = 1 that are closest to the
origin.

(b) On the curve xy = 1 we have y = % and hence f = x> + é As

d 5 1 2 2 4

a( ﬂ?) =n-g =gl
and as no point of the curve has x = 0, the minimum is achieved when x = +1. So the minima are
at +(1,1), where f takes the value 2.

Remark: this is less a question specifically about Lagrange multipliers and more a question about
the existence of extrema on unbounded curves, as in section 16.3.3 in the text.

S-2: The easiest (cheapest?) way out is to think of a function z = k(x) with local but not absolute
extrema, then consider the constraint y = 0. This puts our function in the xz-plane, effectively
making it look just like the function of one-variable y = f(x).

For example, we can set f(x,y) = x> — x, with constraint function g(x,y) =y = 0.

Using techniques from last semester, the function z = x> — x has local max at x = —\% and local

min at x = —_; but it has no absolute extrema because lim (x> —x) =coand lim (x*—x) = —oo.
\/§ X—00 X——00

Similarly, f(x,y) has a local constrained max resp. min at <—\/L§,O) resp. (—\%, O) ; but has no
absolute extrema.

S-3: There are none.

For any integer n, sin (5 +27n) = 1. So, f (5 +27n,5 +27n) = 5 4 27n. This satisfies the
constraint x = y and, since n can be arbitrarily large or small, has no absolute maximum or
minimum.
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Alternately, if we set x =y, then f(x,y) = f(x,x) = xsinx. This is easy enough to sketch, and then
it is easy enough to see that there are no absolute extrema.

V\/v

S-4: So we are to minimize f(x,y) = x*> + y? subject to the constraint g(x,y) = x’y — 1 =0.

The constraint is not a closed curve, so we need to be a little more careful than average. We can
interpret our objective function as the distance from the origin squared. So we’re trying to find the
point on the curve y = é that is closest to the origin. The distance from points on that curve to the
origin can be arbitrarily large, so the system has no absolute maximum. It does have an absolute
minimum, which will also be a local minimum, so it will be a solution to the system of Lagrange
equations.

According to the method of Lagrange multipliers, we need to find all solutions to

fr = Agx 2x = A(2xy) (E1)
fy=Agy 2y = Ax® (E2)
g(x.y) =0 ¥y =1 (E3)
e If g, # 0 and g, # 0, then A :%:%by(El)andl zi—yby(E2).
1_%»
y ¥
x? =2y°
x=+v2y

Using (E3):

:2y3
1
T
1 11 1
Xx=4+V2 - — = 42773 = 426
7




This gives us two solutions: (£21/6,271/3),

* If g, =0, then 0 = 2xy. By (E1), x = 0; then by(E2), y = 0. Then (E3) fails, so there are no
solutions of this type.

e If gy =0, then0 = x2, 500 = x. By (E2), y = 0. Then (E3) fails, so there are no solutions of
this type.

So the two points to check are (2% , 2_%) and (— 26 2_%). For both of these critical points,

_2
3

W=
w\

:_f_

1
:2 —
27 /4

S-5: For this problem the objective function is f(x,y) = xy and the constraint function is
g(x,y) = x? +2y% — 1. To apply the method of Lagrange multipliers we start by computing the first
order derivatives of these functions.

=y fy:x 8x=2x gy:4y

So, according to the method of Lagrange multipliers, we need to find all solutions to

y = A(2x) (E1)
x=A(4y) (E2)
X422 —1=0 (E3)

* If gy #0and gy #0,then A = 5. (El) and A = ;

Yy _ X
2x y
2% = 22

From (E3):

4y2:1
)
1
x:i\@y:i—
V2

So four solutions to the system are (—i— \1[ + é)
e If g, = 0 then x = 0; by (E1), y = 0; then (E3) fails.
 If gy = 0 then y = 0; by (E2), x = 0; then (E3) fails.
The method of Lagrange multipliers, Theorem 16.3.2 in the text, gives that the only possible
locations of the maximum and minimum of the function f are (+ L 4 1)
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poin | (35-4) | (52) | (Go—) [ (55Y)
fay) | 55 5 L s
max min min max

So the maximum and minimum values of f are 5 f and — 5 f’ respectively.

S-6: This is a constrained optimization problem with the objective function being f(x,y) = X% +y?
and the constraint function being g(x,y) = x* +y* — 1. By Theorem 16.3.2 in the text, any
minimum or maximum (x,y) must obey the Lagrange multiplier equations

fe=gx 2x = 4053 (El)
=28 2y =42y’ (E2)
glxy) =1 Hyt=1 (E3)
« If ge #0and g, # 0, then A = 2 = 555 (E2) and A = 43 = ﬁ (E2). Sox* = 57 =y~
Then (E3) reduces to
=1

—1/4

so that x2 = y2 = % and x = 12 ,y = 1+2-1/4 At all four of these points, we have

f=v2.

* If gy =0, then x = 0. (E1) holds for any A, so by choosing A correctly we can make (E2)
hold as well. (E3) reduces to y* = 1 or y = £1. Atboth (0,%1) we have f(0,%1) = 1.

s If g, =0, then y = 0. (E2) holds for any 4, so by choosing A correctly (E1) holds as well.
(E3) reduces to x*=1orx=+1. At both (i 1,()) we have f( + 1,0) =1.

So the minimum value of f on x* 4+y* = 1 is I and the maximum value of f on x* 4+ y* = 1 is /2.

fe=Agx 43 = A -2x (E1)
fy=A7gy 4y +4y> = A2y (E2)
g(xy) =1 Xty =1 (E3)
. If g, ;ﬁ Oand gy 0, then A = %5 = 222 (E1) and A = 2°1%° +4y = (22 +2y*) (E2). So,

x? = 7 = y%+y*. From (E3).
0P +y)+y =1
W42P—1=0

oo 2 4—4(=1)

=—1+2
y2=\@—1

In this case, x> = 1 —y2 =2 —+/2. So, we should check (i\/ 242, T V2— 1).
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o If g, = 0, then x=0. Then (E1) is true for any A, which means we can make (E2) be true by
choosing A accordingly. By (E3), x =0 = y = +1, so we should check (0,+1)

* If g, =0, then y = 0. Then (E2) is true for any A, which means we can make (E1) be true by
choosing A accordingly. By (E3), y =0 = x = £1, so we should check (£1,0)

Comparing:
_ 2 5
U f(O,il)—O-f—l*Fg—g
* f(£1,0)=1404+0=1
o Whenx2:2—\@andy2:\@—l,then

fley) = 2= VIR + (VI- 1P+ 5 (V2= 1)

_13-8v2
==

Since v/2 > %, we see

13—8¢§<13—8@/®__13—10_
3 3 3

1

So, our absolute min over the constraint is w, and our absolute max over the constraint

e S
ng.

S-8: (It’s possible to solve this without Lagrange, but we were asked to use Lagrange to practice
the technique.)

We want to minimize +/x? 4 y?, the distance from the origin to a point (x,y). Note the minimum of
that function will occur at the same (x,y)-values as the minimum of its square, x> +y?. Since that’s
easier to minimize, we use it as our objective function: f(x,y) = X% +y2

We only care about coordinates that are actually on the parabola, so our constraint function is
3

g(xy) =y+x*=3.
Our constraint function is not a closed curve. We can keep travelling along the parabola to end up
arbitrarily far from the origin. So there’s no global maximum distance, but there is a global
minimum distance. The global minimum will also be a local minimum, so it will be a solution to the
Lagrange equations.

fr=Ag« 2x = A2x (E1)

fy=2g 2y=21 (E2)
_3 23

g(vy) =5 y+d =7 (E3)

* If gy #0and g, # 0, then A = 1 from (E1) and A = 2y from (E2),s0 1 = 2y,ie. y = %
From (E3), then x = +1.
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e If g, =0, then x = 0, so (E1) is true for any A. Then we can make (E2) true by choosing the

appropriate A; from (E3), y = % So another point solving the system is (O, %)

e There are no points corresponding to g, = 0.

£(0,3) =2and f (£1,5) = 3. So, the closest points to the origin on the parabola are the points
(—1,1/2) and (1,1/2).

y

(0.

NS][N]
~—

S
p—
M
D=
~—
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M
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S-9:

To find extrema over a region, we check CPs and the boundary.
f(x,y) =xy, so fy =yand f, = x. Then the only CP is (0,0).

To check the boundary, we need to know the extreme values of f(x,y) = xy over the ellipse
x? —2xy + 5y = 1. It seems tough to do this with plugging in, so we use Lagrange.

fi=Ag, y=A1(2x—2y) (E1)
fy _ lgy X = )L(—zx—l— 10y) (E2)
g(ry) =1 K= 2xy+5y° =1 (E3)
e If g #0and g, #0, then A = z(xy_y) and A = m:
y X

2(x=y)  2(5y—x)
5y% —xy = x> —xy

X = i\@y
From (E3), if x = v/5y:

1 =5y>—2(V5y)y+5y°

= (10—2v/5)y?
1 _p
10 —2+/5
y= i—l
10—2+/5
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From (E3), if x = —/5y:
1= (10+2vV5)y*

y== 1

V104245

‘e ol ; . 5 1 5 1
This gives us four points to check: (4 [ To=2v3 im) and (4 / 07275 + \/10+2\/§>.

e If g, =0, then (E1) y =0, so 0 = g, = 2x — 2y = 2x, hence x = 0. But then (E3) fails.
e If g, =0, then (E2) x = 0, so 0 = g, = —2x + 10y = 10y, hence y = 0. But then (E3) fails.

All together, we’ve identified 5 possible locations of extrema.
* (0,0)=0

. f 5 1 — V5
10-2+/5" /10-2/5 10—2+/5

. f 5 . 1 — V5
10-2v/5" \/10-2/5 10—2v/5

. f 5 1 — V5
10+2v57 1 /10+2+/5 104+2v/5

. f 5 . 1 — \/5
1042v5”  1/10+2v/5 10+2+/5

The largest and smallest of these are . ol/zg 7 and n 0__‘2(5@, respectively.
S-10: By way of preparation, we have
oT oT
) =ne Sy =e (& +y"+2y)
(a) (i) For this problem the objective function is T (x,y) = ¢” (x2 + yz) and the constraint function is

g(x,y) = x*> +y* — 100. According to the method of Lagrange multipliers, Theorem 16.3.2 in the
text, we need to find all solutions to

T, = Ag, 2xe’ = A(2x) El)
g(x,y) = 100 2492 = 100 ©3)
(a) (i1)
e If gx #0and g, # 0, then (E1) A = ¢” and (E2) A = W
2 2
& — ey(x +y +2y)
2y
2y =x*+y*+2y
0= x2 _|_y2
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but this conflicts with (E3). So g, # 0 and g, # 0 doesn’t lead to any solutions.

e If g, =0, then x = 0 and (E1) is true; then we can choose the appropriate / to make (E2) true.
From (E3), y = £10. So (0, £10) gives a solution.

e If gy =0, then y = 0. By (E2), x = 0, which conflicts with (E3).

So the only possible locations of the maximum and minimum of the function 7" are (0, 10) and
(0,—10). To complete this part of the problem, we only have to compute 7 at those points.

point (0,10) | (0,—10)
value of T | 100e!0 | 10010

max min

Hence the maximum value of 7'(x,y) = ¢’ (x* +?) on x* + y* = 100 is 100! at (0, 10) and the
minimum value is 100e~'9 at (0,—10).

We remark that, on x> + y* = 100, the objective function T'(x,y) = €’ (x* 4+ y*) = 100e’. So of
course the maximum value of 7T is achieved when y is a maximum, i.e. when y = 10, and the
minimum value of T is achieved when y is a minimum, i.e. when y = —10.

(b) (i) By definition, the point (x,y) is a critical point of 7' (x,y) if and only if the first order partial
derivatives at that point are both zero, or at least one does not exist. The first partial derivatives

T, = 2xe’
T, = e (x* +y* +2y)
are well defined everywhere and so the critical points are exactly the point where
T,=2x¢” =0 (ED)
Ty=e(x*+y*+2y) =0 (E2)
(b) (ii) Equation (E1) forces x = 0. When x = 0, equation (E2) reduces to
(¥ +2y) =0 < y(y+2)=0 < y=0o0ry=-2

So there are two critical points, namely (0,0) and (0, —2).

(c) Note that T'(x,y) = &’ (x2 —l—y2) > 0 on all of R%. As T'(x,y) = 0 only at (0,0), it is obvious that
(0,0) is the coolest point.

In case you didn’t notice that, here is a more conventional solution.

The coolest point on the solid disc x*> 4 y? < 100 must either be on the boundary, x> 4 y* = 100, of
the disc or be in the interior, x% + y2 < 100, of the disc.

In part (a) (ii) we found that the coolest point on the boundary is (0, —10), where T = 100e~10.

If the coolest point is in the interior, it must be a critical point and so must be either (0,0), where
T =0, or (0,—2), where T = 4e~2.

So the coolest point is (0,0).
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S-11: Since x >0 and y > 0, our constraint function has endpoints (x,y) = (0,400) and

(x,y) = (25,0). Absolute extrema will occur at these endpoints or at points that solve the system of
Lagrange equations.

fo= Mgy 3x~3y3 = 32001 (E1)
fr=2g, 6x3y~3 = 2001 (E2)
g(x,y) = 80,000 3200x -+ 200y = 80,000 (E3)

Since g, and g, are always nonzero, we only have one of our usual three cases.

3yl L —gdyd
Y3000 T Y T 200
_2 2 1 _1
X 3y3 :32x3y 3
1 2 1 2
y§y§:32x§x§
y =32
3200x +200(32x) = 80,000
25
xX=—=
3
_25-32 800
T3 T3

Now we compare our three points of interest.

) 25 800
point | (0,400) | (25,0) | (3.°3°)
flry) | 0 0 | 75-2805

min min max

S-12: The constraint tells us
gla,b)=a+2b=1

The triangle formed is a right triangle with area %bh. Its base and height are the two intercepts of the
line. That is, its base is é, and its height is %. So, the area (which we want to minimize) is

S =

Q=
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By choosing lines with slopes close to 0, or large negative slopes, we can make triangles with
arbitrarily large area. So the absolute minimum will occur somewhere in between at a local
minimum value. So we can find the absolute minimum using the method of Lagrange multipliers.

1

fa:kga _m:)“(l) (E1)
1

fr=2g EEyR R A(2) (E1)

Since g, and g, can’t be 0, we have only one of our usual three cases.

1 1
2a2b 2 2ab?
1
a 2b
a=72b
Using our constraint,
2b+2b=1
1
b=-
4
1
a=—
2

So the minimum area is achieved by the line %x + iy = 1. That area is % 4.2 =4.

S-13: The ellipse Z—z + Z—i = 1 passes through the point (1,2) if and only if al—z + % = 1. We are to
minimize

f(a,b) = wab
subject to the constraint that
1 4

We can imagine ellipses centred at the origin passing through (1,2) of arbitrarily large size.
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For large values of a (and corresponding values of b approaching 2), we have a large area. Similarly,
for large values of b (and corresponding values of a approaching 2), we have a large area. So there’s
no absolute maximum, but there is a “sweet spot” where a and b are both not too large and we have
a global minimum. It will also be a local minimum.

According to the method of Lagrange multipliers, we need to find all solutions to the system:

24
fa=2Aga nh = -3 (E1)
81
o =Agp Ta = 3 (E2)
1 4

* If go #0and g, # 0, then (E1) A = _MTBb and (E2) A = —Mgb3-

wach _ wab’
2 8
4a’b = ab’
4a’b—ab® =0

ab(4a®> —b*) =0

This last equation has solutions a = 0, b = 0, and 4a® = b2. The first two aren’t in our model
domain, since a and b are positive. In the third case:

1—1+4
a2 442
1 1 2

a  a?>  a?
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Remember a > 0 and b > 0.

a=+2
b’ =4a*> =42
b=2V2

* If g, = 0 or g, = 0, then the constraint fails.

So, the only possible location of a local extremum is a = v/2, b = 2+/2. This is the location of our
absolute minimum.

S-14: Let r and h denote the radius and height, respectively, of the cylinder. We can always choose
our coordinate system so that the axis of the cylinder is parallel to the z—axis.

* If the axis of the cylinder does not lie exactly on the z—axis, we can enlarge the cylinder
sideways. (See the figure on the left below. It shows the y = 0 cross—section of the cylinder.)
So we can assume that the axis of the cylinder lies on the z—axis

« If the top and/or the bottom of the cylinder does not touch the sphere x> +y? +z> = 1, we can
enlarge the cylinder vertically. (See the central figure below.)

* So we may assume that the cylinder is
{ (xy.2) | X +y*<r* —h/2<z<h/2}
with 72 + (h/2)? = 1. See the figure on the right below.

z z z

(r,0,h/2)

2+t +22=1 (r,0,-h/2)

So we are to maximize the volume, f (r, h) = tr2h, of the cylinder subject to the constraint

g(r,h) =r’+ Z—z — 1 = 0. According to the method of Lagrange multipliers, we need to find all
solutions to

fr =g 2nrh = 217’ (El)
h
fi =8 =4 (E2)
h2
g(r.h) =1 Pt =1 (E3)
» If g, # 0 and g # 0, then (E1) givesus A = % = mh and (E2) gives us A = % = 2”Tr2
27r?
h—
T
h2
- = r2
2
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Now from (E3):

1= =
r-+ 1 3 + 1
3.2
=-h
4
4
W=
3
Since h and r are nonnegative,
2
h=—
V3
[ h? h 2
ryr = _— = —— = J—
2 V2 3
So one point to check is r = 5 h= 7

o If g, =0, then r = 0. Then (E1) is true for any A and any r. From (E2), 2 = 0. But then (E3)
fails.

e If g5, =0, then 2 = 0. From (E2), r = 0. But then (E3) fails.

So the only solution to all three equations with » >0 and A > 0 is r = %, h= \% Since we

restricted our domain to non-negative values of r and A, the points with » = 0 or with &2 = 0 are
“endpoints” of the region we’re considering. At these points, our volume is 0, so they give us the
global minimum value over our model domain.

So, r = %, h= \% give the cylinder with maximum volume.

S-15:
The function we want to minimize is surface area, so this is our objective function:
Flxy) =2(2x-x) +2(2x-y) +2(x-y) = 4x* + 6xy
Our constraint is that the volume must be 72 cubic centimetres.
glxy)=x2x-y=2% =72

This is not a closed curve. If we think of y as a function of x, then our constraint gives us y = i—g,
x>0,y > 0. So this curve has domain 0 < x. Note that as x approaches 0, then y approaches
infinity, and vice-versa. (That is: to have a very very short box with fixed volume, the box must be
very wide.) Then our objective function goes to infinity as well. So this system has no global
maximum, but it does have a global minimum. That global minimum will also be a local minimum,

so it will be a solution to the system of Lagrange equations.

fe=Agx 8x+ 6y = A(4xy) (E1)
fy =gy 6x = A (2x?) (E2)
g(x,y) =172 2%y =72 (E3)
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. Ifgx;éOandgy;éO,then(El)/l:%z%ﬁyand(EZ)l:%:%:
dx+3y 3
2xy  x

— 4x2—|—3xy:6xy
— 4x> —3xy=0
— x(4x—3y) =0
= x=0or (4x—3y) =0

From (E3), we see x # 0, so the only point to consider is when 4x = 3y. Plugging this into our
constraint function,

4
72:2)62)/:2)62 (gx) = 3x°
— 27=x"
= 3=ux

So the point to consider is (3,4).
e If g, =0, then x = 0 or y = 0, both of which make (E3) false.
* If gy = 0, then x = 0, which makes (E3) false.
So the only point to consider is (3,4).

We aren’t considering a region with a closed curve bounding it, so we’ll need some thought to
decide whether this is, in fact, a minimum. Note that our model domain is that x and y must both be
positive numbers. We see that as x or y goes to 0, while the other one stays constant, our surface
area function goes to infinity. Similarly as x or y goes to infinity, while the other one stays constant,
our surface area function goes to infinity. So the function must have a minimum somewhere well
away from its “boundaries” near and far from the x and y axes.

So, the dimensions of the box with smallest surface area are:
x=3, 2x=6, y=4

S-16: Note that if (x,y) obeys g(x,y) = xy— 1 = 0, then x is necessarily nonzero. So we may
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assume that x £ 0. Then

There is a A such that (x,y,A) obeys (E1)

there is a A such that fi(x,y) = Ag:(x,y), fi(xy) =2Ag(x,y), g(xy)=0
there is a A such that fi(x,y) = Ay, fy(x,y) =Ax, xy=1

1 1

there is a A such that — fy(x,y) = = fy(x.y) = A, xy=1
y x

1 1

Sbey) = hey), =1

)= (eh) !

P =S ) = (e d) - Sp(t) 0. y=1

P11l

S-17: Solution 1

Since f(x,y) is the square root of something, its unconstrained absolute minimum is 0, achieved
whenever 4x* + y* = 1. By choosing x and/or y to be large, we see f(x,y) will be large as well.
That is, f(x,y) has no unconstrained maximum.

By inspection (“staring at it”"), we note the point (0, 1) satisfies both our constraint and 4x* + y* = 1.
So the constrained absolute minimum is 0, and this is achieved at (0,1). Since x and y can have
arbitrarily large absolute values and still satisfy x> 4+ y> = 1, we see that f (x,y) has no constrained
minimum.

Solution 2
First, let’s consider temporarily replacing f(x,y) with

h(x,y) = 4x* +y* —1

When h(x,y) is large, then f(x,y) is large; when A (x,y) is small and positive, then f(x,y) is small.
So the extrema of f(x,y) should occur at extrema of A(x,y) or at points where h(x,y) = 0.

The benefit of this replacement is that 4 is much easier to differentiate. Let’s use the method of
Lagrange multipliers. First, we differentiate.

hy = 16x° gx = 3x2
hy:4x3 gy:'jy2
So, we solve
16x> = A -3x = x=0 or l:?x
4
4y3=7L-3y2 = y=0 or lzgy

1. If x =0, then from x> +y> = 1, we require y = 1. So the point (0,1) is a point to check.

h(0,1) =0
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2. If y = 0, then from x> +y* = 1, we require x = 1. So the point (1,0) is a point to check.

h(1,0) =3
3. If neither x =0 nor y =0, then A = ?6 3y, so y = 4x. Then from our constraint,
O (4x)P =1
65x> =1
1
X =
/65
4
= 4x =
g 765

) is a point to check.

n( 2 4L 4+ 4 4—1
V65 v65)  \ /65 /65
44 4%

T 653

_4(1+43)

- (1+43)4/3_

B 4

T (1443173
4

SRR

5

o (g

So the point ( ) is not in the domain of f(x,y).

V65 V65
Since f(x,y) can never be less than 0, and f(0,1) = 0, we see that this the absolute minimum
subject to the constraint.

If g(x,y) = 1 were a closed curve, such as an ellipse, then we would be guaranteed that a
constrained absolute maximum existed, and then that constrained absolute maximum would occur at
a point identified above: by process of elimination, (1,0). However, g(x,y) = 1 is not a closed
curve. For any value of x, g(x,y) = 1 has a solution. That means our constraint contains arbitrarily
large values of x. Huge values of x will lead to huge values of f(x,y), so there is no constrained
absolute maximum.

S-18: Both the objective and constraint functions are fairly straightforward to understand.

o If x and y are both large and positive, then f(x,y) is large and positive; if x and y are both
large and negative, then f(x,y) is large and negative.

o If |y| is large, then |x| = 4/1 4 y? is large as well.
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So if we take y to be arbitrarily large and positive, and x to be (positive) 4/1 + y2, then
f(x,y) =x+y > yis arbitrarily large.

Similarly, if we take y to be arbitrarily large and negative, and x to be —+/1 + y2, then
f(x,y) =x+y <yis arbitrarily large and negative.

So, there are no absolute extrema of f(x,y) subject to the constraint x*> = 1+ y2.

S-19:
(a) Note f(x,0) = x, which has no absolute extrema. So f(x,y) has no absolute extrema, either.

(b) The line y = x does not describe a closed curve: it’s a line that continues on forever without
“looping back” on itself.

(c) The plugging-in method of earlier times fits our functions well, so we won’t bother with
Lagrange. If x =y, then:

So, let’s consider a function of one variable, call it k.
X
k(x) =

To get a feel for k(x), first note its horizontal asymptotes:

lim k(x) = lim k(x) =0

k—00 k——00

(since k is rational and the degree of its numerator is smaller than the degree of its denominator).
So, far away from the origin, k(x) &~ 0. Also, we note that k(x) is defined for all real numbers.

Since k(x) is continuous, even without sketching the rest of its graph, we can already see k(x)
has absolute extrema. These will occur at critical points. So, we differentiate. Using the
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quotient rule:

(T +a) (1) —x(4x®) 13

/ —
K=" oy ~arap
0— 1-—3x4
(14x4)2
0=1-3x"
x——i—L
A
1
73

The absolute maximum of k(x) is # and the absolute minimum of k(x) is —334i. That is:

. . . 33/4 .
The absolute maximum of f(x,y) constrained to x =y is 3T and the absolute minimum of

: 33/
f(x,y) constrained to x =y is — 3.

Remark: the purpose of this exercise is to point out that, even when a constraint is not a closed curve,
it is still possible for a constrained function to have both an absolute max and an absolute min.
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