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#### Abstract

This paper is a contribution to a program to see symmetry breaking in a weakly interacting many Boson system on a three dimensional lattice at low temperature. It is part of an analysis of the "small field" approximation to the "parabolic flow" which exhibits the formation of a "Mexican hat" potential well. Here we state the main result of this analysis, outline the strategy of the proof, which uses a renormalization group flow, and perform the first, algebraic, part of a renormalization group step.
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## 1 Introduction

### 1.1 The model and dominant contributions to the effective action

An interacting many Boson system on a three-dimensional lattice in thermodynamic equilibrium is characterized by a single particle "kinetic energy" operator $\mathbf{h}$ on this lattice ${ }^{1}$, a translation invariant two-body potential, $\mathbf{v}$ that describes the particleparticle interaction, the temperature $T>0$ and the chemical potential $\mu$. This paper is a contribution to a program that is to provide a mathematically rigorous investigation of the partition and correlation functions of such a gas of bosons. For simplicity, we assume that the underlying lattice has been scaled to be the unit lattice $\mathbb{Z}^{3}$. We also assume that both the two-body potential, $\mathbf{v}$ and the kernel of $\mathbf{h}$ decay exponentially in the distance between their arguments, and that $\mathbf{v}$ is the kernel of a strictly positive operator.

It is a standard strategy for the investigation of such a system to consider it as a limit of the correponding systems with a periodic cutoff $L_{\mathrm{sp}}$, as this infrared cutoff tends to infinity. The system with periodic cutoff $L_{\mathrm{sp}}$ is defined on the finite lattice

$$
X=\mathbb{Z}^{3} / L_{\mathrm{sp}} \mathbb{Z}^{3}
$$

and is characterized by the periodizations ${ }^{2} h$ of $\mathbf{h}$ and $v$ of $\mathbf{v}$.
In previous papers we started an investigation of the partition function of the periodized system

$$
\operatorname{Tr} e^{-\frac{1}{k T}(H-\mu N)}
$$

where $H$ is the second quantized Hamiltonian and $N$ is the number operator. In [3, 4], we represented this partition function in terms of coherent state functional integrals (see also [25]) and then, in [7], using "decimation", controlled the "temporal ultraviolet limit" to obtain the following representation for the partition function. (The precise hypotheses are specified in $[7, \S 2]$.)

There exists a constant $\theta>0$ and a function $I_{\theta}\left(\alpha_{*}, \beta\right)$ of two complex valued

[^1]fields $\alpha_{*}$ and $\beta$ on $X$ such that
\[

$$
\begin{equation*}
\operatorname{Tr} e^{-\frac{1}{k T}(H-\mu N)}=\int \prod_{\tau \in \theta \mathbb{Z} \cap(0,1 / k T]}\left[\prod_{\mathbf{x} \in X} \frac{d \alpha_{\tau}(\mathbf{x})^{*} \wedge d \alpha_{\tau}(\mathbf{x})}{2 \pi \imath} e^{-\alpha_{\tau}(\mathbf{x})^{*} \alpha_{\tau}(\mathbf{x})}\right] I_{\theta}\left(\alpha_{\tau-\theta}^{*}, \alpha_{\tau}\right) \tag{1.1}
\end{equation*}
$$

\]

One can write $I_{\theta}$ as the sum of a dominant part $I_{\theta}^{(S F)}$, called the pure small field contribution, and terms, indexed by proper subsets of $X$, which are nonperturbatively small ${ }^{3}$, exponentially in the size of the subsets. The properties of the function $I_{\theta}^{(S F)}$ are reviewed in $\S \mathrm{D} .1$ and $\S \mathrm{D} .2$.

We want to control the integrals in the representation (1.1) of the partition function uniformly in small temperature $T$ and lattice size $L_{\mathrm{sp}}$ to rigorously establish the phase transition in the many particle system of bosons, when the chemical potential $\mu$ lies sufficiently above a certain critical value. This phase transition is intimately related to the formation of a "mexican hat" shaped potential well in the effective action. See, for example, [19] and [28, §19] for an introduction to symmetry breaking in general, and $[1,17,20,26]$ as general references to Bose-Einstein condensation. See $[16,18,24,27]$ for other mathematically rigorous work on the subject.

In this paper, we replace the function $I_{\theta}$ in (1.1) by $I_{\theta}^{(S F)}$, that is, we study

$$
\begin{equation*}
\int \prod_{\tau \in \theta \mathbb{Z} \cap(0,1 / k T]}\left[\prod_{\mathbf{x} \in X} \frac{d \alpha_{\tau}(\mathbf{x})^{*} \wedge d \alpha_{\tau}(\mathbf{x})}{2 \pi \imath} e^{-\alpha_{\tau}(\mathbf{x})^{*} \alpha_{\tau}(\mathbf{x})}\right] I_{\theta}^{(S F)}\left(\alpha_{\tau-\theta}^{*}, \alpha_{\tau}\right) \tag{1.2}
\end{equation*}
$$

Using this model, we exhibit the mechanism that leads to the onset of the potential well. A full fledged large field/small field analysis of (1.1) will be performed later.

To simplify the discussion, we assume that $L_{\mathrm{sp}}$ and $L_{\mathrm{tp}}=\frac{1}{\theta k T}$ are powers of some odd natural number $L>2$. After rescaling the "temporal lattice" $\theta \mathbb{Z} / \frac{1}{k T} \mathbb{Z}$ to $\mathbb{Z} / \frac{1}{\theta k T} \mathbb{Z}$, (1.2) can be viewed as a functional integral over fields on the lattice

$$
\mathcal{X}_{0}=\left(\mathbb{Z} / L_{\mathrm{tp}} \mathbb{Z}\right) \times\left(\mathbb{Z}^{3} / L_{\mathrm{sp}} \mathbb{Z}^{3}\right)
$$

For a point $x=\left(x_{0}, \mathbf{x}\right) \in \mathcal{X}_{0}$, we call $x_{0}$ its time and $\mathbf{x}$ its spatial component. The "real inner product" for functions $f, g$ on $\mathcal{X}_{0}$ is $\langle f, g\rangle_{0}=\sum_{x \in \mathcal{X}_{0}} f(x) g(x)$.

In Proposition D.1, we show that, up to a normalization constant, the integral (1.2) can be written in the form

$$
\begin{equation*}
\int\left[\prod_{x \in \mathcal{X}_{0}} \frac{d \psi(x)^{*} \wedge d \psi(x)}{2 \pi \imath}\right] e^{\mathcal{A}_{0}\left(\psi^{*}, \psi\right)} \chi_{0}(\psi) \tag{1.3}
\end{equation*}
$$

[^2]where
\[

$$
\begin{equation*}
\mathcal{A}_{0}\left(\psi_{*}, \psi\right)=-\left\langle\psi_{*}, D_{0} \psi\right\rangle_{0}-\mathcal{V}_{0}\left(\psi_{*}, \psi\right)+\mu_{0}\left\langle\psi_{*}, \psi\right\rangle_{0}+\mathcal{R}_{0}\left(\psi_{*}, \psi\right)+\mathcal{E}_{0}\left(\psi_{*}, \psi\right) \tag{1.4}
\end{equation*}
$$

\]

and

- $D_{0}=\mathbb{1}-e^{-h_{0}}-e^{-h_{0}} \partial_{0}$ with $h_{0}=\theta h$ and $\partial_{0}$ the forward time derivative $\left(\partial_{0} f\right)\left(x_{0}, \mathbf{x}\right)=f\left(x_{0}+1, \mathbf{x}\right)-f\left(x_{0}, \mathbf{x}\right)$,
- $\mathcal{V}_{0}\left(\psi_{*}, \psi\right)=\frac{1}{2} \sum_{x_{1}, \cdots, x_{4} \in \mathcal{X}_{0}} V_{0}\left(x_{1}, x_{2}, x_{3}, x_{4}\right) \psi_{*}\left(x_{1}\right) \psi\left(x_{2}\right) \psi_{*}\left(x_{3}\right) \psi\left(x_{4}\right)$ is a quartic monomial whose translation invariant kernel $V_{0}$ is determined by $v$ and $h$. It is invariant under $x_{1} \leftrightarrow x_{3}$ and under $x_{2} \leftrightarrow x_{4}$. Its average $\mathrm{v}_{0}=\sum_{x_{2}, x_{3}, x_{4} \in \mathcal{X}_{0}} V_{0}\left(0, x_{2}, x_{3}, x_{4}\right)$ is positive. The kernel $V_{0}\left(x_{1}, x_{2}, x_{3}, x_{4}\right)$ is the spatial periodization of a translation invariant, exponentially decaying kernel $\mathbf{V}_{0}$ on $\left(\left(\mathbb{Z} / L_{\mathrm{tp}} \mathbb{Z}\right) \times \mathbb{Z}^{3}\right)^{4}$.
- $\mu_{0}$ is close to $\theta \mu$.
- $\mathcal{R}_{0}\left(\psi_{*}, \psi\right)$ and $\mathcal{E}_{0}\left(\psi_{*}, \psi\right)$ are perturbatively small, particle-number preserving functions. For the different characteristics and roles of $\mathcal{R}_{0}$ and $\mathcal{E}_{0}$, see Proposition D. 1 and Theorem 1.17.
- $\chi_{0}(\psi)$ is a "small field cut off function".
$h_{0}$ acts only on the spatial variables of a function of $x=\left(x_{0}, \mathbf{x}\right) \in \mathcal{X}_{0}$. Observe that $\psi^{*}$ denotes the complex conjugate of the field $\psi$, while $\psi_{*}$ and $\psi$ are treated as two independent complex valued fields on $\mathcal{X}_{0}$.
More details, including precise estimates, are given in Proposition D.1.
For a constant field $\psi(x)=\psi$, the dominant part, $-\mathcal{A}_{0}\left(\psi^{*}, \psi\right)$, of (minus) the action in (1.3), reduces to

$$
\mathcal{V}_{0}\left(\psi^{*}, \psi\right)-\mu_{0}\left\langle\psi^{*}, \psi\right\rangle_{0}=\left|\mathcal{X}_{0}\right|\left[\frac{1}{2} \mathrm{v}_{0}|\psi|^{4}-\mu_{0}|\psi|^{2}\right]=\left|\mathcal{X}_{0}\right|\left[\frac{1}{2} \mathrm{v}_{0}\left(|\psi|^{2}-\frac{\mu_{0}}{\mathrm{v}_{0}}\right)^{2}-\frac{\mu_{0}^{2}}{2 \mathrm{v}_{0}}\right]
$$

and has a potential well. If $\mu_{0}$ is of the order of $\mathrm{v}_{0}$, this well is quite shallow. Using block spin transformations, as in [23, 2, 21], (see Definition 1.1 below) we will successively perform parts of the integral and show that the effective action after these block spin transformations has a much better developed potential well. We expect that the result of this paper will be the starting point for an analysis that is adapted to the symmetry breaking caused by the degenerate ground state in this potential well.

We believe (see the discussion before [13, Lemma A.1]) that the scenario described above holds whenever the chemical potential $\mu$ is bigger than some critical value that, to leading order in $\mathbf{v}$, should be

$$
\begin{equation*}
2 \int_{\mathbb{R}^{3} / 2 \pi \mathbb{Z}^{3}} \frac{d^{3} \mathbf{k}}{(2 \pi)^{3}} \frac{\hat{\mathbf{v}}(\mathbf{0})+\hat{\mathbf{v}}(\mathbf{k})}{e^{\mathbf{h}(\mathbf{k}) / k T}-1} \tag{1.5}
\end{equation*}
$$

where $\hat{\mathbf{h}}(\mathbf{k})$ and $\hat{\mathbf{v}}(\mathbf{k})$ are the Fourier transforms of $\mathbf{h}(\mathbf{x}, \mathbf{0})$ and $\mathbf{v}(\mathbf{x}, \mathbf{0})$. See (1.19), Lemma D. 2 and Corollary D.3. Also observe that (1.5) converges to zero as $\beta \rightarrow \infty$. In this paper we assume $\mathbf{v}$ is small and that $\mu$ is bigger than (1.5) by a number that is at least a norm of $\mathbf{v}$ raised to a power that is a bit bigger than one. For details see (1.19).

After $n$ block spin (and scaling) transformations, the partition function will be represented by a functional integral on the lattice ${ }^{4}$

$$
\mathcal{X}_{0}^{(n)}=\left(\mathbb{Z} \times \mathbb{Z}^{3}\right) /\left(\frac{L_{\mathrm{tp}}}{L^{2 n}} \mathbb{Z} \times \frac{L_{\mathrm{sp}}}{L^{n}} \mathbb{Z}^{3}\right)
$$

where $L>2$ is the odd natural number chosen above. The asymmetry in the time and spatial variables arises from the "parabolic scaling" of Definition 1.3, below.

Definition 1.1 (Blockspin Transformation). Fix a nonnegative even function $q$ in $L^{1}\left(\mathbb{Z} \times \mathbb{Z}^{3}\right)$.
(a) For a field $\psi$ on $\mathcal{X}_{0}^{(n)}$ define the "averaged " field $Q \psi$ on

$$
\mathcal{X}_{-1}^{(n+1)}=\left(L^{2} \mathbb{Z} \times L \mathbb{Z}^{3}\right) /\left(\frac{L_{\mathrm{tp}}}{L^{2 n}} \mathbb{Z} \times \frac{L_{\mathrm{sp}}}{L^{n}} \mathbb{Z}^{3}\right)
$$

by

$$
(Q \psi)(y)=\sum_{x \in \mathbb{Z} \times \mathbb{Z}^{3}} q(x) \psi(y+[x])
$$

where $[x]$ denotes the class of $x \in \mathbb{Z} \times \mathbb{Z}^{3}$ in the quotient space $\mathcal{X}_{0}^{(n)}$.
(b) If $F\left(\psi_{*}, \psi\right)$ is a function of complex valued fields $\psi_{*}, \psi$ on $\mathcal{X}_{0}^{(n)}$, we define the block spin transform of $F$ (with respect to $q$ and a constant $a>0$ ) as the function

$$
(\mathbb{T} F)\left(\theta_{*}, \theta\right)=\frac{1}{N_{\mathbb{T}}^{(n)}} \int\left[\prod_{x \in \mathcal{X}_{0}^{(n)}} \frac{d \psi(x)^{*} \wedge d \psi(x)}{2 \pi i}\right] e^{-a L^{-2}\left\langle\theta_{*}-Q \psi^{*}, \theta-Q \psi\right\rangle_{-1}} F\left(\psi^{*}, \psi\right)
$$

of the fields $\theta_{*}, \theta$ on $\mathcal{X}_{-1}^{(n+1)}$. Here, for any two fields $f, g$ on $\mathcal{X}_{-1}^{(n+1)}$

$$
\langle f, g\rangle_{-1}=L^{5} \sum_{y \in \mathcal{X}_{-1}^{(n+1)}} f(y) g(y)
$$

and the normalization constant is $N_{\mathbb{T}}^{(n)}=\int\left[\prod_{y \in \mathcal{X}_{-1}^{(n+1)}} \frac{d \theta(y)^{*} \wedge d \theta(y)}{2 \pi i}\right] e^{-a L^{-2}\left\langle\theta^{*}, \theta\right\rangle-1}$. We choose $a=1$.

[^3]Remark 1.2. (a) As

$$
1=\frac{1}{N_{\mathbb{T}}^{(n)}} \int\left[\prod_{y \in \mathcal{X}_{-1}^{(n+1)}} \frac{d \theta(y)^{*} \wedge d \theta(y)}{2 \pi i}\right] e^{-a L^{-2}\left\langle\theta^{*}-Q \psi^{*}, \theta-Q \psi\right\rangle_{-1}}
$$

for all functions $F\left(\psi_{*}, \psi\right)$ fields on $\mathcal{X}_{0}^{(n)}$

$$
\int\left[\prod_{x \in \mathcal{X}_{0}^{(n)}} \frac{d \psi(x)^{*} \wedge d \psi(x)}{2 \pi i}\right] F\left(\psi^{*}, \psi\right)=\int\left[\prod_{y \in \mathcal{X}_{-1}^{(n+1)}} \frac{d \theta(y)^{*} \wedge d \theta(y)}{2 \pi i}\right](\mathbb{T} F)\left(\theta^{*}, \theta\right)
$$

(b) We make a specific choices of $q$ in Definition 1.11.d. The main result, Theorem 1.17, will apply for all sufficiently large $L$.

The lattice $\mathcal{X}_{-1}^{(n+1)}$ is coarser than the unit lattice $\mathcal{X}_{0}^{(n)}$. We choose to scale it back to a unit lattice.

Definition 1.3 (Scaling). Let $\mathbb{L}$ be the linear isomorphism

$$
\mathbb{L}: \mathcal{X}_{0}^{(n+1)} \rightarrow \mathcal{X}_{-1}^{(n+1)} \quad\left(x_{0}, \mathbf{x}\right) \mapsto\left(L^{2} x_{0}, L \mathbf{x}\right)
$$

For a field $\theta$ on $\mathcal{X}_{-1}^{(n+1)}$, we define the scaled field

$$
(\mathbb{S} \theta)(x)=L^{3 / 2} \theta(\mathbb{L} x)
$$

on $\mathcal{X}_{0}^{(n+1)}$. For a function $F\left(\theta_{*}, \theta\right)$ of fields on $\mathcal{X}_{-1}^{(n+1)}$, we define the function $(\mathbb{S} F)\left(\Psi_{*}, \Psi\right)$ of fields on $\mathcal{X}_{0}^{(n+1)}$ by

$$
(\mathbb{S} F)\left(\Psi_{*}, \Psi\right)=F\left(\mathbb{S}^{-1} \Psi_{*}, \mathbb{S}^{-1} \Psi\right)
$$

Remark 1.4. (a) For any function $\mathcal{F}\left(\theta_{*}, \theta\right)$ of fields on $\mathcal{X}_{-1}^{(n+1)}$

$$
\int\left[\prod_{y \in \mathcal{X}_{-1}^{(n+1)}} \frac{d \theta(y)^{*} \wedge d \theta(y)}{2 \pi i}\right] \mathcal{F}\left(\theta^{*}, \theta\right)=\frac{1}{L^{3\left|X_{0}^{(n+1)}\right|}} \int\left[\prod_{x \in \mathcal{X}_{0}^{(n+1)}} \frac{d \Psi(x)^{*} \wedge d \Psi(x)}{2 \pi i}\right](\mathbb{S} F)\left(\Psi^{*}, \Psi\right)
$$

(b) The exponents $\frac{3}{2}$ of $L^{3 / 2} \theta(\mathbb{L} x)$ and 2 of $L^{2} x_{0}$ in the definition of $\mathbb{S}$ have been chosen so that

$$
\left\langle\psi^{*}, \partial_{0} \psi\right\rangle_{0}=\left\langle\mathbb{S}^{-1} \psi^{*}, \partial_{0}\left(\mathbb{S}^{-1} \psi\right)\right\rangle_{-1} \quad\left\langle\psi^{*}, \Delta \psi\right\rangle_{0}=\left\langle\mathbb{S}^{-1} \psi^{*}, \Delta\left(\mathbb{S}^{-1} \psi\right)\right\rangle_{-1}
$$

That is, $\left\langle\psi^{*}, \partial_{0} \psi\right\rangle_{0}$ and $\left\langle\psi^{*}, \Delta \psi\right\rangle_{0}$ are "marginal". Because the time derivative $\partial_{0}$ is first order while the spatial Laplacian $\Delta$ is second order, we refer to Definition 1.3 as "parabolic scaling".

Applying Remarks 1.2.a and 1.4.a to (1.3) we see that, for any natural number $n$ with $L^{n} \leq \min \left\{\sqrt{L_{\mathrm{tp}}}, L_{\mathrm{sp}}\right\}$,

$$
\begin{equation*}
\int\left[\prod_{x \in \mathcal{X}_{0}} \frac{d \psi(x)^{*} \wedge d \psi(x)}{2 \pi \imath}\right] e^{\mathcal{A}_{0}\left(\psi^{*}, \psi\right)}=\frac{1}{\mathcal{Z}_{n}} \int\left[\prod_{x \in \mathcal{X}_{0}^{(n)}} \frac{d \psi(x)^{*} \wedge d \psi(x)}{2 \pi i}\right]\left[(\mathbb{S T})^{n}\left(e^{\mathcal{A}_{0}}\right)\right]\left(\psi^{*}, \psi\right) \tag{1.6}
\end{equation*}
$$

with $\tilde{\mathcal{Z}}_{n}=\prod_{j=1}^{n} L^{3\left|\mathcal{X}_{0}^{(j)}\right|}$. In this paper we argue that, for $n \leq n_{p}$ (with $n_{p}$ specified in Definition 1.11.b), the function $\left[(\mathbb{S T})^{n}\left(e^{\mathcal{A}_{0}}\right)\right]\left(\psi^{*}, \psi\right)$ has - up to errors which can reasonably be expected to be nonperturbatively small (see [14] or [8, §2.2.2]) a logarithm whose dominant term, $A_{n}$, described in Definition 1.5.b below, exhibits a much deeper potential well. See (1.8).

The representation (1.6) of the partition function is built by iterating block spin transformations. We use stationary phase to analyze each block spin integral, as in Definition 1.1.b, in the integrand of (1.6). It is then natural to express the (dominant part) of the integrand in terms of the composition of the stationary phase critical fields for the various block spin transformations. We shall call this composition the "background field". The definition that we are about to give for the background field does not appear to have anything to do with compositions. The "composition law" Proposition 3.4.b shows that the background field is indeed a composition of critical fields.

Definition 1.5 (Background field and dominant part of the action).
(a) For $j \geq-1$ and $n \geq 0$ define the lattices

$$
\mathcal{X}_{j}^{(n)}=\left(\frac{1}{L^{2 j}} \mathbb{Z} / \frac{L_{\mathrm{tp}}}{L^{2(n+j)}} \mathbb{Z}\right) \times\left(\frac{1}{L^{j}} \mathbb{Z}^{3} / \frac{L_{\mathrm{sp}}}{L^{(n+j)}} \mathbb{Z}^{3}\right)
$$

The subscript in $\mathcal{X}_{j}^{(n)}$ determines the "coarseness" of the lattice - nearest neighbour points are a distance $\frac{1}{L^{2 j}}$ apart in the time direction and a distance $\frac{1}{L^{j}}$ apart in spatial directions. The superscript in $\mathcal{X}_{j}^{(n)}$ determines the number of points in the lattice $-\left|\mathcal{X}_{j}^{(n)}\right|=\left|\mathcal{X}_{0}\right| / L^{5 n}$ for all $j$. On $\mathcal{X}_{j}^{(n)}$, we use the integral notation $\int_{X_{j}^{(n)}} d u=\frac{1}{L^{5 j}} \sum_{u \in \mathcal{X}_{j}^{(n)}}$. The maps

$$
\mathbb{L}: \mathcal{X}_{j}^{(n)} \rightarrow \mathcal{X}_{j-1}^{(n)} \quad\left(u_{0}, \mathbf{u}\right) \mapsto\left(L^{2} u_{0}, L \mathbf{u}\right)
$$

are linear isomorphisms. We routinely view $\mathcal{X}_{j}^{(n)}$ as a sublattice of $\mathcal{X}_{j+k}^{(n-k)}$, for each $1 \leq k \leq n$. We also abbreviate $\mathcal{X}_{n}^{(0)}$ by $\mathcal{X}_{n}$.


We denote by $\mathcal{H}_{j}^{(n)}$ the space of fields on $\mathcal{X}_{j}^{(n)}$, endowed with the real inner product

$$
\left\langle\alpha_{1}, \alpha_{2}\right\rangle_{j}=\int_{X_{j}^{(n)}} \alpha_{1}(u) \alpha_{2}(u) d u
$$

Set $\mathcal{H}_{n}=\mathcal{H}_{n}^{(0)}$. For a field $\alpha \in \mathcal{H}_{j}^{(n)}$, define the field $\mathbb{L}_{*}(\alpha) \in \mathcal{H}_{j-1}^{(n)}$ by $\mathbb{L}_{*}(\alpha)(\mathbb{L} u)=\alpha(u)$, and the field $Q^{(j)} \alpha \in \mathcal{H}_{j-1}^{(n+1)}$ by

$$
Q^{(j)} \alpha=\mathbb{L}_{*}^{-j} Q \mathbb{L}_{*}^{j} \alpha
$$

Set

$$
Q_{n}=Q^{(1)} \circ \cdots \circ Q^{(n)}: \mathcal{H}_{n}=\mathcal{H}_{n}^{(0)} \rightarrow \mathcal{H}_{0}^{(n)}
$$

$Q_{j}$ is an iterated averaging operation that maps the space $\mathcal{H}_{j}^{(n-j)}$ of fields on the fine lattice $\mathcal{X}_{j}^{(n-j)}$ to the space $\mathcal{H}_{0}^{(n)}$ of fields on the unit lattice $\mathcal{X}_{0}^{(n)}$.


The "horizontal" operators $\mathbb{L}_{*}$ and $\mathbb{L}_{*}^{n-1}$ are isomorphisms.
The operator $D_{n}$ on fields $\phi \in \mathcal{H}_{n}$ on $\mathcal{X}_{n}$ is defined by

$$
D_{n}=L^{2 n} \mathbb{L}_{*}^{-n} D_{0} \mathbb{L}_{*}^{n}
$$

(b) For $\mu \in \mathbb{C}$, fields $\psi_{*}, \psi \in \mathcal{H}_{0}^{(n)}$ and $\phi_{*}, \phi \in \mathcal{H}_{n}$, and a quartic monomial $\mathcal{V}$ in the fields $\phi_{*}, \phi$, define, for $n \geq 1$,

$$
\begin{align*}
A_{n}\left(\psi_{*}, \psi, \phi_{*}, \phi, \mu, \mathcal{V}\right)=\left\langle\psi_{*}\right. & \left.-Q_{n} \phi_{*}, \mathfrak{Q}_{n}\left(\psi-Q_{n} \phi\right)\right\rangle_{0}+\int_{\mathcal{X}_{n}} \phi_{*}(u)\left(D_{n} \phi\right)(u) d u \\
& +\mathcal{V}\left(\phi_{*}, \phi\right)-\mu \int_{\mathcal{X}_{n}} \phi_{*}(u) \phi(u) d u \\
=\left\langle\psi_{*}\right. & \left.-Q_{n} \phi_{*}, \mathfrak{Q}_{n}\left(\psi-Q_{n} \phi\right)\right\rangle_{0}+\left\langle\phi_{*}, D_{n} \phi\right\rangle_{n} \\
& +\mathcal{V}\left(\phi_{*}, \phi\right)-\mu\left\langle\phi_{*}, \phi\right\rangle_{n} \tag{1.7}
\end{align*}
$$

where

$$
\mathfrak{Q}_{n}= \begin{cases}a\left(\mathbb{1}+\sum_{j=1}^{n-1} \frac{1}{L^{2 j}} Q_{j} Q_{j}^{*}\right)^{-1} & \text { if } n \geq 2 \\ a \mathbb{1} & \text { if } n=1\end{cases}
$$

and $Q_{j}^{*}$ denotes the transpose of $Q_{j}$ with respect to the "real" inner product $\left\langle f_{1}, f_{2}\right\rangle_{j}$.
For $n=0$, set

$$
A_{0}\left(\psi_{*}, \psi, \mu, \mathcal{V}\right)=\left\langle\psi_{*}, D_{0} \psi\right\rangle_{0}+\mathcal{V}\left(\psi_{*}, \psi\right)-\mu\left\langle\psi_{*}, \psi\right\rangle_{0}
$$

In the case $n=0$, we shall use $\mathcal{V}=\mathcal{V}_{0}$ and $\mu=\mu_{0}$ so that $A_{0}$ is the dominant part of the action $\mathcal{A}_{0}$ of (1.4). For $n \geq 0$ we shall use, in $A_{n}$, a quartic monomial $\mathcal{V}$ that is a perturbation of

$$
\mathcal{V}_{n}^{(u)}\left(\phi_{*}, \phi\right)=\frac{1}{2} \int_{\mathcal{X}_{n}^{4}} d u_{1} \cdots d u_{4} V_{n}^{(u)}\left(u_{1}, u_{2}, u_{3}, u_{4}\right) \phi_{*}\left(u_{1}\right) \phi\left(u_{2}\right) \phi_{*}\left(u_{3}\right) \phi\left(u_{4}\right)
$$

where

$$
V_{n}^{(u)}\left(u_{1}, u_{2}, u_{3}, u_{4}\right)=L^{14 n} V_{0}\left(\mathbb{L}^{n} u_{1}, \mathbb{L}^{n} u_{2}, \mathbb{L}^{n} u_{3}, \mathbb{L}^{n} u_{4}\right)
$$

is the kernel $V_{0}$ rescaled ${ }^{5}$ to scale $n$. For $\mu$ we will use a "renormalized chemical potential" $\mu_{n}$ which will be described Theorem 1.17.

[^4](c) In Proposition 1.14 and [15, Proposition 2.1], we solve, for $n \geq 1$, the background field equations
$$
\frac{\partial}{\partial \phi_{*}} A_{n}\left(\psi_{*}, \psi, \phi_{*}, \phi, \mu, \mathcal{V}\right)=\frac{\partial}{\partial \phi} A_{n}\left(\psi_{*}, \psi, \phi_{*}, \phi, \mu, \mathcal{V}\right)=0
$$

We show that, for $\psi_{*}, \psi$ sufficiently near $0 \in \mathcal{H}_{0}^{(n)}, \mu \in \mathbb{C}$ sufficiently small, and $\mathcal{V}$ sufficiently small, there are fields

$$
\phi_{* n}\left(\psi_{*}, \psi, \mu, \mathcal{V}\right), \phi_{n}\left(\psi_{*}, \psi, \mu, \mathcal{V}\right)
$$

such that $\phi_{*}=\phi_{* n}\left(\psi_{*}, \psi, \mu, \mathcal{V}\right), \phi=\phi_{n}\left(\psi_{*}, \psi, \mu, \mathcal{V}\right)$ solves these equations. The maps ${ }^{6}\left(\psi_{*}, \psi, \mu, \mathcal{V}\right) \mapsto \phi_{(*) n}\left(\psi_{*}, \psi, \mu, \mathcal{V}\right)$ are analytic and are uniquely determined by this property. They are called the background fields.

We shall show that for all $0 \leq n \leq n_{p}$, with the number $n_{p}$ specified in Definition 1.11.b, below, the dominant contribution to $\left[(\mathbb{S T})^{n}\left(e^{\mathcal{A}_{0}}\right)\right]\left(\psi^{*}, \psi\right)$ is of the form
$\exp \left\{-A_{n}\left(\psi_{*}, \psi, \phi_{* n}\left(\psi_{*}, \psi, \mu_{n}, \mathcal{V}_{n}\right), \phi_{n}\left(\psi_{*}, \psi, \mu_{n}, \mathcal{V}_{n}\right), \mu_{n}, \mathcal{V}_{n}\right)+p_{n}\left(\psi^{*}, \psi\right)\right\} \chi_{n}\left(\psi^{*}, \psi\right)$
with a number $\mu_{n}$, which we call the renormalized chemical potential at scale $n$, a quartic monomial $\mathcal{V}_{n}$ close to the monomial $\mathcal{V}_{n}^{(u)}$ of Definition 1.5.b, which we call the renormalized interaction at scale $n$, a "perturbative correction" $p_{n}\left(\psi^{*}, \psi\right)$, and a "small field cut off function" $\chi_{n}$ which is discussed in [14]. The renormalized chemical potential $\mu_{n}$ will grow with $n$ like $L^{2 n}\left(\mu_{0}-\mu_{*}\right)$; see Theorem 1.17.

For constant, not too big, fields $\psi(x)=\psi$ and $\psi_{*}(x)=\psi^{*}$, the background field $\phi_{n}$ is again constant, again obeys $\phi_{* n}=\phi_{n}^{*}$ and is approximately equal to $\psi$. See [15, Remark 1.1]. So $\left\langle\psi_{*}-Q_{n} \phi_{*}, \mathfrak{Q}_{n}\left(\psi-Q_{n} \phi\right)\right\rangle_{0} \approx 0$, and, in this case, the dominant part of the effective action $A_{n}\left(\psi_{*}, \psi, \phi_{* n}, \phi_{n}, \mu_{n}, \mathcal{V}_{n}\right)$

$$
\begin{equation*}
\frac{1}{L^{-5 n}\left|\mathcal{X}_{0}\right|} A_{n} \approx \frac{1}{2} \frac{\mathrm{v}_{0}}{L^{n}}|\psi|^{4}-\mu_{n}|\psi|^{2}=\frac{1}{2} \frac{\mathrm{v}_{0}}{L^{n}}\left(|\psi|^{2}-L^{n} \frac{\mu_{n}}{\mathrm{v}_{0}}\right)^{2}-L^{n} \frac{\mu_{n}^{2}}{2 \mathrm{v}_{0}} \tag{1.8}
\end{equation*}
$$

has a much better developed potential well.

### 1.2 The stationary phase approximation

We want to argue that for all $1 \leq n \leq n_{p}$, and small fields $\psi$, a good approximation to $\left[(\mathbb{S T})^{n}\left(e^{\mathcal{A}_{0}} \chi_{0}\right)\right]\left(\psi^{*}, \psi\right)$ is of the form

$$
\begin{equation*}
\exp \left\{-A_{n}\left(\psi^{*}, \psi, \phi_{* n}, \phi_{n}, \mu_{n}, \mathcal{V}_{n}\right)+p_{n}\left(\psi^{*}, \psi\right)\right\} \chi_{n}\left(\psi^{*}, \psi\right) \tag{1.9}
\end{equation*}
$$

[^5]with the background fields
$$
\phi_{* n}=\phi_{* n}\left(\psi^{*}, \psi, \mu_{n}, \mathcal{V}_{n}\right) \quad \phi_{n}=\phi_{n}\left(\psi^{*}, \psi, \mu_{n}, \mathcal{V}_{n}\right)
$$
as in Definition 1.5, with the renormalized chemical potential $\mu_{n}$ and the renormalized interaction $\mathcal{V}_{n}$ as above, and with a "perturbative correction" $p_{n}\left(\psi_{*}, \psi\right)$ which is an analytic function of the small fields $\psi_{*}, \psi$. To substantiate this claim, we will prove, that up to errors which can be expected to be nonperturbatively small,
$$
(\mathbb{S T})\left(\exp \left\{-A_{n}\left(\psi^{*}, \psi, \phi_{* n}, \phi_{n}, \mu_{n}, \mathcal{V}_{n}\right)+p_{n}\left(\psi^{*}, \psi\right)\right\} \chi_{n}\left(\psi^{*}, \psi\right)\right)
$$
is again of the form (1.9), with $n$ replaced by $n+1$.
When $n \geq 1$, application of the block spin transformation to the function (1.9) leads to the integral
\[

$$
\begin{equation*}
\frac{1}{N_{\mathbb{T}}^{(n)}}\left[\prod_{x \in \mathcal{X}_{0}^{(n)}} \int \frac{d \psi(x)^{*} \wedge d \psi(x)}{2 \pi i}\right] e^{-a L^{-2}\left\langle\theta_{*}-Q \psi^{*}, \theta-Q \psi\right\rangle_{-1}-A_{n}\left(\psi^{*}, \psi, \phi_{* n}, \phi_{n}, \mu_{n}, \mathcal{V}_{n}\right)+p_{n}\left(\psi^{*}, \psi\right)} \chi_{n} \tag{1.10.a}
\end{equation*}
$$

\]

Similarly, when $n=0$, application of the block spin transformation to the function $e^{\mathcal{A}_{0}} \chi_{0}$ leads to the integral

$$
\begin{equation*}
\frac{1}{N_{\mathbb{T}}^{(0)}}\left[\prod_{x \in \mathcal{X}_{0}} \int \frac{d \psi(x)^{*} \wedge d \psi(x)}{2 \pi i}\right] e^{-a L^{-2}\left\langle\theta_{*}-Q \psi^{*}, \theta-Q \psi\right\rangle_{-1}-A_{0}\left(\psi^{*}, \psi, \mu_{0}, \mathcal{V}_{0}\right)+\mathcal{R}_{0}\left(\psi^{*}, \psi\right)+\mathcal{E}_{0}\left(\psi^{*}, \psi\right)} \chi_{0} \tag{1.10.b}
\end{equation*}
$$

We compute the dominant contributions to the integrals (1.10.a,b) by a "stationary phase" type calculation. The first step is to calculate the approximate critical point of the integrand. In Proposition 1.15, below, and Proposition 3.4.a, we prove that the critical field equations ${ }^{7}$

$$
\begin{align*}
\nabla_{\psi_{*}}\left\{\frac{a}{L^{2}}\left\langle\theta_{*}-Q \psi_{*}, \theta-Q \psi\right\rangle_{-1}+A_{n}\left(\psi_{*}, \psi, \phi_{* n}, \phi_{n}, \mu_{n}, \mathcal{V}_{n}\right)\right\} & =0  \tag{1.11}\\
\nabla_{\psi}\left\{\frac{a}{L^{2}}\left\langle\theta_{*}-Q \psi_{*}, \theta-Q \psi\right\rangle_{-1}+A_{n}\left(\psi_{*}, \psi, \phi_{* n}, \phi_{n}, \mu_{n}, \mathcal{V}_{n}\right)\right\} & =0
\end{align*}
$$

have a solution

$$
\psi_{* n}\left(\theta_{*}, \theta, \mu_{n}, \mathcal{V}_{n}\right), \quad \psi_{n}\left(\theta_{*}, \theta, \mu_{n}, \mathcal{V}_{n}\right)
$$

for $\left(\theta_{*}, \theta\right)$ in a neighbourhood of the origin in $\mathcal{H}_{-1}^{(n+1)} \times \mathcal{H}_{-1}^{(n+1)}$.

[^6]Typically, $\psi_{* n}\left(\theta_{*}, \theta, \mu_{n}, \mathcal{V}_{n}\right)$ is not the complex conjugate of $\psi_{n}\left(\theta_{*}, \theta, \mu_{n}, \mathcal{V}_{n}\right)$, even when $\theta_{*}=\theta^{*}$. Therefore we consider the integral (1.10) as the integral of the holomorphic differential form

$$
\begin{equation*}
\frac{1}{N_{\mathbb{T}}^{(n)}} e^{-a L^{-2}\left\langle\theta_{*}-Q \psi_{*}, \theta-Q \psi\right\rangle_{-1}-A_{n}\left(\psi_{*}, \psi, \phi_{* n}, \phi_{n}, \mu_{n}, \mathcal{V}_{n}\right)+p_{n}\left(\psi_{*}, \psi\right)} \prod_{x \in \mathcal{X}_{0}^{(n)}} \frac{d \psi_{*}(x) \wedge d \psi(x)}{2 \pi i} \tag{1.12}
\end{equation*}
$$

over part of the real $2\left|\mathcal{X}_{0}^{(n)}\right|$-dimensional set $\left\{\left(\psi_{*}, \psi\right) \mid \psi_{*}=\psi^{*}\right\}$ in the complex space $\mathcal{H}_{0}^{(n)} \times \mathcal{H}_{0}^{(n)}$. The change of variables

$$
\begin{equation*}
\psi_{*}=\psi_{* n}\left(\theta_{*}, \theta, \mu_{n}, \mathcal{V}_{n}\right)+\delta \psi_{*} \quad \psi=\psi_{n}\left(\theta_{*}, \theta, \mu_{n}, \mathcal{V}_{n}\right)+\delta \psi \tag{1.13}
\end{equation*}
$$

maps the domain of integration to an appropriate subset, $I_{n}\left(\theta_{*}, \theta\right)$ of

$$
\left\{\left(\delta \psi_{*}, \delta \psi\right) \in \mathcal{H}_{0}^{(n)} \times \mathcal{H}_{0}^{(n)} \mid \delta \psi_{*}=\delta \psi^{*}+\psi_{n}\left(\theta_{*}, \theta, \mu_{n}, \mathcal{V}_{n}\right)^{*}-\psi_{* n}\left(\theta_{*}, \theta, \mu_{n}, \mathcal{V}_{n}\right)\right\}
$$

We write the integral (1.10) as

$$
\int_{I_{n}\left(\theta_{*}, \theta\right)} \tilde{\omega}_{n}
$$

where $\tilde{\omega}_{n}$ is the holomorphic differential form obtained from (1.12) through the substitution (1.13). The leading part of $\tilde{\omega}_{n}$ is $e^{-\left\langle\delta \psi_{*},\left(\frac{a}{L^{2}} Q^{*} Q+\Delta^{(n)}\right) \delta \psi\right\rangle} \prod_{x \in \mathcal{X}_{0}^{(n)}} \frac{d \delta \psi_{*}(x) \wedge d \delta \psi(x)}{2 \pi i}$ where

$$
\Delta^{(n)}=\left\{\begin{array}{ll}
\left(\mathbb{1}+\mathfrak{Q}_{n} Q_{n} D_{n}^{-1} Q_{n}^{*}\right)^{-1} \mathfrak{Q}_{n} & \text { if } n \geq 1  \tag{1.14}\\
D_{0} & \text { if } n=0
\end{array}\right\}: \mathcal{H}_{0}^{(n)} \rightarrow \mathcal{H}_{0}^{(n)}
$$

See Lemma 4.1 and [12, Lemma 12]. In [10, Corollary 4.5] we show that the operator $\left(\frac{a}{L^{2}} Q^{*} Q+\Delta^{(n)}\right)$ is invertible. To diagonalize the quadratic form in the resulting Gaussian integral, let $D^{(n)}$ be an operator square root of

$$
\begin{equation*}
C^{(n)}=\left(\frac{a}{L^{2}} Q^{*} Q+\Delta^{(n)}\right)^{-1} \tag{1.15}
\end{equation*}
$$

Denote by $\omega_{n}\left(\theta_{*}, \theta, \mu_{n} ; p_{n}\right)$ the differential form (in the fields $\zeta_{*}, \zeta$ on $\mathcal{X}_{0}^{(n)}$ ) obtained from $\tilde{\omega}_{n}$ through the second substitution

$$
\delta \psi_{*}=D^{(n) *} \zeta_{*} \quad \delta \psi=D^{(n)} \zeta
$$

Note, again, that $D^{(n) *}$ is the transpose of $D^{(n)}$. As in $[7],[6$, Appendix A] and $[8$, $\S 2.2 .1]$ we construct a $\left(2\left|\mathcal{X}_{0}^{(n)}\right|+1\right)$-dimensional set $\mathcal{Y}$ whose boundary consists of

- $\left\{\left(\zeta_{*}, \zeta\right) \mid\left(D^{(n) *} \zeta_{*}, D^{(n)} \zeta\right) \in I_{n}\left(\theta_{*}, \theta\right)\right\}$
- $B_{n}=\left\{\left(\zeta_{*}, \zeta\right)\left|\zeta_{*}=\zeta^{*},|\zeta(x)| \leq r_{n}\right.\right.$ for all $\left.x \in \mathcal{X}_{0}^{(n)}\right\}$
- components on which we would expect $\omega_{n}\left(\theta_{*}, \theta, \mu_{n} ; p_{n}\right)$ to be nonperturbatively small.
Here, $r_{n}$ behaves like one over a very small power of a norm of $\mathcal{V}_{n}$. See Definition 1.11.c. Applying Stokes Theorem to the holomorphic - and hence closed - differential form, we expect, as in part (c) of [8, §2.2.2], that the difference between $\mathbb{T}\left(e^{-A_{n}\left(\psi^{*}, \psi, \phi_{* n}, \phi_{n}, \mu_{n}, \mathcal{V}_{n}\right)+p_{n}\left(\psi^{*}, \psi\right)} \chi_{n}\right)$ and $\int_{B_{n}} \omega_{n}\left(\theta_{*}, \theta, \mu_{n} ; p_{n}\right)$ is nonperturbatively small. See [14, Step 3].

Definition 1.6 (Approximate Blockspin Transformation). Let $F\left(\psi_{*}, \psi\right)$ be an analytic function of complex valued fields $\psi_{*}, \psi$ on $\mathcal{X}_{0}^{(n)}$. The approximate blockspin transform at scale $n$ of $F$ (with respect to $q$, the constant $a>0$ and the radius $r_{n}$ and the chemical potential $\mu$ and quartic interaction $\mathcal{V}$ ) is

$$
\begin{aligned}
& \left(\mathbb{T}_{n}^{(S F)} F\right)\left(\theta_{*}, \theta ; \mu, \mathcal{V}\right) \\
& =\left.\frac{1}{\tilde{N}_{\mathbb{T}}^{(n)}}\left[\prod_{x \in \mathcal{X}_{0}^{(n)}} \int_{|\zeta(x)| \leq r_{n}} \frac{d \zeta(x)^{*} \wedge d \zeta(x)}{2 \pi i}\right] e^{-a L^{-2}\left\langle\theta_{*}-Q \psi_{*}, \theta-Q \psi\right\rangle_{-1}} F\left(\psi_{*}, \psi\right)\right|_{\substack{\psi_{*}=\psi_{*}(\theta, \theta, \theta, \mu, \mathcal{V})+D^{(n) * *} \\
\psi=\psi_{n}\left(\zeta_{*}, \theta, \mu, \nu\right)+D^{(n)} \zeta}}
\end{aligned}
$$

where $\tilde{N}_{\mathbb{T}}^{(n)}=\frac{1}{\operatorname{det} C^{(n)}} N_{\mathbb{T}}^{(n)}$.
As said above, we expect the difference between

$$
\mathbb{T}\left(e^{-A_{n}\left(\psi_{*}, \psi, \phi_{* n}, \phi_{n}, \mu_{n}, \mathcal{V}_{n}\right)+p_{n}\left(\psi_{*}, \psi\right)} \chi_{n}\right) \quad \text { and } \quad \mathbb{T}_{n}^{(S F)}\left(e^{-A_{n}\left(\psi_{*}, \psi, \phi_{* n}, \phi_{n}, \mu_{n}, \mathcal{V}_{n}\right)+p_{n}\left(\psi_{*}, \psi\right)}\right)
$$

to be nonperturbatively small.
Our main result, Theorem 1.17, is a representation for

$$
\begin{equation*}
\left(\left(\mathbb{S T}_{n-1}^{(S F)}\right) \circ\left(\mathbb{S T}_{n-2}^{(S F)}\right) \circ \cdots \circ\left(\mathbb{S T}_{0}^{(S F)}\right)\right)\left(e^{\mathcal{A}_{0}}\right) \tag{1.16}
\end{equation*}
$$

where the starting point $e^{\mathcal{A}_{0}}$ is the output (1.3) of the ultraviolet flow, and $n \leq n_{p}$.

### 1.3 The perturbative corrections

As said before, we shall show that, for $n \leq n_{p}$, (1.16) has a logarithm, whose dominant term is of the form $-A_{n}\left(\psi^{*}, \psi, \phi_{* n}, \phi_{n}, \mu_{n}, \mathcal{V}_{n}\right)$ with renormalized chemical
potential $\mu_{n}$ and a renormalized quartic interaction $\mathcal{V}_{n}$ close to $\mathcal{V}_{n}^{(u)}$. We will write the (perturbative) correction to it in the form

$$
\mathcal{R}_{n}\left(\phi_{* n}\left(\psi_{*}, \psi, \mu_{n}, \mathcal{V}_{n}\right), \phi_{n}\left(\psi_{*}, \psi, \mu_{n}, \mathcal{V}_{n}\right)\right)+\mathcal{E}_{n}\left(\psi_{*}, \psi\right)
$$

where $\phi_{* n}, \phi_{n}$ are the background fields of Definition 1.5, $\mathcal{R}_{n}\left(\phi_{*}, \phi\right)$ is a low degree polynomial in fields on the fine lattice $\mathcal{X}_{n}$, and $\mathcal{E}_{n}\left(\psi_{*}, \psi\right)$ is an analytic function on a neighborhood of the origin in $\mathcal{H}_{0}^{(n)} \times \mathcal{H}_{0}^{(n)}$. Some motivation for the need to distinguish between "high degree" and "low degree" monomials and for our choice of the particular form of the "low degree monomials" is provided in [13, Remark 5.4].

Remark 1.7. We choose to express the "low degree" parts, $A_{n}$ and $\mathcal{R}_{n}$, of the effective action as functions of the background field $\phi_{(*) n}$, which are in turn functions of $\psi_{(*)}$, rather than directly as functions of $\psi_{(*)}$. Here is a brief motivation. During the course of each renormalization group step we perform an integral over $\psi$. To do so, we make the change of variables, $\psi=\psi_{n}+\delta \psi$, (see (1.13) ), where $\psi_{n}$ is a critical field. The leading part of the critical field is a linear operator, which is not particularly small, acting on the field " $\psi$ of the next scale" (which is a scaled version of $\theta$ ). See Proposition 1.15, below. If we simply substitute this leading part into a monomial in $\psi_{(*)}$ of degree $p$, we again get a monomial of degree $p$, but our bound on the kernel of the monomial can grow because of the linear operator. On the other hand if we substitute the full critical field into a monomial in $\phi_{(*) n}\left(\psi_{*}, \psi\right)$, we get, by the composition law Proposition 3.4, followed by the appropriate scaling, the monomial in $\phi_{(*) n+1}\left(\psi_{*}, \psi\right)$ with the identical kernel.

On the other hand, we choose to express the "high degree" part, $\mathcal{E}_{n}$, of the effective action directly as a function of $\psi_{(*)}$. If we were to express it, instead, through the background field $\phi_{(*) n}$, it would be defined on the fine lattice $\mathcal{X}_{n}$ but would only be translation invariant with respect to the unit sublattice $\mathcal{X}_{0}^{(n)}$. This would complicate the process of localization and renormalization.

The functions $\mathcal{E}_{n}\left(\psi_{*}, \psi\right)$ and $\mathcal{R}_{n}\left(\phi_{*}, \phi\right)$ will depend on the fields in their arguments both directly and through partial derivatives of the fields. To make this precise, we write

$$
\begin{equation*}
\tilde{\mathcal{H}}_{j}^{(n)}=\left\{\tilde{\alpha}=\left(\alpha,\left\{\alpha_{\nu}\right\}_{\nu=0,1,2,3}\right) \mid \alpha, \alpha_{\nu} \in \mathcal{H}_{j}^{(n)}\right\} \tag{1.17}
\end{equation*}
$$

We shall write

$$
\mathcal{E}_{n}\left(\psi_{*}, \psi\right)=\tilde{\mathcal{E}}_{n}\left(\left(\psi_{*},\left\{\partial_{\nu} \psi_{*}\right\}\right),\left(\psi,\left\{\partial_{\nu} \psi\right\}\right)\right)
$$

with an analytic function $\tilde{\mathcal{E}}_{n}$ on a neighbourhood of the origin in $\tilde{\mathcal{H}}_{0}^{(n)} \times \tilde{\mathcal{H}}_{0}^{(n)}$. In the next subsection we describe how we measure the size of $\tilde{\mathcal{E}}_{n}$. Similarly we shall write

$$
\mathcal{R}_{n}\left(\phi_{*}, \phi\right)=\tilde{\mathcal{R}}_{n}\left(\left(\phi_{*},\left\{\partial_{\nu} \phi_{*}\right\}\right),\left(\phi,\left\{\partial_{\nu} \phi\right\}\right)\right)
$$

with a polynomial $\tilde{\mathcal{R}}_{n}$ on $\tilde{\mathcal{H}}_{n}^{(0)} \times \tilde{\mathcal{H}}_{n}^{(0)}$. Here, for a field $\alpha$ on $\mathcal{X}_{j}^{(n)}$ and $\nu=0,1,2,3$ we define the forward derivative by

$$
\left(\partial_{\nu} \alpha\right)(x)= \begin{cases}L^{2 j}\left(\alpha\left(x+\frac{1}{L^{2 j}} e_{0}\right)-\alpha(x)\right) & \text { if } \nu=0 \\ L^{j}\left(\alpha\left(x+\frac{1}{L^{j}} e_{\nu}\right)-\alpha(x)\right) & \text { if } \nu=1,2,3\end{cases}
$$

where $e_{\nu}$ is a unit vector in the $\nu^{\text {th }}$ direction. To make this precise we use the
Definition 1.8 (Monomial type). For a vector $\vec{p}=\left(p_{u}, p_{0}, p_{\mathrm{sp}}\right)$ of nonnegative integers, a monomial of type $\vec{p}$ in the fields $\tilde{\alpha}_{*}, \tilde{\alpha} \in \tilde{\mathcal{H}}_{j}^{(n-j)}$ is a function of the form

$$
\int_{\mathcal{X}_{j}^{(n-j)}} d u_{1} \cdots d u_{p} M\left(u_{1}, \cdots, u_{p}\right) \prod_{\ell=1}^{p} \alpha_{\sigma_{\ell}}\left(u_{\ell}\right)
$$

where each $\alpha_{\sigma_{\ell}}$ is one of $\alpha_{*}, \alpha,\left\{\alpha_{* \nu}, \alpha_{\nu}\right\}_{\nu=0}^{3}$ but with

- the number of $\alpha_{\sigma_{\ell}}$ 's that are $\alpha_{*}$ or $\alpha$ being $p_{u}$ and
- the number of $\alpha_{\sigma_{\ell}}$ 's that are $\alpha_{* 0}$ or $\alpha_{0}$ being $p_{0}$ and
- the number of $\alpha_{\sigma_{\ell}}$ 's that are $\alpha_{* \nu}$ or $\alpha_{\nu}$ for some $1 \leq \nu \leq 3$ being $p_{\mathrm{sp}}$.

In the monomial above there are $p_{u}$ undifferentiated fields, $p_{0}$ fields corresponding to time derivatives and $p_{\text {sp }}$ fields corresponding to space derivatives. The subscript $u$ stands for "undifferentiated" and the subscript sp stands for "spatial".
A polynomial of type $\vec{p}$ is a sum of monomials of type $\vec{p}$.
$\tilde{\mathcal{R}}_{n}$ will be a sum, over $\vec{p} \in \mathfrak{D}$, of polynomials, $\tilde{\mathcal{R}}_{n}^{(\vec{p})}$, of type $\vec{p}$ in the fields $\tilde{\phi}_{*}, \tilde{\phi} \in \tilde{\mathcal{H}}_{n}^{(0)}$ where

$$
\begin{equation*}
\mathfrak{D}=\{(1,1,0),(0,1,1),(0,0,2),(6,0,0)\} \tag{1.18}
\end{equation*}
$$

The motivation for this choice of $\mathfrak{D}$ is provided in [13, Remark 5.4].
In the next subsection we describe how we measure the size of the kernels in this representation.

### 1.4 Norms for measuring the size of the perturbative corrections

Let $\mathcal{X}$ be any lattice that is equipped with a metric $d$ and a "cell volume" vol. As an example, the lattice $\mathcal{X}_{j}^{(n-j)}$ has vol $=\frac{1}{L^{5 j}}$. The following Definition describes how we measure the size of the kernels $R_{n}^{(\vec{p})}$ as above.

Definition 1.9. Let $f\left(u_{1}, \cdots, u_{r}\right)$ be a function on $\mathcal{X}^{r}$. For a mass $\mathfrak{m} \geq 0$ we set

$$
\|f\|_{\mathfrak{m}}=\max _{i=1 \cdots, r} \max _{u_{i}} \int d u_{1} \cdots d u_{i-1} d u_{i+1} \cdots d u_{r}\left|f\left(u_{1}, \cdots, u_{r}\right)\right| e^{\mathfrak{m} \tau\left(u_{1}, \cdots, u_{r}\right)}
$$

where the tree length $\tau\left(u_{1}, \cdots, u_{r}\right)$ is the minimal length of a tree in $\mathcal{X}$ that has $u_{1}, \cdots, u_{r}$ among its vertices, and $\int d u g(u)=\operatorname{vol} \sum_{u \in \mathcal{X}} g(u)$.

As in [22], our perturbative corrections are analytic functions of the fields. The following definitions describe how we measure the size of complex valued analytic functions of fields, like $\mathcal{E}_{n}\left(\psi_{*}, \psi\right)$ and $\tilde{\mathcal{E}}_{n}\left(\left(\psi_{*},\left\{\psi_{* \nu}\right\}\right),\left(\psi,\left\{\psi_{\nu}\right\}\right)\right)$. The norms in the following definition are special cases of the norms in [5, Definition 2.6].

## Definition 1.10.

(a) For a field $\alpha$ on $\mathcal{X}$ and $\vec{x}=\left(x_{1}, \cdots, x_{r}\right) \in \mathcal{X}^{r}$ we set $\alpha(\vec{x})=\prod_{i=1}^{r} \alpha\left(x_{i}\right)$.
(b) A power series $\mathcal{F}$ in the fields $\alpha_{1}, \cdots, \alpha_{s}$, on $\mathcal{X}$ has a unique expansion

$$
\mathcal{F}\left(\alpha_{1}, \cdots, \alpha_{s}\right)=\sum_{r_{1}, \cdots, r_{s} \geq 0} \operatorname{vol}^{r_{1}+\cdots+r_{s}} \sum_{\substack{\vec{x}_{i} \in \mathcal{X}^{r_{i}} \\ 1 \leq i \leq s}} f_{r_{1}, \cdots, r_{s}}\left(\vec{x}_{1}, \cdots, \vec{x}_{s}\right) \prod_{i=1}^{s} \alpha_{i}\left(\vec{x}_{i}\right)
$$

where the coefficients $f\left(\vec{x}_{1}, \cdots, \vec{x}_{s}\right)$ are invariant under permutations of the components of each vector $\vec{x}_{i}$.
(c) For each choice of "weights" $\kappa_{1}, \cdots, \kappa_{s}>0$, for the fields $\alpha_{1}, \cdots, \alpha_{s}$, we define the norm of $\mathcal{F}$ with mass $\mathfrak{m}$ and weights $\kappa_{1}, \cdots, \kappa_{s}>0$ to be

$$
\sum_{r_{1}, \cdots, r_{s} \geq 0}\left\|f_{r_{1}, \cdots, r_{s}}\left(\vec{x}_{1}, \cdots, \vec{x}_{s}\right)\right\|_{\mathfrak{m}} \prod_{i=1}^{s} \kappa_{i}^{r_{i}}
$$

Similarly, Definition A. 3 describes how we measure the size of analytic maps like the background field map $\left(\psi_{*}, \psi\right) \mapsto \phi_{n}\left(\psi_{*}, \psi, \mu_{n}, \mathcal{V}_{n}\right)$.

### 1.5 The Starting Point Setup

We shall state our results in terms of an abstraction of the output of the temporal ultraviolet limit outlined following (1.3) and (1.4). We assume that we are given a mass $m>0$, positive odd integers $L_{\mathrm{tp}}$ and $L_{\mathrm{sp}}$, a small real number $\epsilon>0$, and

- a kinetic energy operator

$$
\mathbf{h}_{0}=\nabla^{*} \mathbf{H} \nabla
$$

where $\mathbf{H}$ is a real, translation invariant, reflection invariant, strictly positive definite operator on the space, $L^{2}\left(\left(\mathbb{Z}^{3}\right)^{*}\right)$, of functions on the set, $\left(\mathbb{Z}^{3}\right)^{*}$, of nearest neighbor bonds of the lattice $\mathbb{Z}^{3}$. The operator $\nabla: L^{2}\left(\mathbb{Z}^{3}\right) \rightarrow L^{2}\left(\left(\mathbb{Z}^{3}\right)^{*}\right)$ is given by

$$
(\nabla f)(\langle\mathbf{x}, \mathbf{y}\rangle)=f(\mathbf{y})-f(\mathbf{x})
$$

We assume that the kernel of $\mathbf{H}$ is exponentially decaying with $\left\|\mathbf{h}_{0}\right\|_{2 m}$ finite.

- a kernel $\mathbf{V}_{0}\left(x_{1}, x_{2}, x_{3}, x_{4}\right)$ on $\left(\left(\mathbb{Z} / L_{\mathrm{tp}} \mathbb{Z}\right) \times \mathbb{Z}^{3}\right)^{4}$ that is invariant under $x_{1} \leftrightarrow x_{3}$ and under $x_{2} \leftrightarrow x_{4}$ and under the symmetry group $\mathfrak{S}$ of Definition B.1. We assume that its average

$$
\mathrm{v}_{0}=\sum_{x_{2}, x_{3}, x_{4} \in \mathbb{Z}^{3}} \mathbf{V}_{0}\left(0, x_{2}, x_{3}, x_{4}\right)>0 \quad \text { and } \quad \mathfrak{v}_{0}=2\left\|\mathbf{V}_{0}\right\|_{2 m}
$$

are sufficiently small.

- a real chemical potential $\mu_{0}$ obeying

$$
\mu_{*}+\mathfrak{v}_{0}^{\frac{4}{3}-16 \epsilon} \leq \mu_{0} \leq \mathfrak{v}_{0}^{\frac{8}{9}+\epsilon}
$$

where ${ }^{8}$

$$
\begin{equation*}
\mu_{*}=2 \int_{\left(\left(\mathbb{Z} / L_{\mathrm{t} \mathbb{Z}} \mathbb{Z}\right) \times \mathbb{Z}^{3}\right)^{3}} d x_{1} \cdots d x_{3} \mathbf{V}_{0}\left(0, x_{1}, x_{2}, x_{3}\right) \mathbf{D}_{0}^{-1}\left(x_{3}, 0\right) \tag{1.19}
\end{equation*}
$$

with $\mathbf{D}_{0}=\mathbb{1}-e^{-\mathbf{h}_{0}}-e^{-\mathbf{h}_{0}} \partial_{0}$.
The periodized versions, on the lattice $\mathcal{X}_{0}=\left(\mathbb{Z} \times \mathbb{Z}^{3}\right) /\left(L_{\mathrm{tp}} \mathbb{Z} \times L_{\mathrm{sp}} \mathbb{Z}^{3}\right)$, of $\mathbf{h}_{0}, \mathbf{V}_{0}$, $\mathbf{D}_{0}$ are denoted $h_{0}, V_{0}$ and $D_{0}$, respectively. We also assume that we are given

- an S invariant polynomial $\tilde{\mathcal{R}}_{0}\left(\tilde{\psi}_{*}, \tilde{\psi}\right)=\sum_{\vec{p} \in \mathfrak{Q}} \tilde{\mathcal{R}}_{0}^{(\vec{p})}\left(\tilde{\psi}_{*}, \tilde{\psi}\right)$ on $\tilde{\mathcal{H}}_{0} \times \tilde{\mathcal{H}}_{0}$. Each $\tilde{\mathcal{R}}_{0}^{(\vec{p})}$ is a polynomial of type $\vec{p}$ with a real valued kernel $^{9}$ that obeys the bound

$$
\left\|\tilde{\mathcal{R}}_{0}^{(\vec{p})}\right\|_{m} \leq \mathfrak{r}_{\vec{p}}(0)= \begin{cases}\mathfrak{v}_{0}^{2-\epsilon} & \text { if } \vec{p}=(6,0,0) \\ \mathfrak{v}_{0}^{1-4 \epsilon} & \text { otherwise }\end{cases}
$$

- $\mathcal{E}_{0}\left(\psi_{*}, \psi\right)$ is an $\mathfrak{S}$ invariant, particle-number preserving function with real valued kernels and with $\mathcal{E}_{0}(0,0)=0$, that

[^7]- is of degree at least four both in $\psi_{*}$ and in $\psi$, and
- whose norm

$$
\left\|\mathcal{E}_{0}\right\|^{(0)} \leq \mathfrak{v}_{0}^{\epsilon}
$$

where $\|\cdot\|^{(0)}$ is the norm with mass $m$ which associates the weight $\kappa(0)=\frac{1}{\mathfrak{v}_{0}^{1 / 3-\epsilon}}$ to the fields $\psi_{*}, \psi$.
We set

$$
\begin{equation*}
\mathcal{A}_{0}\left(\psi_{*}, \psi\right)=-\left\langle\psi_{*}, D_{0} \psi\right\rangle_{0}-\mathcal{V}_{0}\left(\psi_{*}, \psi\right)+\mu_{0}\left\langle\psi_{*}, \psi\right\rangle_{0}+\mathcal{R}_{0}\left(\psi_{*}, \psi\right)+\mathcal{E}_{0}\left(\psi_{*}, \psi\right) \tag{1.20}
\end{equation*}
$$

where

$$
\begin{aligned}
\mathcal{V}_{0}\left(\psi_{*}, \psi\right) & =\frac{1}{2} \int_{\mathcal{X}_{0}^{4}} d x_{1} \cdots d x_{4} V_{0}\left(x_{1}, x_{2}, x_{3}, x_{4}\right) \psi_{*}\left(x_{1}\right) \psi\left(x_{2}\right) \psi_{*}\left(x_{3}\right) \psi\left(x_{4}\right) \\
\mathcal{R}_{0}\left(\psi_{*}, \psi\right) & =\tilde{\mathcal{R}}_{0}\left(\left(\psi_{*},\left\{\partial_{\nu} \psi_{*}\right\}\right),\left(\psi,\left\{\partial_{\nu} \psi\right\}\right)\right)
\end{aligned}
$$

Under reasonable conditions on the various parameters, the small field part of the output of the temporal ultraviolet limit, described following (1.2), satisfies these conditions. This is stated in more detail and proven in Corollary D.3.

### 1.6 The main results

We start by defining a number of parameters that will be used in the statement of the main results.

## Definition 1.11.

(a) Set

$$
\begin{array}{lll}
\kappa(n)=\frac{L^{\eta n}}{\mathfrak{v}_{0}^{1 / 3-\epsilon}} & \text { with } & \eta=\frac{1}{2}+\frac{1}{3} \frac{\log \mathfrak{v}_{0}}{\log \left(\mu_{0}-\mu_{*}\right)} \\
\kappa^{\prime}(n)=\frac{L^{\eta^{\prime} n}}{\mathfrak{v}_{0}^{1 / 3-\epsilon}} & \text { with } & \eta^{\prime}=\frac{3}{2}-\frac{\log \mathfrak{v}_{0}}{\log \left(\mu_{0}-\mu_{*}\right)}-\epsilon \\
\mathfrak{e}_{\mathfrak{l}}(n)=L^{\eta l n} \mathfrak{v}_{0}^{\frac{1}{3}-2 \epsilon} & \text { with } & \eta_{l}=\left(\frac{2}{3}-4 \epsilon\right) \frac{\log \mathfrak{v}_{0}}{\log \left(\mu_{0}-\mu_{*}\right)}
\end{array}
$$

With the notation of Definition 1.10, we define the norm $\|\tilde{\mathcal{E}}\|^{(n)}$, of an analytic function $\tilde{\mathcal{E}}\left(\tilde{\psi}_{*}, \tilde{\psi}\right)$, as the norm with mass $m$ which associates the weight $\kappa(n)$ to the fields $\psi_{*}, \psi$, and the weight $\kappa^{\prime}(n)$ to the fields $\psi_{\nu *}, \psi_{\nu}, \nu=0, \cdots, 3$. Similarly, we define $\|\tilde{\mathcal{E}}\|_{m}$ as the norm with mass $m$ which associates the weight 1 to all fields. The parameter $\mathfrak{e}_{1}(n)$ will be used as an upper bound on the size of the output of the fluctuation integral in the $n^{\text {th }}$ step.
(b) The number of steps we perform in this paper, using the "parabolic flow", is the largest integer $n_{p}$ such that

$$
L^{2 n_{p}}\left(\mu_{0}-\mu_{*}\right) \leq\left(\frac{\mathfrak{v}_{0}}{L^{n_{p}}}\right)^{5 \epsilon} \Longleftrightarrow L^{(2+5 \epsilon) n_{p}}\left(\mu_{0}-\mu_{*}\right) \leq \mathfrak{v}_{0}^{5 \epsilon}
$$

(c) For the radius of integration of the fluctuation variables in Definition 1.6, we choose

$$
r_{n}=\frac{1}{4} \kappa_{\mathfrak{l}}(n+1) \quad \text { where } \kappa_{\mathfrak{l}}(n)=\left(\frac{L^{n}}{\mathfrak{v}_{0}}\right)^{\epsilon / 2}
$$

(d) To specify the averaging profile $q$ of Definition 1.1.a we fix ${ }^{10}$ a (small) even natural number $\mathfrak{q} \geq 4$ and denote by $1_{\mathfrak{q}}(x)$ the characteristic function of the rectangle $\left[-\frac{L^{2}-1}{2}, \frac{L^{2}-1}{2}\right] \times\left[-\frac{L-1}{2}, \frac{L-1}{2}\right]^{3}$ in $\mathbb{Z} \times \mathbb{Z}^{3}$. Set

$$
q=\frac{1}{L^{5 q}} \overbrace{1_{\mathrm{a}} * 1_{\mathrm{a}} * \cdots * 1_{\mathrm{a}}}^{\mathrm{q} \text { times }}
$$

to be the convolution of $1_{\mathfrak{q}}$ with itself $\mathfrak{q}$ times, normalized to have integral one. Properties of $q$ are discussed in $[10, \S 2]$.
Remark 1.12. By construction

$$
\frac{3}{4}+8 \epsilon<\frac{\log \mathfrak{v}_{0}}{\log \left(\mu_{0}-\mu_{*}\right)}<\frac{9}{8}-\epsilon \quad \frac{3}{4}+2 \epsilon<\eta<\frac{7}{8}-\frac{\epsilon}{3} \quad \frac{3}{8}<\eta^{\prime}<\frac{3}{4}-8 \epsilon
$$

Also, by Definition 1.11.b and the condition $\mu_{0}-\mu_{*} \geq \mathfrak{v}_{0}^{\frac{4}{3}-16 \epsilon}$ of $\S 1.5$,

$$
L^{n_{p}} \leq \frac{1}{\mathfrak{v}_{0}^{\frac{2}{2}-8 \epsilon}}
$$

For the approximate block spin transformations to be well defined, we need to make sure that the background fields of Definition 1.5.c and the critical fields of (1.11) are defined for small fields. The main technical work here is to show that the linearized equations for the background field (see [12, Definition 3.a and ( $\left.\left.1^{\prime}\right)\right]$ ) are solvable. This is guaranteed by
Theorem 1.13 (Green's Functions). There are constants $\mu_{\mathrm{up}}, m_{0}>0$ and $\Gamma_{\mathrm{op}}$, that are independent of $n$ and $L$, such that the following hold. Let $0 \leq n \leq n_{p}$, $0 \leq m \leq \frac{m_{0}}{2}$ and $|\mu| \leq \mu_{\mathrm{up}}$. The operators $D_{n}+Q_{n}^{*} \mathfrak{Q}_{n} Q_{n}$ and $D_{n}+Q_{n}^{*} \mathfrak{Q}_{n} Q_{n}-\mu$ on $\mathcal{H}_{0}^{(n)}$ are invertible. We set

$$
S_{n}=\left(D_{n}+Q_{n}^{*} \mathfrak{Q}_{n} Q_{n}\right)^{-1} \quad S_{n}(\mu)=\left(D_{n}+Q_{n}^{*} \mathfrak{Q}_{n} Q_{n}-\mu\right)^{-1}
$$

Then

$$
\left\|S_{n}\right\|_{2 m},\left\|S_{n}(\mu)\right\|_{2 m} \leq \Gamma_{\mathrm{op}}
$$

[^8]This theorem is proven in [10, Proposition 5.1].
Proposition 1.14 (Background fields). Let $1 \leq n \leq n_{p}$. Let $\mu$ be a complex number and $\mathcal{V}\left(\phi_{*}, \phi\right)$ be a quartic monomial with $\|\mathcal{V}\|_{2 m} \kappa(n)^{2}+|\mu|$ sufficiently small. Then there are analytic maps

$$
\left(\psi_{*}, \psi\right) \mapsto \phi_{* n}\left(\psi_{*}, \psi, \mu, \mathcal{V}\right), \phi_{n}\left(\psi_{*}, \psi, \mu, \mathcal{V}\right)
$$

to $\mathcal{H}_{n}$, that are defined for all $\left(\psi_{*}, \psi\right) \in \mathcal{H}_{0}^{(n)} \times \mathcal{H}_{0}^{(n)}$ obeying $\left|\psi_{*}(x)\right|,|\psi(x)| \leq \kappa(n)$ for all $x \in \mathcal{X}_{0}^{(n)}$, and that fulfill the background field equations

$$
\frac{\partial}{\partial \phi_{*}} A_{n}\left(\psi_{*}, \psi, \phi_{*}, \phi, \mu, \mathcal{V}\right)=\frac{\partial}{\partial \phi} A_{n}\left(\psi_{*}, \psi, \phi_{*}, \phi, \mu, \mathcal{V}\right)=0
$$

Furthermore

$$
\begin{aligned}
\phi_{* n}\left(\psi_{*}, \psi, \mu, \mathcal{V}\right) & =S_{n}(\mu)^{*} Q_{n}^{*} \mathfrak{Q}_{n} \psi_{*}+\phi_{* n}^{(\geq 3)}\left(\psi_{*}, \psi, \mu, \mathcal{V}\right) \\
\phi_{n}\left(\psi_{*}, \psi, \mu, \mathcal{V}\right) & =S_{n}(\mu) Q_{n}^{*} \mathfrak{Q}_{n} \psi+\phi_{n}^{(\geq 3)}\left(\psi_{*}, \psi, \mu, \mathcal{V}\right)
\end{aligned}
$$

with analytic maps $\phi_{* n}^{(\geq 3)}$ and $\phi_{n}^{(\geq 3)}$ that are of degree at least three in $\left(\psi_{*}, \psi\right)$.
This Proposition, with more details and bounds, is proven in [15, Proposition 2.1], using a contraction mapping argument.

Proposition 1.15 (Critical fields). Let $0 \leq n<n_{p}$. Let $\mu$ be a complex number and $\mathcal{V}\left(\phi_{*}, \phi\right)$ be a quartic monomial with $\|\mathcal{V}\|_{2 m} \kappa(n+1)^{2}+|\mu|$ sufficiently small. Then there are analytic maps

$$
\left(\theta_{*}, \theta\right) \mapsto \psi_{* n}\left(\theta_{*}, \theta, \mu, \mathcal{V}\right), \psi_{n}\left(\theta_{*}, \theta, \mu, \mathcal{V}\right)
$$

to $\mathcal{H}_{0}^{(n)}$, that are defined for all $\left(\theta_{*}, \theta\right) \in \mathcal{H}_{-1}^{(n+1)} \times \mathcal{H}_{-1}^{(n+1)}$ obeying $\left|\theta_{*}(y)\right|,|\theta(y)|<$ $\frac{\kappa(n+1)}{L^{3 / 2}}$ for all $y \in \mathcal{X}_{-1}^{(n+1)}$, and that fulfill the the critical field equations

$$
\left.\begin{array}{r}
\nabla_{\psi_{*}}\left\{\frac{a}{L^{2}}\left\langle\theta_{*}-Q \psi_{*}, \theta-Q \psi\right\rangle_{-1}+\left.A_{n}\left(\psi_{*}, \psi, \phi_{*}, \phi, \mu, \mathcal{V}\right)\right|_{\phi_{(*)}=\phi_{(*) n}\left(\psi_{*}, \psi, \mu, \mathcal{V}\right)}\right\}=0 \\
\nabla_{\psi}\left\{\frac{a}{L^{2}}\left\langle\theta_{*}-Q \psi_{*}, \theta-Q \psi\right\rangle_{-1}+\left.A_{n}\left(\psi_{*}, \psi, \phi_{*}, \phi, \mu, \mathcal{V}\right)\right|_{\phi_{(*)}=\phi_{(*) n}\left(\psi_{*}, \psi, \mu, \mathcal{V}\right)}\right\}=0
\end{array}\right\} \text { if } n \geq 1
$$

Furthermore

$$
\begin{aligned}
\psi_{* n}\left(\theta_{*}, \theta, \mu, \mathcal{V}\right) & =\frac{a}{L^{2}} C^{(n)}(\mu)^{*} Q^{*} \theta_{*}+\psi_{* n}^{(\geq 3)}\left(\theta_{*}, \theta, \mu, \mathcal{V}\right) \\
\psi_{n}\left(\theta_{*}, \theta, \mu, \mathcal{V}\right) & =\frac{a}{L^{2}} C^{(n)}(\mu) Q^{*} \theta+\psi_{n}^{(\geq 3)}\left(\theta_{*}, \theta, \mu, \mathcal{V}\right)
\end{aligned}
$$

where ${ }^{11}$

$$
\begin{aligned}
C^{(n)}(\mu) & =\left(\frac{a}{L^{2}} Q^{*} Q+\Delta^{(n)}(\mu)\right)^{-1} \\
\Delta^{(n)}(\mu) & = \begin{cases}\mathfrak{Q}_{n}-\mathfrak{Q}_{n} Q_{n} S_{n}(\mu) Q_{n}^{*} \mathfrak{Q}_{n} & \text { if } n \geq 1 \\
D_{0}-\mu & \text { if } n=0\end{cases}
\end{aligned}
$$

are well defined operators. Both $\psi_{* n}^{(\geq 3)}$ and $\psi_{n}^{(\geq 3)}$ are of degree at least three in $\left(\theta_{*}, \theta\right)$.
This Proposition, with more details and bounds, is proven in Proposition 3.4 and [15, Proposition 5.1and Remark 5.3].

Definition 1.16. The "scaling/weight relevant" monomials are those of type

$$
\begin{aligned}
\vec{p} \in \mathfrak{D}_{\text {rel }} & =\mathfrak{D} \cup\{(2,0,0),(1,0,1),(3,0,1),(4,0,0)\} \\
& =\{(2,0,0),(1,1,0),(1,0,1),(0,1,1),(0,0,2),(4,0,0),(3,0,1),(6,0,0)\}
\end{aligned}
$$

The motivation for this choice of $\mathfrak{D}_{\text {rel }}$ is provided in [13, Remark 5.4].
Theorem 1.17. Assume that the parameter $\epsilon$ of $\S 1.5$ is sufficiently small, that the parameter $L$ of Definition 1.1 is sufficiently large, and that $\mathfrak{v}_{0}$ is sufficiently small, depending on $\epsilon$ and $L$. There exists, for each $1 \leq n \leq n_{p}$,

- a number $\mu_{n}$ with $\left|\mu_{n}-L^{2 n}\left(\mu_{0}-\mu_{*}\right)\right| \leq \mathfrak{v}_{0}^{1-\epsilon}+L^{2 n} \mathfrak{v}_{0}^{\frac{4}{3}-15 \epsilon}$
- a quartic interaction $\mathcal{V}_{n}\left(\phi_{*}, \phi\right)$ with $\left\|\mathcal{V}_{n}-\mathcal{V}_{n}^{(u)}\right\|_{2 m} \leq \frac{1}{L^{n}} \mathfrak{v}_{0}^{\frac{5}{3}-7 \epsilon}$
- a $\mathfrak{S}$ invariant polynomial $\tilde{\mathcal{R}}_{n}\left(\tilde{\phi}_{*}, \tilde{\phi}\right)=\sum_{\vec{p} \in \mathfrak{Q}} \tilde{\mathcal{R}}_{n}^{(\vec{p})}\left(\tilde{\phi}_{*}, \tilde{\phi}\right)$ on $\tilde{\mathcal{H}}_{n} \times \tilde{\mathcal{H}}_{n}$. Each $\tilde{\mathcal{R}}_{n}^{(\vec{p})}$ is a polynomial of type $\vec{p}$ that obeys the bound

$$
\left\|\tilde{\mathcal{R}}_{n}^{(\vec{p})}\right\|_{m} \leq \begin{cases}\mathfrak{v}_{0}^{2-6 \epsilon} L^{-4 n} & \text { if } \vec{p}=(6,0,0) \\ \mathfrak{v}_{0}^{1-6 \epsilon} & \text { if } \vec{p}=(1,1,0),(0,1,1),(0,0,2)\end{cases}
$$

- an $\mathfrak{S}$ invariant analytic function $\tilde{\mathcal{E}}_{n}\left(\tilde{\psi}_{*}, \tilde{\psi}\right)$ with $\tilde{\mathcal{E}}_{n}(0,0)=0$, whose power series expansion does not contain scaling/weight relevant monomials and which has norm

$$
\left\|\tilde{\mathcal{E}}_{n}\right\|^{(n)} \leq \mathfrak{v}_{0}^{\epsilon}
$$

- and a normalization constant $\mathcal{Z}_{n}$

[^9]such that
\[

$$
\begin{aligned}
\left(\left(\mathbb{S T}_{n-1}^{(S F)}\right) \circ\right. & \left.\left(\mathbb{S T}_{n-2}^{(S F)}\right) \circ \cdots \circ\left(\mathbb{S T}_{0}^{(S F)}\right)\right)\left(e^{\mathcal{A}_{0}}\right) \\
& =\frac{1}{\mathcal{Z}_{n}} \exp \left\{-A_{n}\left(\psi_{*}, \psi, \phi_{* n}, \phi_{n}, \mu_{n}, \mathcal{V}_{n}\right)+\mathcal{R}_{n}\left(\phi_{* n}, \phi_{n}\right)+\mathcal{E}_{n}\left(\psi_{*}, \psi\right)\right\}
\end{aligned}
$$
\]

with the $A_{n}$ and the background fields

$$
\phi_{* n}=\phi_{* n}\left(\psi_{*}, \psi, \mu_{n}, \mathcal{V}_{n}\right) \quad \phi_{n}=\phi_{n}\left(\psi_{*}, \psi, \mu_{n}, \mathcal{V}_{n}\right)
$$

as in Definition 1.5, and

$$
\begin{aligned}
\mathcal{R}_{n}\left(\phi_{*}, \phi\right) & =\tilde{\mathcal{R}}_{n}\left(\left(\phi_{*},\left\{\partial_{\nu} \phi_{*}\right\}\right),\left(\phi,\left\{\partial_{\nu} \phi\right\}\right)\right) \\
\mathcal{E}_{n}\left(\psi_{*}, \psi\right) & =\tilde{\mathcal{E}}_{n}\left(\left(\psi_{*},\left\{\partial_{\nu} \psi_{*}\right\}\right),\left(\psi,\left\{\partial_{\nu} \psi\right\}\right)\right)
\end{aligned}
$$

Here, for each $0 \leq j \leq n-1, \mathbb{T}_{j}^{(S F)}$ is the approximate block spin transformation of Definition 1.6 with chemical potential $\mu=\mu_{j}$ and quartic interaction $\mathcal{V}_{j}$.
Remark 1.18. Theorem 1.17 will be proven by induction on $n$. The proof runs over $\S 4-[13, \S 6]$, and is completed at the end of $[13, \S 6]$. In the inductive proof for the estimates on $\mu_{n}, \mathcal{V}_{n}$ and $\tilde{\mathcal{R}}_{n}$, we will prove slightly stronger estimates that are more suited for the induction. Set $\mu_{0}^{*}=\mu_{0}$ and, for $n \geq 1$,

$$
\mu_{n}^{*}=L^{2 n} \mu_{0}-\frac{2}{\left|\mathcal{X}_{0}^{(n)}\right|} \int_{\mathcal{X}_{n}^{4}} d u_{1} \cdots d u_{4} V_{n}^{(u)}\left(u_{1}, u_{2}, u_{3}, u_{4}\right) S_{n}\left(u_{4}, u_{1}\right)
$$

Then we will show that there are constants $C_{\delta \mathcal{V}}$ and $C_{\mathcal{R}}$ such that, for all $0 \leq n \leq n_{p}$,

$$
\begin{align*}
\left|\mu_{n}-\mu_{n}^{*}\right| & \leq L^{2 n} \mathfrak{v}_{0}^{1-8 \epsilon} \sum_{\ell=1}^{n} \frac{1}{L^{(2-3 \epsilon)}}\left[\mathfrak{v}_{0}^{\frac{1}{3}-5 \epsilon}+L^{2 \ell}\left(\mu_{0}-\mu_{*}\right)\right]  \tag{1.21}\\
\left\|\mathcal{V}_{n}-\mathcal{V}_{n}^{(u)}\right\|_{2 m} & \leq \frac{C_{\delta \mathcal{V}}}{L^{n}} \sum_{\ell=1}^{n} \frac{L^{\ell}}{\kappa(\ell)^{4}} \mathfrak{e}_{\mathrm{l}}(\ell-1)
\end{align*}
$$

and

$$
\begin{equation*}
\left\|\tilde{\mathcal{R}}_{n}^{(\vec{p})}\right\|_{m} \leq \mathfrak{r}_{\vec{p}}\left(n, C_{\mathcal{R}}\right) \tag{1.22}
\end{equation*}
$$

where
with

$$
\Pi_{\ell}^{n}(C)=\prod_{j=\ell+1}^{n}\left(1+C \frac{\mathfrak{e}_{1}(j-1)}{\kappa(j)^{2}}\right)
$$

More precisely, we shall show that there are constants $C_{\delta \nu}$ and $C_{\mathcal{R}}$ such that if (1.21) and (1.22) are valid for some $n \geq 0$, they are also valid for $n+1$. Observe that (1.21) and (1.22) are trivially satisfied when $n=0$. See [13, Lemma 6.7], for $\left|\mu_{n}-\mu_{n}^{*}\right|,[13$, Lemma 6.4], for the construction of $C_{\delta \mathcal{V}}$, and [13, Lemma 6.6], for the construction of $C_{\mathcal{R}}$.
That (1.21) and (1.22) imply the bounds on $\mu_{n}, \mathcal{V}_{n}$ and $\tilde{\mathcal{R}}_{n}$ of Theorem 1.17 is proven in Corollary C. 4 and Lemma C.1.d.

We are grateful for some very useful comversations with Martin Lohmann and Serena Cenatiempo.

### 1.7 Outline

The rest of this paper contains the more algebraic parts of the proof of Theorem 1.17. The more analytical part of the proof is given in [13]. Here is a more detailed outline of these two papers, as well as an indication of their connections to [14, 15, 10].

- In Appendix D, we review the results of [7] and rewrite the main output of that paper in the form of $\S 1.5$.
- $\S 2$ provides a number of simple preparatory results regarding the interaction of the scaling operation of Definition 1.3 with objects that will be encountered during the course of the construction.
- Various algebraic properties of the background and critical fields, such as the "composition rule", are reviewed in $\S 3$.
- The algebraic steps of the application of one block spin transformation, $\mathbb{T}_{n}^{(S F)}$, and subsequent scaling, $\mathbb{S}$, leading up to the formulation of the "fluctuation integral", are performed in $\S 4$.
- The fluctuation integral is evaluated and bounded in $[13, \S 5]$.
- In $[13, \S 6]$, the output of the fluctuation integral is reorganized to complete the inductive proof of Theorem 1.17. Part of the reorganization is the renormalization of the chemical potential and the interaction.
- The translation and reflection symmetries we use are discussed in Appendix B.
- A large number of inequalities relating our weight factors and various other parameters are proven in Appendix C. In particular we prove that the detailed inequalities of Remark 1.18 imply the simple bounds of Theorem 1.17.
- Localization operations and decompositions, that are used in the renormalization of the chemical potential, are discussed in [13, Appendix B].
- In $\left[13\right.$, Appendix A] we identify the $\mu_{*}$ of (1.5) as the limit of the $\mu_{n}^{*}$ 's of Remark 1.18.
- The effect of scaling on the norms used in this paper is discussed in [13, Appendix C]. This is used to identify "scaling relevant and irrelevant" monomials. See Definition 1.16 and [13, Remark 5.4].
- In [14], we give reasons, on a handwaving level, why we expect that the errors introduced by approximating the blockspin transformation $\mathbb{T}$ by the small field blockspin transformation $\mathbb{T}^{(S F)}$ are nonperturbatively small.
- Estimates on the background and critical fields are crucial for our construction. They are proven in [15]. The upper bounds of that paper involve a number of constants $K_{1}, K_{2}, \cdots$ that are all independent of $L$ and the scale index $n$. In [15, Convention 1.2], we define $K_{\mathrm{bg}}$ to be the maximum of the $K_{j}$ 's. We shall refer only to $K_{\mathrm{bg}}$, as opposed to the $K_{j}$ 's, in the main body of this paper.
- The estimates in this paper, and in particular, the bounds on the background and critical fields, depend heavily on bounds on various linear operators like the averaging operators of Definitions 1.5.a and 1.11.d, the covariances 1.12, and the Green's functions of Theorem 1.13. Such bounds have been proven in [10]. They involve constants $\Gamma_{1}, \Gamma_{2}, \cdots$ that are all independent of $L$ and $n$. In [10, Convention 1.2], we define $\Gamma_{\text {op }}$ to be the maximum of the $\Gamma_{j}$ 's. Again, we shall refer only to $\Gamma_{\mathrm{op}}$, as opposed to the $\Gamma_{j}$ 's, in this paper.

Here are the conventions that we use in naming the various constants that appear in this paper.

- The constants $\Gamma_{\text {op }}$ and $\mu_{\text {up }}$ were defined in [10, Convention 1.2 and Proposition 5.1], respectively. They are independent of $n$ and $L$.
- The constants $K_{j}$ 's and their maximum $K_{\mathrm{bg}}$ and the constants $\rho_{j}$, and their minimum $\rho_{\mathrm{bg}}$ are defined in [15]. They are independent of $n$ and $L$.
- The constants $C_{\delta \mathcal{V}}, C_{\mathcal{R}}, C_{\mathfrak{l}}$, and $C_{\text {ren }}$ are the more important $n$ and $L$ independent constants of the main body of this paper. They depend only on $\Gamma_{\mathrm{op}}, K_{\mathrm{bg}}, \rho_{\mathrm{bg}}$ and $m$.
- The constants $\Lambda_{\delta \mu}, \Lambda_{j}$ and $\Lambda_{j}^{\prime}$ are independent of $n$, but depend on $L$.
- The constants $c_{\text {loc }}, c_{A}, c_{\Omega}, c_{\delta \nu}, K_{\Phi}, c_{\text {gar }}, c_{\mu_{*}}$ and $c_{j}$ are the less important $n$ and $L$ independent constants. They depend only on $\Gamma_{\mathrm{op}}, K_{\mathrm{bg}}, \rho_{\mathrm{bg}}$ and $m$.


## 2 Scaling

We extend Definition 1.3 to
Definition 2.1 (Scaling).
(a) As in Definition 1.5.a, let $\mathbb{L}$ be the linear isomorphism

$$
\mathbb{L}: \mathcal{X}_{j}^{(k)} \rightarrow \mathcal{X}_{j-1}^{(k)} \quad, \quad\left(u_{0}, \mathbf{u}\right) \mapsto\left(L^{2} u_{0}, L \mathbf{u}\right)
$$

For a field $\alpha$ on $\mathcal{X}_{j-1}^{(k)}$, we define the scaled fields

$$
(\mathbb{S} \alpha)(u)=L^{3 / 2} \alpha(\mathbb{L} u) \quad\left(\mathbb{S}_{\nu} \alpha\right)(u)=\left\{\begin{array}{ll}
L^{7 / 2} & \text { if } \nu=0 \\
L^{5 / 2} & \text { if } \nu \in\{1,2,3\}
\end{array}\right\} \alpha(\mathbb{L} u)
$$

on $\mathcal{X}_{j}^{(k)}$. For $\tilde{\alpha}=\left(\alpha,\left\{\alpha_{\nu}\right\}_{\nu=0}^{3}\right) \in \tilde{\mathcal{H}}_{j-1}^{(k)}$ as in (1.17), we define

$$
\mathbb{S} \tilde{\alpha}=\left(\mathbb{S} \alpha,\left\{\mathbb{S}_{\nu} \alpha_{\nu}\right\}_{\nu=0}^{3}\right) \in \tilde{\mathcal{H}}_{j}^{(k)}
$$

(b) For a complex valued function $F\left(\alpha_{*}, \alpha\right)$ of fields on $\mathcal{X}_{j-1}^{(k)}$, we define the function $(\mathbb{S} F)\left(\beta_{*}, \beta\right)$ of fields on $\mathcal{X}_{j}^{(k)}$ by

$$
(\mathbb{S} F)\left(\beta_{*}, \beta\right)=F\left(\mathbb{S}^{-1} \beta_{*}, \mathbb{S}^{-1} \beta\right)
$$

Similarly, for a function $\tilde{F}\left(\tilde{\alpha}_{*}, \tilde{\alpha}\right)$ on subset of $\tilde{\mathcal{H}}_{j-1}^{(k)} \times \tilde{\mathcal{H}}_{j-1}^{(k)}$, we define the function $(\mathbb{S} \tilde{F})\left(\tilde{\beta}_{*}, \tilde{\beta}\right)$ on a corresponding subset of $\tilde{\mathcal{H}}_{j}^{(k)} \times \tilde{\mathcal{H}}_{j}^{(k)}$ by

$$
(\mathbb{S} \tilde{F})\left(\tilde{\beta}_{*}, \tilde{\beta}\right)=\tilde{F}\left(\mathbb{S}^{-1} \tilde{\beta}_{*}, \mathbb{S}^{-1} \tilde{\beta}\right)
$$

## Remark 2.2.

(a) The definition of $\mathbb{S}$, acting on $\mathcal{H}_{j-1}^{(k)}$, can be rephrased, using the notation $\mathbb{L}_{*}$ of Definition 1.5.a, as $\mathbb{S}=L^{3 / 2} \mathbb{L}_{*}^{-1}$. In particular conjugation with $\mathbb{S}$ is the same as conjugation with $\mathbb{L}_{*}^{-1}$.
(b) The definition of $\mathbb{S}_{\nu}$ is motivated by

$$
\mathbb{S}_{\nu} \partial_{\nu}=\partial_{\nu} \mathbb{S} \quad 0 \leq \nu \leq 3
$$

If $\tilde{F}\left(\tilde{\alpha}_{*}, \tilde{\alpha}\right)$ is a function on a subset of $\tilde{\mathcal{H}}_{j-1}^{(k)} \times \tilde{\mathcal{H}}_{j-1}^{(k)}$ and

$$
F\left(\alpha_{*}, \alpha\right)=\tilde{F}\left(\left(\alpha_{*},\left\{\partial_{\nu} \alpha_{*}\right\}\right),\left(\alpha,\left\{\partial_{\nu} \alpha\right\}\right)\right)
$$

then

$$
(\mathbb{S} F)\left(\beta_{*}, \beta\right)=(\mathbb{S} \tilde{F})\left(\left(\beta_{*},\left\{\partial_{\nu} \beta_{*}\right\}\right),\left(\beta,\left\{\partial_{\nu} \beta\right\}\right)\right)
$$

(c) For $\alpha, \alpha^{\prime} \in \mathcal{H}_{j-1}^{(k)}$,

$$
\left\langle\mathbb{S} \alpha, \mathbb{S} \alpha^{\prime}\right\rangle_{j}=L^{-2}\left\langle\alpha, \alpha^{\prime}\right\rangle_{j-1}
$$

(d) The inverse map $\mathbb{S}^{-1}: \mathcal{H}_{j}^{(k)} \rightarrow \mathcal{H}_{j-1}^{(k)}$ is given by $\left(\mathbb{S}^{-1} \beta\right)(u)=L^{-3 / 2} \beta\left(\mathbb{L}^{-1} u\right)$. The adjoint $\mathbb{S}^{*}=L^{-2} \mathbb{S}^{-1}$, by part (c).
(e) By Definition 2.1.b,

$$
\int\left[\prod_{u \in \mathcal{X}_{j}^{(k)}} \frac{d \beta(u)^{*} \wedge d \beta(u)}{2 \pi i}\right](\mathbb{S} F)\left(\beta^{*}, \beta\right)=N_{\mathbb{S}}^{(k)} \int\left[\prod_{v \in \mathcal{X}_{j-1}^{(k)}} \frac{d \alpha(v)^{*} \wedge d \alpha(v)}{2 \pi i}\right] F\left(\alpha^{*}, \alpha\right)
$$

where the normalization constant $N_{\mathbb{S}}^{(k)}=\left(L^{3}\right)^{\left|\mathcal{X}_{j}^{(k)}\right|}=\left(L^{3}\right)^{\left|\mathcal{X}_{j-1}^{(k)}\right|}$.
(f) For a complex valued function $F\left(\alpha_{*}, \alpha\right)$ of fields on $\mathcal{X}_{j-1}^{(k)}$,

$$
\frac{\partial}{\partial \beta(u)}(\mathbb{S} F)\left(\beta_{*}, \beta\right)=L^{-3 / 2} \frac{\partial F}{\partial \alpha(\mathbb{L} u)}\left(\mathbb{S}^{-1} \beta_{*}, \mathbb{S}^{-1} \beta\right)
$$

(g) Let $A: \mathcal{H}_{j-1}^{(k)} \rightarrow \mathcal{H}_{j-1}^{(k)}$ be a linear operator with kernel $A(\cdot, \cdot)$. Then the kernel of $\mathbb{S} A \mathbb{S}^{-1}: \mathcal{H}_{j}^{(k)} \rightarrow \mathcal{H}_{j}^{(k)}$ is

$$
\left(\mathbb{S} A \mathbb{S}^{-1}\right)\left(u, u^{\prime}\right)=L^{5} A\left(\mathbb{L} u, \mathbb{L} u^{\prime}\right)
$$

(h) Let

$$
\tilde{\mathcal{M}}\left(\left(\alpha_{*},\left\{\alpha_{* \nu}\right\}\right),\left(\alpha,\left\{\alpha_{\nu}\right\}\right)\right)=\int_{\mathcal{X}_{j-1}^{(k)}} d v_{1} \cdots d v_{n} M\left(v_{1}, \cdots, v_{n}\right) \prod_{\ell=1}^{n} \alpha_{\sigma_{\ell}}\left(v_{\ell}\right)
$$

be a monomial of degree $n$. Here each $\alpha_{\sigma_{\ell}}$ is one of $\alpha_{*}, \alpha,\left\{\alpha_{* \nu}, \alpha_{\nu}\right\}_{\nu=0}^{3}$. We denote by

- $n_{u}$, the number of $\alpha_{\sigma_{\ell}}$ 's that is either $\alpha_{*}$ or $\alpha$ and
- $n_{0}$, the number of $\alpha_{\sigma_{\ell}}$ 's that is either $\alpha_{* 0}$ or $\alpha_{0}$ and
- $n_{\mathrm{sp}}$, the number of $\alpha_{\sigma_{\ell}}$ 's that is one of $\left\{\alpha_{* \nu}, \alpha_{\nu}\right\}_{\nu=1}^{3}$.

Then

$$
(\mathbb{S} \tilde{\mathcal{M}})\left(\left(\beta_{*},\left\{\beta_{* \nu}\right\}\right),\left(\beta,\left\{\beta_{\nu}\right\}\right)\right)=\int_{\mathcal{X}_{j}^{(k)}} d u_{1} \cdots d u_{n} M^{(s)}\left(u_{1}, \cdots, u_{n}\right) \prod_{\ell=1}^{n} \beta_{\sigma_{\ell}}\left(u_{\ell}\right)
$$

has kernel

$$
M^{(s)}\left(u_{1}, \cdots, u_{n}\right)=L^{\frac{7}{2} n_{u}+\frac{3}{2} n_{0}+\frac{5}{2} n_{\mathrm{sp}}} M\left(\mathbb{L} u_{1}, \cdots, \mathbb{L} u_{n}\right)
$$

Definition 2.3. Let $n \geq 1$. The dominant contribution, $A_{n}$, to the effective action was defined in Definition 1.5.b. Its scaled version is

$$
\check{A}_{n}\left(\theta_{*}, \theta, \check{\phi}_{*}, \check{\phi}, \mu, \mathcal{V}\right)=\left(\mathbb{S}^{-1} A_{n}\right)\left(\theta_{*}, \theta, \check{\phi}_{*}, \check{\phi}, L^{2} \mu, \mathbb{S V}\right)=A_{n}\left(\mathbb{S} \theta_{*}, \mathbb{S} \theta, \mathbb{S} \check{\phi}_{*}, \mathbb{S} \check{\phi}, L^{2} \mu, \mathbb{S V}\right)
$$

where $\theta_{*}, \theta \in \mathcal{H}_{-1}^{(n)}, \check{\phi}_{*}, \check{\phi} \in \mathcal{H}_{n-1}^{(0)}, \mu \in \mathbb{C}$ and $\mathcal{V}$ is a quartic monomial in the fields $\phi_{*}, \phi$.

Lemma 2.4.
(a) For each $n \geq 0, \mathcal{V}_{n}^{(u)}=\mathbb{S}^{n} \mathcal{V}_{0}, D_{n}=L^{2 n} \mathbb{S}^{n} D_{0} \mathbb{S}^{-n}$ and $Q^{(n)}=\mathbb{S}^{n} Q \mathbb{S}^{-n}$.
(b) Set, for each $n \geq 1, \check{Q}_{n}=\mathbb{S}^{-1} Q_{n} \mathbb{S}$ and $\check{\mathfrak{Q}}_{n}=\frac{1}{L^{2}} \mathbb{S}^{-1} \mathfrak{Q}_{n} \mathbb{S}$. Then $\check{Q}_{n}=Q Q_{n-1}$ (with $Q_{0}=\mathbb{1}$ ) and

$$
\check{\mathfrak{Q}}_{n}= \begin{cases}\frac{a}{L^{2}} \mathbb{1} & \text { if } n=1 \\ \left(\frac{L^{2}}{a} \mathbb{1}+Q \mathfrak{Q}_{n-1}^{-1} Q^{*}\right)^{-1} & \text { if } n \geq 2\end{cases}
$$

(c) For all $n \geq 1$,

$$
\begin{aligned}
\check{A}_{n}\left(\theta_{*}, \theta, \check{\phi} \check{\phi}_{*}, \check{\phi}, \mu, \mathcal{V}\right)=\left\langle\theta_{*}-Q Q_{n-1} \check{\phi}_{*}, \check{\mathfrak{Q}}_{n}(\theta-\right. & \left.\left.Q Q_{n-1} \check{\phi}\right)\right\rangle_{-1}+\left\langle\check{\phi}_{*}, D_{n-1} \check{\phi}\right\rangle_{n-1} \\
& +\mathcal{V}\left(\check{\phi}_{*}, \check{\phi}\right)-\mu\left\langle\check{\phi}_{*}, \check{\phi}\right\rangle_{n-1}
\end{aligned}
$$

In particular $\check{A}_{1}\left(\theta_{*}, \theta, \psi_{*}, \psi, \mu, \mathcal{V}\right)=\frac{a}{L^{2}}\left\langle\theta_{*}-Q \psi_{*}, \theta-Q \psi\right\rangle_{-1}+A_{0}\left(\psi_{*}, \psi, \mu, \mathcal{V}\right)$
Proof. (a) By part (h) of Remark 2.2, the kernel of $\mathbb{S}^{n} \mathcal{V}_{0}$ is

$$
L^{14 n} V_{0}\left(\mathbb{L}^{n} u_{1}, \mathbb{L}^{n} u_{2}, \mathbb{L}^{n} u_{3}, \mathbb{L}^{n} u_{4}\right)=V_{n}^{(u)}\left(u_{1}, u_{2}, u_{3}, u_{4}\right)
$$

by Definition 1.5.a. The remaining two claims follow immediately from Remark 2.2.a and Definition 1.5.a.
(b) The first part follows immediately from part (a) and Definition 1.5.a. By Definition 1.5.b, when $n \geq 2$,

$$
\begin{aligned}
\mathbb{S}^{-1} \mathfrak{Q}_{n}^{-1} \mathbb{S} & =\frac{1}{a}\left(\mathbb{1}+\sum_{j=1}^{n-1} \frac{1}{L^{2 j}} Q Q_{j-1} Q_{j-1}^{*} Q^{*}\right) \\
& =\frac{1}{a}\left(\mathbb{1}+\frac{1}{L^{2}} Q\left[\mathbb{1}+\sum_{j=1}^{n-2} \frac{1}{L^{2 j}} Q_{j} Q_{j}^{*}\right] Q^{*}\right) \\
& =\frac{1}{L^{2}}\left(\frac{L^{2}}{a} \mathbb{1}+Q \mathfrak{Q}_{n-1}^{-1} Q^{*}\right)
\end{aligned}
$$

(c) By definition

$$
\begin{aligned}
& \check{A}_{n}\left(\theta_{*}, \theta, \check{\phi}_{*}, \check{\phi}, \mu, \mathcal{V}\right)=\left\langle\mathbb{S} \theta_{*}\right.\left.-Q_{n} \mathbb{S} \check{\phi}_{*}, \mathfrak{Q}_{n}\left(\mathbb{S} \theta-Q_{n} \mathbb{S} \check{\phi}\right)\right\rangle_{0}+\left\langle\mathbb{S} \check{\phi}_{*}, D_{n} \mathbb{S} \check{\phi}\right\rangle_{n} \\
&+(\mathbb{S V})\left(\mathbb{S} \check{\phi}_{*}, \mathbb{S} \check{\phi}\right)-L^{2} \mu\left\langle\mathbb{S} \check{\phi}_{*}, \mathbb{S} \check{\phi}\right\rangle_{n} \\
&=L^{-2}\left\langle\theta_{*}-\mathbb{S}^{-1} Q_{n} \mathbb{S} \check{\phi}_{*}, \mathbb{S}^{-1} \mathfrak{Q}_{n} \mathbb{S}\left(\theta-\mathbb{S}^{-1} Q_{n} \mathbb{S} \check{\phi}\right)\right\rangle_{-1}+L^{-2}\left\langle\check{\phi}_{*}, \mathbb{S}^{-1} D_{n} \mathbb{S} \check{\phi}\right\rangle_{n-1} \\
&+\mathcal{V}\left(\check{\phi}_{*}, \check{\phi}\right)-\mu\left\langle\check{\phi}_{*}, \check{\phi}\right\rangle_{n-1} \\
&=\left\langle\theta_{*}-Q Q_{n-1} \check{\phi}_{*}, \check{\mathfrak{Q}}_{n}(\theta\right.\left.\left.-Q Q_{n-1} \check{\phi}\right)\right\rangle_{-1}+\left\langle\check{\phi}_{*}, D_{n-1} \check{\phi}\right\rangle_{n-1} \\
&+\mathcal{V}\left(\check{\phi}_{*}, \check{\phi}\right)-\mu\left\langle\check{\phi}_{*}, \check{\phi}\right\rangle_{n-1}
\end{aligned}
$$

## 3 The Background Field and its Variations

Let $1 \leq n \leq n_{p}$. If $|\mu|$ and $\|\mathcal{V}\|_{2 m}$ are small enough, the background fields

$$
\phi_{(*) n}(\cdot, \cdot, \mu, \mathcal{V}): \mathcal{H}_{0}^{(n)} \times \mathcal{H}_{0}^{(n)} \rightarrow \mathcal{H}_{n}
$$

were defined in Proposition 1.14. They are solutions of the background field equations

$$
\frac{\partial}{\partial \phi_{*}} A_{n}\left(\psi_{*}, \psi, \phi_{*}, \phi, \mu, \mathcal{V}\right)=\frac{\partial}{\partial \phi} A_{n}\left(\psi_{*}, \psi, \phi_{*}, \phi, \mu, \mathcal{V}\right)=0
$$

Putting in the action $A_{n}$ of Definition 1.5.b, we get

$$
\begin{align*}
S_{n}^{*-1}(\mu) \phi_{*}+\nabla_{\phi} \mathcal{V}\left(\phi_{*}, \phi\right) & =Q_{n}^{*} \mathfrak{Q}_{n} \psi_{*} \\
S_{n}^{-1}(\mu) \phi+\nabla_{\phi_{*}} \mathcal{V}\left(\phi_{*}, \phi\right) & =Q_{n}^{*} \mathfrak{Q}_{n} \psi \tag{3.1}
\end{align*}
$$

with the $S_{n}(\mu)=\left(D_{n}+Q_{n}^{*} \mathfrak{Q}_{n} Q_{n}-\mu\right)^{-1}$ of Theorem 1.13. See [12, Remark 8]. To evaluate the gradients of $\mathcal{V}$ we use

Definition 3.1. Let

$$
\mathcal{M}\left(\phi_{*}, \phi\right)=\frac{1}{2} \int_{\mathcal{X}_{n}^{4}} d u_{1} \cdots d u_{4} M\left(u_{1}, u_{2}, u_{3}, u_{4}\right) \phi_{*}\left(u_{1}\right) \phi\left(u_{2}\right) \phi_{*}\left(u_{3}\right) \phi\left(u_{4}\right)
$$

be a quartic monomial whose kernel $M\left(u_{1}, u_{2}, u_{3}, u_{4}\right)$ is invariant under $u_{1} \leftrightarrow u_{3}$ and under $u_{2} \leftrightarrow u_{4}$. We denote its gradients by

$$
\begin{aligned}
\mathcal{M}_{*}^{\prime}\left(u ; \zeta_{* 1}, \zeta, \zeta_{* 2}\right) & =\int d u_{1} d u_{2} d u_{3} M\left(u_{1}, u_{2}, u_{3}, u\right) \zeta_{* 1}\left(u_{1}\right) \zeta\left(u_{2}\right) \zeta_{* 2}\left(u_{3}\right) \\
\mathcal{M}^{\prime}\left(u ; \zeta_{1}, \zeta_{*}, \zeta_{2}\right) & =\int d u_{2} d u_{3} d u_{4} M\left(u, u_{2}, u_{3}, u_{4}\right) \zeta_{1}\left(u_{2}\right) \zeta_{*}\left(u_{3}\right) \zeta_{2}\left(u_{4}\right)
\end{aligned}
$$

Using this notation, the background field equations become

$$
\begin{align*}
S_{n}^{*-1}(\mu) \phi_{*}+\mathcal{V}_{*}^{\prime}\left(\phi_{*}, \phi, \phi_{*}\right) & =Q_{n}^{*} \mathfrak{Q}_{n} \psi_{*}  \tag{3.2}\\
S_{n}^{-1}(\mu) \phi+\mathcal{V}^{\prime}\left(\phi, \phi_{*}, \phi\right) & =Q_{n}^{*} \mathfrak{Q}_{n} \psi
\end{align*}
$$

In [15, Proposition 2.1] we prove that these equations have a solution $\phi_{(*) n}\left(\psi_{*}, \psi, \mu, \mathcal{V}\right)$ which is analytic on the set of all $\left(\psi_{*}, \psi\right)$ 's obeying $\left|\psi_{*}(x)\right|,|\psi(x)|<\kappa(n)$.

Definition 3.2. The scaled versions

$$
\check{\phi}_{(*) n}(\cdot, \cdot, \mu, \mathcal{V}): \mathcal{H}_{-1}^{(n)} \times \mathcal{H}_{-1}^{(n)} \rightarrow \mathcal{H}_{n-1}
$$

of $\phi_{(*) n}$ are

$$
\check{\phi}_{(*) n}\left(\theta_{*}, \theta, \mu, \mathcal{V}\right)=\mathbb{S}^{-1}\left[\phi_{(*) n}\left(\mathbb{S} \theta_{*}, \mathbb{S} \theta, L^{2} \mu, \mathbb{S V}\right)\right]
$$

That is

$$
\check{\phi}_{(*) n}\left(\theta_{*}, \theta, \mu, \mathcal{V}\right)(v)=L^{-3 / 2} \phi_{(*) n}\left(\mathbb{S} \theta_{*}, \mathbb{S} \theta, L^{2} \mu, \mathbb{S V}\right)\left(\mathbb{L}^{-1} v\right)
$$

They are analytic on the set of all $\left(\theta_{*}, \theta\right)$ 's obeying $\left|\theta_{*}(x)\right|,|\theta(x)|<\frac{\kappa(n)}{L^{3 / 2}}$.
Remark 3.3. By Definition 2.3 and Remark 2.2.f,

$$
\begin{aligned}
\frac{\partial A_{n}}{\partial \phi(u)}\left(\mathbb{S} \theta_{*}, \mathbb{S} \theta, \phi_{*}, \phi, L^{2} \mu, \mathbb{S V}\right) & =\frac{\partial \mathbb{S} \check{A}_{n}}{\partial \phi(n)}\left(\mathbb{S} \theta_{*}, \mathbb{S} \theta, \phi_{*}, \phi, \mu, \mathcal{V}\right) \\
& =L^{-3 / 2} \frac{\partial \check{A}_{n}}{\partial \dot{\phi}(\mathbb{L} u)}\left(\theta_{*}, \theta, \mathbb{S}^{-1} \phi_{*}, \mathbb{S}^{-1} \phi, \mu, \mathcal{V}\right)
\end{aligned}
$$

Consequently, by Definition 1.5.c,

$$
\check{\phi}_{(*) n}\left(\theta_{*}, \theta, \mu, \mathcal{V}\right)=\mathbb{S}^{-1}\left[\phi_{(*) n}\left(\mathbb{S} \theta_{*}, \mathbb{S} \theta, L^{2} \mu, \mathbb{S V}\right)\right]
$$

are critical fields for $\check{A}_{n}\left(\theta_{*}, \theta, \check{\phi}_{*}, \check{\phi}, \mu, \mathcal{V}\right)$.
Proposition 3.4. Define, $\psi_{(*) 0}\left(\theta_{*}, \theta, \mu, \mathcal{V}\right)=\check{\phi}_{1(*)}\left(\theta_{*}, \theta, \mu, \mathcal{V}\right)$ and, for $n \geq 1$,

$$
\psi_{(*) n}\left(\theta_{*}, \theta, \mu, \mathcal{V}\right)=\left(\frac{a}{L^{2}} Q^{*} Q+\mathfrak{Q}_{n}\right)^{-1}\left\{\frac{a}{L^{2}} Q^{*} \theta_{(*)}+\mathfrak{Q}_{n} Q_{n} \check{\phi}_{(*) n+1}\left(\theta_{*}, \theta, \mu, \mathcal{V}\right)\right\}
$$

(a) The $\psi_{(*) n}$ 's solve the critical field equations of Proposition 1.15. They are analytic on the set of all $\left(\theta_{*}, \theta\right)$ 's obeying $\left|\theta_{*}(x)\right|,|\theta(x)|<\frac{\kappa(n+1)}{L^{3 / 2}}$.
(b) For $n \geq 1$, we have the composition rule

$$
\check{\phi}_{(*) n+1}\left(\theta_{*}, \theta, \mu, \mathcal{V}\right)=\phi_{(*) n}\left(\psi_{* n}\left(\theta_{*}, \theta, \mu, \mathcal{V}\right), \psi_{n}\left(\theta_{*}, \theta, \mu, \mathcal{V}\right), \mu, \mathcal{V}\right)
$$

(c) For all $n \geq 1$,

$$
\begin{aligned}
& \check{A}_{n+1}\left(\theta_{*}, \theta, \check{\phi}_{* n+1}\left(\theta_{*}, \theta, \mu, \mathcal{V}\right), \check{\phi}_{n+1}\left(\theta_{*}, \theta, \mu, \mathcal{V}\right), \mu, \mathcal{V}\right) \\
& \quad=\frac{a}{L^{2}}\left\langle\theta_{*}-Q \psi_{* n}\left(\theta_{*}, \theta, \mu, \mathcal{V}\right), \theta-Q \psi_{n}\left(\theta_{*}, \theta, \mu, \mathcal{V}\right)\right\rangle_{-1} \\
& \quad+A_{n}\left(\psi_{* n}\left(\theta_{*}, \theta, \mu, \mathcal{V}\right), \psi_{n}\left(\theta_{*}, \theta, \mu, \mathcal{V}\right), \check{\phi}_{* n+1}\left(\theta_{*}, \theta, \mu, \mathcal{V}\right), \check{\phi}_{n+1}\left(\theta_{*}, \theta, \mu, \mathcal{V}\right), \mu, \mathcal{V}\right)
\end{aligned}
$$

Proof. Case $n \geq 1$ : We apply the strategy of [12, Remark 5.c] with

$$
\begin{array}{lll}
\mathcal{H}=\mathcal{H}_{0}^{(n)} & \mathcal{H}_{-}=\mathcal{H}_{n} & \mathcal{H}_{+}=\mathcal{H}_{-1}^{(n+1)} \\
Q_{-}=Q_{n} & \mathfrak{Q}=\mathfrak{Q}_{n} & b=\frac{a}{L^{2}}  \tag{3.3.a}\\
D=D_{n}-\mu & P\left(\phi_{*}, \phi\right)=\mathcal{V}\left(\phi_{*}, \phi\right) \\
\mathfrak{A}\left(\phi_{*}, \phi\right)=\left\langle\phi_{*}, D_{n} \phi\right\rangle_{n}+\mathcal{V}\left(\phi_{*}, \phi\right)-\mu\left\langle\phi_{*}, \phi\right\rangle_{n}
\end{array}
$$

and the background/next scale background fields

$$
\begin{equation*}
\phi_{(*) \mathrm{bg}}\left(\psi_{*}, \psi\right)=\phi_{(*) n}\left(\psi_{*}, \psi, \mu, \mathcal{V}\right) \quad \check{\phi}_{(*) \mathrm{bg}}\left(\theta_{*}, \theta\right)=\check{\phi}_{(*) n+1}\left(\theta_{*}, \theta, \mu, \mathcal{V}\right) \tag{3.3.b}
\end{equation*}
$$

Then [12, Proposition 9] applies, and, in particular, gives the proof of part (a) for $n \geq 1$. Part (b) follows by the uniqueness provision of [12, Proposition 9] and part (c) of [12, Proposition 4]. Then part (c) follows by [12, Proposition 4.b].

Case $n=0$ : It suffices to observe that, by Lemma 2.4.c, the fields $\check{\phi}_{1(*)}\left(\theta_{*}, \theta, \mu, \mathcal{V}\right)$ are critical (with respect to $\psi_{(*)}$ ) for $\frac{a}{L^{2}}\left\langle\theta_{*}-Q \psi_{*}, \theta-Q \psi\right\rangle_{-1}+A_{0}\left(\psi_{*}, \psi, \mu\right)$.

The main part of the action, $A_{n}$, is expressed in terms of the background field $\phi_{(*) n}\left(\psi_{*}, \psi, \mu_{n}, \mathcal{V}_{n}\right)$. (See Theorem 1.17.) In the fluctuation integral we make a change of variables $\psi_{(*)}=\psi_{(*) n}\left(\theta_{*}, \theta, \mu_{n}, \mathcal{V}_{n}\right)+\delta \psi_{(*)}$. (Set $D^{(n)(*)} \zeta^{(*)}=\delta \psi_{(*)}$ in Definition 1.6.) So we must study the impact of this change of variables on $\phi_{(*) n}$.

Definition 3.5. Let $1 \leq n \leq n_{p}$, and let $\|\mathcal{V}\|_{2 m} \kappa(n)^{2}+|\mu|$ be sufficiently small as in Proposition 1.14.
(a) Define $\delta \phi_{* n}\left(\psi_{*}, \psi, \delta \psi_{*}, \delta \psi, \mu, \mathcal{V}\right)$ and $\delta \phi_{n}\left(\psi_{*}, \psi, \delta \psi_{*}, \delta \psi, \mu, \mathcal{V}\right)$ by

$$
\phi_{(*) n}\left(\psi_{*}+\delta \psi_{*}, \psi+\delta \psi, \mu, \mathcal{V}\right)=\phi_{(*) n}\left(\psi_{*}, \psi, \mu, \mathcal{V}\right)+\delta \phi_{(*) n}\left(\psi_{*}, \psi, \delta \psi_{*}, \delta \psi, \mu, \mathcal{V}\right)
$$

and set

$$
\begin{aligned}
\delta \check{\phi}_{(*) n+1}\left(\theta_{*}, \theta,\right. & \left.\delta \psi_{*}, \delta \psi, \mu, \mathcal{V}\right) \\
& =\delta \phi_{(*) n}\left(\psi_{* n}\left(\theta_{*}, \theta, \mu, \mathcal{V}\right), \psi_{n}\left(\theta_{*}, \theta, \mu, \mathcal{V}\right), \delta \psi_{*}, \delta \psi, \mu, \mathcal{V}\right)
\end{aligned}
$$

(b) Define $\delta \check{\phi}_{(*) n+1}^{(+)}\left(\theta_{*}, \theta ; \delta \psi_{*}, \delta \psi, \mu, \mathcal{V}\right)$ by

$$
\delta \check{\phi}_{(*) n+1}\left(\theta_{*}, \theta ; \delta \psi_{*}, \delta \psi, \mu, \mathcal{V}\right)=S_{n}^{(*)} Q_{n}^{*} \mathfrak{Q}_{n} \delta \psi_{(*)}+\delta \check{\phi}_{(*) n+1}^{(+)}\left(\theta_{*}, \theta ; \delta \psi_{*}, \delta \psi, \mu, \mathcal{V}\right)
$$

where $S_{n}=\left(D_{n}+Q_{n}^{*} \mathfrak{Q}_{n} Q_{n}\right)^{-1}$ as in Theorem 1.13.

Remark 3.6. (a) By the composition rule Proposition 3.4.b,

$$
\begin{aligned}
& \phi_{(*) n}\left(\psi_{* n}\left(\theta_{*}, \theta, \mu, \mathcal{V}\right)+\delta \psi_{*}, \psi_{n}\left(\theta_{*}, \theta, \mu, \mathcal{V}\right)+\delta \psi, \mu, \mathcal{V}\right) \\
& \quad=\check{\phi}_{(*) n+1}\left(\theta_{*}, \theta, \mu, \mathcal{V}\right)+\delta \check{\phi}_{(*) n+1}\left(\theta_{*}, \theta ; \delta \psi_{*}, \delta \psi, \mu, \mathcal{V}\right)
\end{aligned}
$$

(b) The quantities $\delta \phi_{(*) n}, \delta \check{\phi}_{(*) n+1}, \delta \check{\phi}_{(*) n+1}^{(+)}, S_{n}(\mu)$ correspond to the quantities $\delta \phi_{(*) \mathrm{bg}}, \delta \check{\phi}_{(*) \mathrm{bg}}, \delta \check{\phi}_{(*)}^{(+)}, S$ in [12] under the substitution (3.3.a,b). Hence, by [12, Remark 11], the fields $\delta \check{\phi}_{(*) n+1}$ obey

$$
\begin{aligned}
& \delta \check{\phi}_{* n+1}=S_{n}(\mu)^{*} Q_{n}^{*} \mathfrak{Q}_{n} \delta \psi_{*}-S_{n}^{*} \nabla_{\phi} \mathcal{V}\left(\phi_{*}, \phi\right)\left|\begin{array}{c}
\phi_{*}=\dot{\phi}_{* n+1}\left(\theta_{*}, \theta, \mu, \mathcal{V}\right) \\
\phi=\phi_{n+1}\left(\theta_{*}, \theta, \mu, \mathcal{V}\right)
\end{array}\right| \begin{array}{c}
\phi_{*}=\bar{\phi}_{* n+1}\left(\theta_{*}, \theta, \mu, \mathcal{V}\right)+\delta \bar{\phi}_{* n+1} \\
\phi=\bar{\phi}_{n+1}\left(\theta_{*}, \boldsymbol{\nu}\right.
\end{array}
\end{aligned}
$$

(c) Since $S_{n}(\mu)=\left[\mathbb{1}-\mu S_{n}\right]^{-1} S_{n}$, the equations of part (b) may be rewritten

In particular, if $\mu=\mathcal{V}=0$, then $\delta \check{\phi}_{(*) n+1}=S_{n}^{(*)} Q_{n}^{*} \mathfrak{Q}_{n} \delta \psi_{(*)}$. This is the motivation for the definition of $\delta \check{\phi}_{(*) n+1}^{(+)}$in Definition 3.5.b.

## 4 One Block Spin Transformation - The Algebra

In this section we consider the output of the approximate block spin transformation $\mathbb{T}_{n}^{(S F)}$ acting on $e^{\mathcal{A}_{0}}$, with the $\mathcal{A}_{0}$ of (1.20) in the case $n=0$, and on $e^{-A_{n}+\mathcal{R}_{n}+\mathcal{E}_{n}}$, in the case $n \geq 1$ (see Theorem 1.17). The main result of this section is Proposition 4.2, which provides a representation of this output that will be used in the (inductive) proof of Theorem 1.17. If the conclusion of Theorem 1.17 holds for some $1 \leq n<n_{p}$, then Proposition 4.2 gives a representation for

$$
\left(\mathbb{T}_{n}^{(S F)} \circ\left(\mathbb{S T}_{n-1}^{(S F)}\right) \circ \cdots \circ\left(\mathbb{S T}_{0}^{(S F)}\right)\right)\left(e^{\mathcal{A}_{0}\left(\psi_{*}, \psi\right)}\right)\left(\theta_{*}, \theta\right)
$$

which, up to a multiplicative constant, is of the form

$$
e^{\check{\mathcal{C}}_{n}\left(\theta_{*}, \theta\right)} \check{\mathcal{F}}_{n}\left(\theta_{*}, \theta\right)
$$

where

- the "contribution from the critical field" is

$$
\begin{aligned}
& \check{\mathcal{C}}_{n}\left(\theta_{*}, \theta\right)=-\check{A}_{n+1}\left(\theta_{*}, \theta, \check{\phi}_{* n+1}\left(\theta_{*}, \theta, \mu_{n}, \mathcal{V}_{n}\right), \check{\phi}_{n+1}\left(\theta_{*}, \theta, \mu_{n}, \mathcal{V}_{n}\right), \mu_{n}, \mathcal{V}_{n}\right) \\
&+\mathcal{R}_{n}\left(\check{\phi}_{* n+1}\left(\theta_{*}, \theta, \mu_{n}, \mathcal{V}_{n}\right), \check{\phi}_{n+1}\left(\theta_{*}, \theta, \mu_{n}, \mathcal{V}_{n}\right)\right)+\check{\mathcal{E}}_{n+1,1}\left(\theta_{*}, \theta\right)
\end{aligned}
$$

with

$$
\check{\mathcal{E}}_{n+1,1}\left(\theta_{*}, \theta\right)=\mathcal{E}_{n}\left(\psi_{* n}\left(\theta_{*}, \theta, \mu_{n}, \mathcal{V}_{n}\right), \psi_{n}\left(\theta_{*}, \theta, \mu_{n}, \mathcal{V}_{n}\right)\right)
$$

and the $\mu_{n}, \mathcal{V}_{n}, \mathcal{R}_{n}$ and $\mathcal{E}_{n}$ of Theorem 1.17 for $n \geq 1$ and of $\S 1.5$ for $n=0$,

- and the "fluctuation integral" is

$$
\begin{aligned}
\check{\mathcal{F}}_{n}\left(\theta_{*}, \theta\right)= & {\left[\prod_{x \in \mathcal{X}_{0}^{(n)}|\zeta(x)| \leq r_{n}} \int_{2} \frac{d \zeta(x)^{*} \wedge d \zeta(x)}{2 \pi i} e^{-|\zeta(x)|^{2}}\right] } \\
& \exp \left\{-\delta \check{A}_{n}\left(\theta_{*}, \theta, \delta \psi_{*}, \delta \psi\right)+\delta \check{\mathcal{R}}_{n}\left(\theta_{*}, \theta, \delta \psi_{*}, \delta \psi\right)+\delta \check{\mathcal{E}}_{n}\left(\theta_{*}, \theta, \delta \psi_{*}, \delta \psi\right)\right\}
\end{aligned}
$$

with $\delta \psi_{*}=D^{(n) *} \zeta^{*}, \delta \psi=D^{(n)} \zeta, D^{(n)}$ being an operator square root of $C^{(n)}$, as in (1.15), and

- for $n \geq 0$

$$
\begin{aligned}
\delta \check{\mathcal{E}}_{n}\left(\theta_{*}, \theta, \delta \psi_{*}, \delta \psi\right)=\mathcal{E}_{n}\left(\psi _ { * n } \left(\theta_{*}, \theta,\right.\right. & \left.\left.\mu_{n}, \mathcal{V}_{n}\right)+\delta \psi_{*}, \psi_{n}\left(\theta_{*}, \theta, \mu_{n}, \mathcal{V}_{n}\right)+\delta \psi\right) \\
& -\mathcal{E}_{n}\left(\psi_{* n}\left(\theta_{*}, \theta, \mu_{n}, \mathcal{V}_{n}\right), \psi_{n}\left(\theta_{*}, \theta, \mu_{n}, \mathcal{V}_{n}\right)\right)
\end{aligned}
$$

- for $n \geq 0$

$$
\begin{aligned}
& \delta \check{\mathcal{R}}_{n}\left(\theta_{*}, \theta, \delta \psi_{*}, \delta \psi\right) \\
& =\left[\mathcal{R}_{n}\left(\phi_{*}+\delta \phi_{*}, \phi+\delta \phi\right)-\mathcal{R}_{n}\left(\phi_{*}, \phi\right)\right]_{\substack{\delta \phi_{(*)}=\delta \dot{\phi}(*) n+1 \\
\phi_{(*)}=\tilde{\phi}_{(*)}\left(\theta_{*}, \theta ; \delta \psi_{*}, \delta \psi, \mu_{n}, \nu_{n}\right)}}
\end{aligned}
$$

where, for $n \geq 1$, $\delta \check{\phi}_{(*) n+1}$ was defined in Definition 3.5.a and, for $n=0$, $\delta \check{\phi}_{1(*)}=\delta \psi_{(*)}$ and,

- for $n \geq 1$,

$$
\begin{aligned}
\delta \check{A}_{n}\left(\theta_{*}, \theta, \delta \psi_{*}, \delta \psi\right)=- & \int_{0}^{1} d t\left\langle\delta \psi_{*}, \mathfrak{Q}_{n} Q_{n} \delta \check{\phi}_{n+1}^{(+)}\left(\theta_{*}, \theta ; t \delta \psi_{*}, t \delta \psi, \mu_{n}, \mathcal{V}_{n}\right)\right\rangle_{0} \\
& -\int_{0}^{1} d t\left\langle\mathfrak{Q}_{n} Q_{n} \delta \check{\phi}_{* n+1}^{(+)}\left(\theta_{*}, \theta ; t \delta \psi_{*}, t \delta \psi, \mu_{n}, \mathcal{V}_{n}\right), \delta \psi\right\rangle_{0}
\end{aligned}
$$

and, for $n=0$,

$$
\begin{aligned}
& \delta \check{A}_{0}\left(\theta_{*},\right.\left.\theta, \delta \psi_{*}, \delta \psi\right) \\
&=\int_{0}^{1}(1-t) \frac{d^{2}}{d t^{2}} \mathcal{V}_{0}\left(\psi_{* 0}\left(\theta_{*}, \theta, \mu_{0}, \mathcal{V}_{0}\right)+t \delta \psi_{*}, \psi_{0}\left(\theta_{*}, \theta, \mu_{0}, \mathcal{V}_{0}\right)+t \delta \psi\right) d t \\
& \quad-\mu_{0}\left\langle\delta \psi_{*}, \delta \psi\right\rangle_{0}
\end{aligned}
$$

The integral in $\delta \check{A}_{0}$ is the part of $\mathcal{V}_{0}\left(\psi_{* 0}\left(\theta_{*}, \theta, \mu_{0}, \mathcal{V}_{0}\right)+\delta \psi_{*}, \psi_{0}\left(\theta_{*}, \theta, \mu_{0}, \mathcal{V}_{0}\right)+\delta \psi\right)$ that is of degree at least two in $\delta \psi_{(*)}$.
The significance of $\delta \check{A}_{n}$ may be seen in

## Lemma 4.1.

(a) For all $n \geq 1$,

$$
\begin{aligned}
& {\left[\frac{a}{L^{2}}\left\langle\theta_{*}-Q \psi_{*}, \theta-Q \psi\right\rangle_{-1}+A_{n}\left(\psi_{*}, \psi, \phi_{*}, \phi, \mu_{n}, \mathcal{V}_{n}\right)\right]_{\substack{\psi_{(*)}=\psi_{(*) n}\left(\theta_{*}, \theta, \mu_{n}, \mathcal{V}_{n}\right)+\delta \psi_{(*)} \\
\phi_{(*)}=\Phi_{n+1}(*) \\
\left(\theta_{*}, \theta, \mu_{n}, \mathcal{V}_{n}\right)+\delta \phi_{(*) n+1}}}} \\
& -\left[\frac{a}{L^{2}}\left\langle\theta_{*}-Q \psi_{*}, \theta-Q \psi\right\rangle_{-1}+A_{n}\left(\psi_{*}, \psi, \phi_{*}, \phi, \mu_{n}, \mathcal{V}_{n}\right)\right]_{\substack{\psi_{(*)}=\psi_{(*) n}\left(\theta_{*}, \theta, \mu_{n}, \mathcal{V}_{n}\right) \\
\phi_{(*)}=\Phi_{(*) n+1}\left(\theta_{*}, \theta, \mu_{n}, \mathcal{V}_{n}\right)}} \\
& =\left\langle\delta \psi_{*}, C^{(n)^{-1}} \delta \psi\right\rangle_{0}+\delta \check{A}_{n}\left(\theta_{*}, \theta, \delta \psi_{*}, \delta \psi\right)
\end{aligned}
$$

(b) For $n=0$,

$$
\begin{aligned}
{\left[\frac { a } { L ^ { 2 } } \left\langle\theta_{*}\right.\right.} & \left.\left.-Q \psi_{*}, \theta-Q \psi\right\rangle_{-1}+A_{0}\left(\psi_{*}, \psi, \mu_{0}, \mathcal{V}_{0}\right)\right]_{\psi_{(*)}=\psi_{0(*)}\left(\theta_{*}, \theta, \mu_{0}, \mathcal{V}_{0}\right)}^{\psi_{(*)}=\psi_{0(*)}\left(\theta_{*}, \theta, \mu_{0}, \mathcal{V}_{0}\right)+\delta \psi_{(*)}} \\
& =\left\langle\delta \psi_{*}, C^{(0)^{-1}} \delta \psi\right\rangle_{0}+\delta \check{A}_{0}\left(\theta_{*}, \theta, \delta \psi_{*}, \delta \psi\right)
\end{aligned}
$$

Proof. (a) We use [12] with the substitutions

$$
\begin{array}{lll}
\mathcal{H}=\mathcal{H}_{0}^{(n)} & \mathcal{H}_{-}=\mathcal{H}_{n} & \mathcal{H}_{+}=\mathcal{H}_{-1}^{(n+1)} \\
Q_{-}=Q_{n} & \mathfrak{Q}=\mathfrak{Q}_{n} & b=\frac{a}{L^{2}} \\
D=D_{n} & P\left(\phi_{*}, \phi\right)=\mathcal{V}_{n}\left(\phi_{*}, \phi\right)-\mu_{n}\left\langle\phi_{*}, \phi\right\rangle_{n} \\
\mathfrak{A}\left(\phi_{*}, \phi\right)=\left\langle\phi_{*}, D_{n} \phi\right\rangle_{n}+\mathcal{V}_{n}\left(\phi_{*}, \phi\right)-\mu_{n}\left\langle\phi_{*}, \phi\right\rangle_{n}
\end{array}
$$

They give

$$
\begin{aligned}
\mathcal{A}_{\mathrm{eff}}\left(\theta_{*}, \theta ; \psi_{*}, \psi ; \phi_{*}, \phi\right)= & \frac{a}{L^{2}}\left\langle\theta_{*}-Q \psi_{*}, \theta-Q \psi\right\rangle_{-1}+\left\langle\psi_{*}-Q_{n} \phi_{*}, \mathfrak{Q}_{n}\left(\psi-Q_{n} \phi\right)\right\rangle_{0} \\
& \quad+\left\langle\phi_{*}, D_{n} \phi\right\rangle_{n}+\mathcal{V}_{n}\left(\phi_{*}, \phi\right)-\mu_{n}\left\langle\phi_{*}, \phi\right\rangle_{n} \\
= & \frac{a}{L^{2}}\left\langle\theta_{*}-Q \psi_{*}, \theta-Q \psi\right\rangle_{-1}+A_{n}\left(\psi_{*}, \psi, \phi_{*}, \phi, \mu_{n}, \mathcal{V}_{n}\right)
\end{aligned}
$$

Comparing [12, (12), (14) and Remark 10.a] with Theorem 1.13, (1.15) and (1.14), we have $C=C^{(n)}$ and $S=S_{n}$. Also

$$
\begin{aligned}
\phi_{(*) \operatorname{bg}}\left(\psi_{*}, \psi\right) & =\phi_{(*) n}\left(\psi_{*}, \psi, \mu_{n}, \mathcal{V}_{n}\right) \\
\psi_{(*) \operatorname{cr}}\left(\theta_{*}, \theta\right) & =\psi_{(*) n}\left(\theta_{*}, \theta, \mu_{n}, \mathcal{V}_{n}\right) \\
\check{\phi}_{(*) \operatorname{bg}}\left(\theta_{*}, \theta\right) & =\check{\phi}_{(*) n+1}\left(\theta_{*}, \theta, \mu_{n}, \mathcal{V}_{n}\right)
\end{aligned}
$$

are the background, critical and next scale background fields, respectively, in the sense of [12, Definition 3].
The claim now follows from [12, Lemma 12].
(b) Observe that

$$
\frac{a}{L^{2}}\left\langle\theta_{*}-Q \psi_{*}, \theta-Q \psi\right\rangle_{-1}+A_{0}\left(\psi_{*}, \psi, \mu_{0}, \mathcal{V}_{0}\right)
$$

is the sum of the quadratic form $\frac{a}{L^{2}}\left\langle\theta_{*}-Q \psi_{*}, \theta-Q \psi\right\rangle_{-1}+\left\langle\psi_{*}, D_{0} \psi\right\rangle_{0}-\mu_{0}\left\langle\psi_{*}, \psi\right\rangle_{0}$ and $\mathcal{V}_{0}\left(\psi_{*}, \psi\right)$. Now imagine substituting in $\psi_{(*)}=\psi_{0(*)}\left(\theta_{*}, \theta, \mu_{0}, \mathcal{V}_{0}\right)+\delta \psi_{(*)}$ and expanding in powers of $\delta \psi_{(*)}$. The total contribution that is of degree precisely one in $\delta \psi_{(*)}$ vanishes by the criticality of $\psi_{(*) 0}$. By Taylor's theorem with remainder,

$$
\begin{aligned}
& {\left[\frac{a}{L^{2}}\left\langle\theta_{*}-Q \psi_{*}, \theta-Q \psi\right\rangle_{-1}+A_{0}\left(\psi_{*}, \psi, \mu_{0}, \mathcal{V}_{0}\right)\right]_{\psi_{(*)}=\psi_{0(*)}\left(\theta_{*}, \theta, \mu_{0}, \mathcal{V}_{0}\right)}^{\psi_{(*)}=\psi_{0(*)}\left(\theta_{*}, \theta \mu_{0}, \mathcal{V}_{0}\right)+\delta \psi_{(*)}}} \\
& \quad=\frac{a}{L^{2}}\left\langle Q \delta \psi_{*}, Q \delta \psi\right\rangle_{-1}+\left\langle\delta \psi_{*}, D_{0} \delta \psi\right\rangle_{0}-\mu_{0}\left\langle\delta \psi_{*}, \delta \psi\right\rangle_{0} \\
& \quad \quad \quad \int_{0}^{1}(1-t) \frac{d^{2}}{d t^{2}} \mathcal{V}_{0}\left(\psi_{0 *}\left(\theta_{*}, \theta, \mu_{0}, \mathcal{V}_{0}\right)+t \delta \psi_{*}, \psi_{0}\left(\theta_{*}, \theta, \mu_{0}, \mathcal{V}_{0}\right)+t \delta \psi\right) d t
\end{aligned}
$$

## Proposition 4.2.

(a) Let $1 \leq n<n_{p}$. Let $\mu_{n}, \mathcal{V}_{n}, \mathcal{R}_{n}$ and $\mathcal{E}_{n}$ be as in Theorem 1.17. Set

$$
\begin{aligned}
\mathcal{A}_{n}\left(\psi_{*}, \psi\right)=[- & \left.A_{n}\left(\psi_{*}, \psi, \phi_{* n}, \phi_{n}, \mu_{n}, \mathcal{V}_{n}\right)+\mathcal{R}_{n}\left(\phi_{* n}, \phi_{n}\right)\right]_{\phi_{(*) n}=\phi_{(*) n}\left(\psi_{*}, \psi, \mu_{n}, \mathcal{V}_{n}\right)} \\
& +\mathcal{E}_{n}\left(\psi_{*}, \psi\right)
\end{aligned}
$$

Then

$$
\mathbb{T}_{n}^{(S F)}\left(e^{\mathcal{A}_{n}\left(\psi_{*}, \psi\right)}\right)\left(\theta_{*}, \theta ; \mu_{n}, \mathcal{V}_{n}\right)=\frac{1}{\tilde{N}_{\mathrm{T}}^{(n)}} e^{\check{\mathcal{C}}_{n}\left(\theta_{*}, \theta\right)} \check{\mathcal{F}}_{n}\left(\theta_{*}, \theta\right)
$$

(b) For $n=0, \quad \mathbb{T}_{0}^{(S F)}\left(e^{\mathcal{A}_{0}\left(\psi_{*}, \psi\right)}\right)\left(\theta_{*}, \theta ; \mu_{0}, \mathcal{V}_{0}\right)=\frac{1}{\tilde{\mathcal{N}}_{\mathbb{T}}^{(0)}} e^{\check{\mathcal{O}}_{0}\left(\theta_{*}, \theta\right)} \check{\mathcal{F}}_{0}\left(\theta_{*}, \theta\right)$.

Proof. Case $n \geq 1$ : By Definition 1.6,

$$
\begin{align*}
& \mathbb{T}_{n}^{(S F)}\left(e^{\mathcal{A}_{n}\left(\psi_{*}, \psi\right)}\right)\left(\theta_{*}, \theta ; \mu_{n}, \mathcal{V}_{n}\right) \\
& \quad=\left.\frac{1}{\tilde{N}_{\mathbb{T}}^{(n)}}\left[\prod_{x \in \mathcal{X}_{0}^{(n)}} \int_{|\zeta(x)| \leq r_{n}} \frac{d \zeta(x)^{*} \wedge d \zeta(x)}{2 \pi i}\right] e^{-\frac{a}{L^{2}}\left\langle\theta_{*}-Q \psi_{*}, \theta-Q \psi\right\rangle_{-1}} e^{\mathcal{A}_{n}\left(\psi_{*}, \psi, \mu_{n}, \mathcal{V}_{n}\right)}\right|_{\psi_{(*)}=\psi_{(*) n}+\delta \psi_{(*)}} \tag{4.1}
\end{align*}
$$

where $\psi_{(*) n}=\psi_{(*) n}\left(\theta_{*}, \theta, \mu_{n}, \mathcal{V}_{n}\right), \delta \psi_{*}=D^{(n) *} \zeta^{*}, \delta \psi=D^{(n)} \zeta$, and

$$
\begin{aligned}
\mathcal{A}_{n}\left(\psi_{*}, \psi, \mu_{n}, \mathcal{V}_{n}\right)=-A_{n}\left(\psi_{*}, \psi, \phi_{*}, \phi, \mu_{n}, \mathcal{V}_{n}\right) & +\mathcal{R}_{n}\left(\phi_{*}, \phi\right) \\
& +\left.\mathcal{E}_{n}\left(\psi_{*}, \psi\right)\right|_{\substack{\phi_{*}=\phi_{* *}\left(\psi_{*}, \psi^{\prime}, \mu_{n}, \mathcal{V}_{n}\right) \\
\phi=\phi_{n}\left(\psi *, \psi_{,}, \mu_{n}, \mathcal{V}_{n}\right)}}
\end{aligned}
$$

When $\zeta=0$ the exponent of the integral (4.1) reduces to

$$
\begin{aligned}
& -\frac{a}{L^{2}}\left\langle\theta_{*}-Q \psi_{* n}\left(\theta_{*}, \theta, \mu_{n}, \mathcal{V}_{n}\right), \theta-Q \psi_{n}\left(\theta_{*}, \theta, \mu_{n}, \mathcal{V}_{n}\right)\right\rangle_{-1} \\
& \quad-\left.A_{n}\left(\psi_{* n}, \psi_{n}, \check{\phi}_{* n+1}\left(\theta_{*}, \theta, \mu_{n}, \mathcal{V}_{n}\right), \check{\phi}_{n+1}\left(\theta_{*}, \theta, \mu_{n}, \mathcal{V}_{n}\right), \mu_{n}, \mathcal{V}_{n}\right)\right|_{\psi_{(*) n}=\psi_{* n}\left(\theta_{*}, \theta, \mu_{n}, \mathcal{V}_{n}\right)} \\
& \quad+\mathcal{R}_{n}\left(\check{\phi}_{* n+1}\left(\theta_{*}, \theta, \mu_{n}, \mathcal{V}_{n}\right), \check{\phi}_{n+1}\left(\theta_{*}, \theta, \mu_{n}, \mathcal{V}_{n}\right)\right) \\
& \quad+\mathcal{E}_{n}\left(\psi_{* n}\left(\theta_{*}, \theta, \mu_{n}, \mathcal{V}_{n}\right), \psi_{n}\left(\theta_{*}, \theta, \mu_{n}, \mathcal{V}_{n}\right)\right) \\
& =-\check{A}_{n+1}\left(\theta_{*}, \theta, \check{\phi}_{* n+1}\left(\theta_{*}, \theta, \mu_{n}, \mathcal{V}_{n}\right), \check{\phi}_{n+1}\left(\theta_{*}, \theta, \mu_{n}, \mathcal{V}_{n}\right), \mu_{n}, \mathcal{V}_{n}\right) \\
& \quad+\mathcal{R}_{n}\left(\check{\phi}_{* n+1}\left(\theta_{*}, \theta, \mu_{n}, \mathcal{V}_{n}\right), \check{\phi}_{n+1}\left(\theta_{*}, \theta, \mu_{n}, \mathcal{V}_{n}\right)\right) \\
& \quad+\mathcal{E}_{n}\left(\psi_{* n}\left(\theta_{*}, \theta, \mu_{n}, \mathcal{V}_{n}\right), \psi_{n}\left(\theta_{*}, \theta, \mu_{n}, \mathcal{V}_{n}\right)\right)
\end{aligned}
$$

by Proposition 3.4.b,c.
The part of the exponent of the integral (4.1) that is of degree at least one in $\delta \psi$ is

$$
\begin{aligned}
&-\left\langle\delta \psi_{*}, C^{(n)^{-1}} \delta \psi\right\rangle_{0}-\delta \check{A}_{n}\left(\theta_{*}, \theta, \delta \psi_{*}, \delta \psi\right)+\delta \check{\mathcal{R}}_{n}\left(\theta_{*}, \theta, \delta \psi_{*}, \delta \psi\right) \\
&+\delta \check{\mathcal{E}}_{n}\left(\theta_{*}, \theta, \delta \psi_{*}, \delta \psi\right)
\end{aligned}
$$

by Lemma 4.1.a. Since $D^{(n)}$ is an operator square root of $C^{(n)}$

$$
\left.\left\langle\delta \psi_{*}, C^{(n)^{-1}} \delta \psi\right\rangle_{0}\right|_{\substack{\delta \psi_{*}=D^{(n) *} \\ \delta \psi=D^{(n)} \zeta}}=\left\langle\zeta^{*}, \zeta\right\rangle_{0}
$$

Case $n=0: \quad$ By Definition 1.6,

$$
\begin{align*}
& \left(\mathbb{T}_{0}^{(S F)} e^{\mathcal{A}_{0}}\right)\left(\theta_{*}, \theta ; \mu_{0}, \mathcal{V}_{0}\right) \\
& \quad=\left.\frac{1}{\tilde{N}_{\mathbb{T}}^{(0)}}\left[\prod_{x \in \mathcal{X}_{0}} \int_{|\zeta(x)| \leq r_{0}} \frac{d \zeta(x)^{*} \wedge d \zeta(x)}{2 \pi i}\right] e^{-a L^{-2}\left\langle\theta_{*}-Q \psi_{*}, \theta-Q \psi\right\rangle_{-1}} e^{\mathcal{A}_{0}\left(\psi_{*}, \psi\right)}\right|_{\substack{\psi_{*}=\psi_{0}\left(\psi_{0}, \theta, \mu_{0}, \mathcal{V}_{0}\right)+\delta \psi_{*} \\
\psi=\psi_{0}\left(\theta_{*}, \theta, \mu_{0}, \nu_{0}\right)+\delta \psi}} \tag{4.2}
\end{align*}
$$

where, again, $\delta \psi_{*}=D^{(0) *} \zeta^{*}, \delta \psi=D^{(0)} \zeta$. By (1.20) and Definition 1.5.b, when $\zeta=0$ the exponent of the integral (4.2) reduces to

$$
\begin{gathered}
-a L^{-2}\left\langle\theta_{*}-Q \psi_{0 *}\left(\theta_{*}, \theta, \mu_{0}, \mathcal{V}_{0}\right), \theta-Q \psi_{0}\left(\theta_{*}, \theta, \mu_{0}, \mathcal{V}_{0}\right)\right\rangle \\
\quad-A_{0}\left(\psi_{0 *}\left(\theta_{*}, \theta, \mu_{0}, \mathcal{V}_{0}\right), \psi_{0}\left(\theta_{*}, \theta, \mu_{0}, \mathcal{V}_{0}\right), \mu_{0}, \mathcal{V}_{0}\right) \\
\quad+\mathcal{R}_{0}\left(\psi_{0 *}\left(\theta_{*}, \theta, \mu_{0}, \mathcal{V}_{0}\right), \psi_{0}\left(\theta_{*}, \theta, \mu_{0}, \mathcal{V}_{0}\right)\right) \\
\quad+\mathcal{E}_{0}\left(\psi_{0 *}\left(\theta_{*}, \theta, \mu_{0}, \mathcal{V}_{0}\right), \psi_{0}\left(\theta_{*}, \theta, \mu_{0}, \mathcal{V}_{0}\right)\right) \\
=-\check{A}_{1}\left(\theta_{*}, \theta, \check{\phi}_{1 *}\left(\theta_{*}, \theta, \mu_{0}, \mathcal{V}_{0}\right), \check{\phi}_{1}\left(\theta_{*}, \theta, \mu_{0}\right), \mu_{0}, \mathcal{V}_{0}\right) \\
\quad+\mathcal{R}_{0}\left(\check{\phi}_{1 *}\left(\theta_{*}, \theta, \mu_{0}, \mathcal{V}_{0}\right), \check{\phi}_{1}\left(\theta_{*}, \theta, \mu_{0}, \mathcal{V}_{0}\right)\right) \\
\quad+\mathcal{E}_{0}\left(\psi_{0 *}\left(\theta_{*}, \theta, \mu_{0}, \mathcal{V}_{0}\right), \psi_{0}\left(\theta_{*}, \theta, \mu_{0}, \mathcal{V}_{0}\right)\right)
\end{gathered}
$$

by Lemma 2.4.c and Proposition 3.4.b.
The part of the exponent of the integral (4.2) that is of degree at least one in $\delta \psi$ is

$$
\begin{aligned}
&-\left\langle\delta \psi_{*}, C^{(0)^{-1}} \delta \psi\right\rangle_{0}-\delta \check{A}_{0}\left(\theta_{*}, \theta, \delta \psi_{*}, \delta \psi\right)+\delta \check{\mathcal{R}}_{0}\left(\theta_{*}, \theta, \delta \psi_{*}, \delta \psi\right) \\
&+\delta \check{\mathcal{E}}_{0}\left(\theta_{*}, \theta, \delta \psi_{*}, \delta \psi\right)
\end{aligned}
$$

by Lemma 4.1.b.

Corollary 4.3, below, gives a representation for

$$
\begin{aligned}
\left(\left(\mathbb{S T}_{n}^{(S F)}\right) \circ \cdots \circ\right. & \left.\left(\mathbb{S T}_{0}^{(S F)}\right)\right)\left(e^{\mathcal{A}_{0}}\right)\left(\psi_{*}, \psi\right) \\
& =\left(\mathbb{T}_{n}^{(S F)} \circ\left(\mathbb{S T}_{n-1}^{(S F)}\right) \circ \cdots \circ\left(\mathbb{S T}_{0}^{(S F)}\right)\right)\left(e^{\mathcal{A}_{0}}\right)\left(\mathbb{S}^{-1} \psi_{*}, \mathbb{S}^{-1} \psi\right)
\end{aligned}
$$

which, up to a multiplicative constant, is of the form

$$
e^{\mathcal{C}_{n}\left(\psi_{*}, \psi\right)} \mathcal{F}_{n}\left(\psi_{*}, \psi\right)
$$

where

- the "contribution from the critical field" is

$$
\begin{aligned}
\mathcal{C}_{n}\left(\psi_{*}, \psi\right)= & -A_{n+1}\left(\psi_{*}, \psi, \phi_{* n+1}\left(\psi_{*}, \psi, L^{2} \mu_{n}, \mathbb{S V}_{n}\right), \phi_{n+1}\left(\psi_{*}, \psi, L^{2} \mu_{n}, \mathbb{S} \mathcal{V}_{n}\right), L^{2} \mu_{n}, \mathbb{S V}_{n}\right) \\
& +\left(\mathbb{S R}_{n}\right)\left(\phi_{* n+1}\left(\psi_{*}, \psi, L^{2} \mu_{n}, \mathbb{S V}_{n}\right), \phi_{n+1}\left(\psi_{*}, \psi, L^{2} \mu_{n}, \mathbb{S} \mathcal{V}_{n}\right)\right)+\mathcal{E}_{n+1,1}\left(\psi_{*}, \psi\right)
\end{aligned}
$$

with

$$
\begin{align*}
\mathcal{E}_{n+1,1}\left(\psi_{*}, \psi\right) & =\left(\mathbb{S E}_{n}\right)\left(\hat{\psi}_{* n}\left(\psi_{*}, \psi, \mu_{n}, \mathcal{V}_{n}\right), \hat{\psi}_{n}\left(\psi_{*}, \psi, \mu_{n}, \mathcal{V}_{n}\right)\right) \\
\hat{\psi}_{(*) n}\left(\psi_{*}, \psi, \mu, \mathcal{V}\right) & =\mathbb{S}\left[\psi_{* n}\left(\mathbb{S}^{-1} \psi_{*}, \mathbb{S}^{-1} \psi, \mu, \mathcal{V}\right)\right] \tag{4.3}
\end{align*}
$$

and the $\mu_{n}, \mathcal{V}_{n}, \mathcal{R}_{n}$ and $\mathcal{E}_{n}$ of Theorem 1.17 for $n \geq 1$ and of $\S 1.5$ for $n=0$,

- and the "fluctuation integral" is

$$
\begin{align*}
\mathcal{F}_{n}\left(\psi_{*}, \psi\right)= & {\left[\prod_{w \in \mathcal{X}_{1}^{(n)}} \int_{|z(w)| \leq r_{n}} \frac{d z(w)^{*} \wedge d z(w)}{2 \pi i} e^{-|z(w)|^{2}}\right] } \\
& \quad \exp \left\{-\delta A_{n}\left(\psi_{*}, \psi, z_{*}, z\right)+\delta \mathcal{R}_{n}\left(\psi_{*}, \psi, z_{*}, z\right)+\delta \mathcal{E}_{n}\left(\psi_{*}, \psi, z_{*}, z\right)\right\} \tag{4.4}
\end{align*}
$$

with

- for $n \geq 0$

$$
\begin{equation*}
\delta \mathcal{E}_{n}\left(\psi_{*}, \psi, z_{*}, z\right)=\left.\left(\mathbb{S E}_{n}\right)\left(\Psi_{*}, \Psi\right)\right|_{\Psi(*)=\hat{\psi}_{(*) n}\left(\psi_{*}, \psi, \mu_{n}, \mathcal{V}_{n}\right)} ^{\Psi_{(*)}=\hat{\psi}_{(*) n}\left(\psi_{*}, \psi, \mu_{n}, \mathcal{V}_{n}\right)+L^{3 / 2} \mathbb{S}^{(n)(*)} \mathbb{S}^{-1} z_{(*)}} \tag{4.5}
\end{equation*}
$$

- for $n \geq 0$

$$
\begin{equation*}
\delta \mathcal{R}_{n}\left(\psi_{*}, \psi, z_{*}, z\right)=\left.\left(\mathbb{S}_{n}\right)\left(\Phi_{*}, \Phi\right)\right|_{\Phi_{(*)}=\phi_{(*) n+1}\left(\psi_{*}, \psi, L^{2} \mu_{n}, \mathbb{S} \mathcal{V}_{n}\right)} ^{\Phi_{(*)}=\phi_{(*) n+1}\left(\psi_{*}, \psi, L^{2} \mu_{n}, \mathbb{S} \mathcal{V}_{n}\right)+\delta \hat{\phi}_{(*) n+1}\left(\psi_{*}, \psi, z_{*}, z\right)} \tag{4.6}
\end{equation*}
$$

where,

$$
\begin{align*}
& \delta \hat{\phi}_{(*) n+1}\left(\psi_{*}, \psi, z_{*}, z\right) \\
& \quad= \begin{cases}\mathbb{S}\left[\delta \check{\phi}_{(*) n+1}\left(\mathbb{S}^{-1} \psi_{*}, \mathbb{S}^{-1} \psi_{*}, D^{(n) *} \mathbb{L}_{*} z_{*}, D^{(n)} \mathbb{L}_{*} z, \mu_{n}, \mathcal{V}_{n}\right)\right] & \text { if } n \geq 1 \\
L^{3 / 2} \mathbb{S} D^{(0)(*)} \mathbb{S}^{-1} z_{(*)} & \text { if } n=0\end{cases} \tag{4.7}
\end{align*}
$$

and

- for $n \geq 1$,

$$
\begin{align*}
\delta A_{n}\left(\psi_{*}, \psi, z_{*}, z\right)= & -L^{7 / 2} \int_{0}^{1} d t\left\langle z_{*}, \mathbb{S} D^{(n)} \mathfrak{Q}_{n} Q_{n} \mathbb{S}^{-1}\left[\delta \hat{\phi}_{n+1}^{(+)}\left(\psi_{*}, \psi ; t z_{*}, t z\right)\right]\right\rangle_{1} \\
& -L^{7 / 2} \int_{0}^{1} d t\left\langle\mathbb{S} D^{(n) *} \mathfrak{Q}_{n} Q_{n} \mathbb{S}^{-1}\left[\delta \hat{\phi}_{* n+1}^{(+)}\left(\psi_{*}, \psi ; t z_{*}, t z\right)\right], z\right\rangle_{1} \tag{4.8.a}
\end{align*}
$$

and, for $n=0$,

$$
\begin{align*}
& \delta A_{0}\left(\psi_{*}, \psi, z_{*}, z\right) \\
& =\left.\int_{0}^{1}(1-t) \frac{d^{2}}{d t^{2}}\left(\mathbb{S} \mathcal{V}_{0}\right)\left(\hat{\psi}_{*}+t \delta \psi_{*}, \hat{\psi}+t \delta \psi\right) d t\right|_{\substack{\hat{\psi}_{(*)}=\hat{\psi}_{0(*)}\left(\psi_{*}, \psi_{, ~ 4, ~}^{0}, \nu_{0}\right) \\
\delta \psi_{(*)}=L^{3 / 2} \mathbb{S} D(0)(*) \mathbb{S}-1_{z}(*)}}  \tag{4.8.b}\\
& \quad-\mu_{0} L^{5}\left\langle z_{*}, \mathbb{S}^{(0)} \mathbb{S}^{-1} z\right\rangle_{1}
\end{align*}
$$

where, for $n \geq 1$,

$$
\begin{equation*}
\delta \hat{\phi}_{(*) n+1}^{(+)}\left(\psi_{*}, \psi, z_{*}, z\right)=\delta \hat{\phi}_{(*) n+1}\left(\psi_{*}, \psi, z_{*}, z\right)-L^{3 / 2} \mathbb{S} S_{n}^{(*)} Q_{n}^{*} \mathfrak{Q}_{n} D^{(n)(*)} \mathbb{S}^{-1} z_{(*)} \tag{4.9}
\end{equation*}
$$

## Corollary 4.3.

(a) Let $1 \leq n<n_{p}$. Let $\mu_{n}, \mathcal{R}_{n}$ and $\mathcal{E}_{n}$ be as in Theorem 1.17. Set

$$
\begin{aligned}
\mathcal{A}_{n}\left(\psi_{*}, \psi\right)=[- & \left.A_{n}\left(\psi_{*}, \psi, \phi_{* n}, \phi_{n}, \mu_{n}, \mathcal{V}_{n}\right)+\mathcal{R}_{n}\left(\phi_{* n}, \phi_{n}\right)\right]_{\phi_{(*) n}=\phi_{(*) n}\left(\psi_{*}, \psi, \mu_{n}, \mathcal{V}_{n}\right)} \\
& +\mathcal{E}_{n}\left(\psi_{*}, \psi\right)
\end{aligned}
$$

Then

$$
\left(\mathbb{S T}_{n}^{(S F)}\right)\left(e^{\mathcal{A}_{n}}\right)\left(\psi_{*}, \psi ; \mu_{n}, \mathcal{V}_{n}\right)=\frac{1}{\tilde{N}_{\mathbb{T}}^{(n)}} e^{\mathcal{C}_{n}\left(\psi_{*}, \psi\right)} \mathcal{F}_{n}\left(\psi_{*}, \psi\right)
$$

(b) For $n=0, \quad\left(\mathbb{S T}_{0}^{(S F)}\right)\left(e^{\mathcal{A}_{0}}\right)\left(\psi_{*}, \psi ; \mu_{0}, \mathcal{V}_{0}\right)=\frac{1}{\tilde{N}_{\mathbb{T}}^{(0)}} e^{\mathcal{C}_{0}\left(\psi_{*}, \psi\right)} \mathcal{F}_{0}\left(\psi_{*}, \psi\right)$

Proof. By Proposition 4.2, it suffices to verify that

$$
\left(\mathbb{S} \check{\mathcal{C}}_{n}\right)\left(\psi_{*}, \psi\right)=\mathcal{C}_{n}\left(\psi_{*}, \psi\right) \quad\left(\mathbb{S} \check{\mathcal{F}}_{n}\right)\left(\psi_{*}, \psi\right)=\mathcal{F}_{n}\left(\psi_{*}, \psi\right)
$$

for all $n \geq 0$. That we have $\mathbb{S C}_{n}=\mathcal{C}_{n}$ follows immediately from

$$
\begin{aligned}
& \left.\check{A}_{n+1}\left(\theta_{*}, \theta, \check{\phi}_{* n+1}\left(\theta_{*}, \theta, \mu_{n}, \mathcal{V}_{n}\right), \check{\phi}_{n+1}\left(\theta_{*}, \theta, \mu_{n}, \mathcal{V}_{n}\right), \mu_{n}, \mathcal{V}_{n}\right)\right|_{\theta_{(*)}=\mathbb{S}^{-1} \psi(*)} \\
& \quad=A_{n+1}\left(\psi_{*}, \psi, \phi_{* n+1}\left(\psi_{*}, \psi, L^{2} \mu_{n}, \mathbb{S V}_{n}\right), \phi_{n+1}\left(\psi_{*}, \psi, L^{2} \mu_{n}, \mathbb{S V}_{n}\right), L^{2} \mu_{n}, \mathbb{S} \mathcal{V}_{n}\right)
\end{aligned}
$$

by Definition 2.3 and Definition 3.2, and

$$
\begin{aligned}
\mathcal{R}_{n}\left(\check{\phi}_{* n+1}\right. & \left.\left(\theta_{*}, \theta, \mu_{n}, \mathcal{V}_{n}\right), \check{\phi}_{n+1}\left(\theta_{*}, \theta, \mu_{n}, \mathcal{V}_{n}\right)\right)\left.\right|_{\theta_{(*)}=\mathbb{S}^{-1} \psi_{(*)}} \\
= & \left.\left(\mathbb{S} \mathcal{R}_{n}\right)\left(\mathbb{S}\left[\check{\phi}_{* n+1}\left(\theta_{*}, \theta, \mu_{n}, \mathcal{V}_{n}\right)\right], \mathbb{S}\left[\check{\phi}_{n+1}\left(\theta_{*}, \theta, \mu_{n}, \mathcal{V}_{n}\right)\right]\right)\right|_{\theta_{(*)}=\mathbb{S}^{-1} \psi_{(*)}} \\
= & \left(\mathbb{S} \mathcal{R}_{n}\right)\left(\phi_{* n+1}\left(\psi_{*}, \psi, L^{2} \mu_{n}, \mathbb{S} \mathcal{V}_{n}\right), \phi_{n+1}\left(\psi_{*}, \psi, L^{2} \mu_{n}, \mathbb{S} \mathcal{V}_{n}\right)\right)
\end{aligned}
$$

and

$$
\begin{aligned}
& \left.\mathcal{E}_{n}\left(\psi_{* n}\left(\theta_{*}, \theta, \mu_{n}, \mathcal{V}_{n}\right), \psi_{n}\left(\theta_{*}, \theta, \mu_{n}, \mathcal{V}_{n}\right)\right)\right|_{\theta_{(*)}=\mathbb{S}^{-1} \psi_{(*)}} \\
& \quad=\left(\mathbb{S E}_{n}\right)\left(\hat{\psi}_{* n}\left(\psi_{*}, \psi, \mu_{n}, \mathcal{V}_{n}\right), \hat{\psi}_{n}\left(\psi_{*}, \psi, \mu_{n}, \mathcal{V}_{n}\right)\right)
\end{aligned}
$$

by (4.3).
Under the substitution $\zeta(x)=\left(\mathbb{L}_{*} z\right)(x)=z\left(\mathbb{L}^{-1} x\right)$

$$
\begin{align*}
& {\left[\prod_{x \in \mathcal{X}_{0}^{(n)}} \int_{|\zeta(x)| \leq r_{n}} \frac{d \zeta(x)^{*} \wedge d \zeta(x)}{2 \pi i} e^{-|\zeta(x)|^{2}}\right] \mathcal{G}\left(\zeta_{*}, \zeta\right)} \\
& \quad=\left[\prod_{w \in \mathcal{X}_{1}^{(n)}|z(w)| \leq r_{n}} \int \frac{d z(w)^{*} \wedge d z(w)}{2 \pi i} e^{-|z(w)|^{2}}\right] \mathcal{G}\left(\mathbb{L}_{*} z_{*}, \mathbb{L}_{*} z\right) \tag{4.10}
\end{align*}
$$

By (4.3) and Remark 2.2.a,

$$
\begin{gather*}
\left.\delta \check{\mathcal{E}}_{n}\left(\theta_{*}, \theta, \delta \psi_{*}, \delta \psi\right)\right|_{\substack{\left.\delta \psi_{(*)}\right)=D^{(n)(*)} \mathbb{L}_{\mathbb{L}_{*} z_{(*)}}}}=\left.\mathcal{E}_{n}\left(\hat{\psi}_{*}, \hat{\psi}\right)\right|_{\hat{\psi}_{(*)}=\mathbb{S}^{-1} \hat{\psi}_{(*) n}\left(\psi_{*}, \psi, \mu_{n}, \mathcal{V}_{n}\right)} ^{\hat{\psi}_{(*)}=\mathbb{S}^{-1} \hat{\psi}_{(*) n}\left(\psi_{*}, \psi, \mu_{n}, \mathcal{V}_{n}\right)+D^{(n)(*)} \mathbb{L}_{*} z_{(*)}} \\
=\left.\left(\mathbb{S E}_{n}\right)\left(\Psi_{*}, \Psi\right)\right|_{\Psi_{(*)}=\hat{\psi}_{(*) n}\left(\psi_{*}, \psi, \psi_{n}, \mathcal{V}_{n}\right)} ^{\Psi_{(*)}=\hat{\psi}_{(*)}\left(\psi_{*}, \psi_{,}, \nu_{n}\right)+L^{3 / 2} \mathbb{S}^{(n)(*) \mathbb{S}^{-1} z_{(*)}}} . \tag{4.11}
\end{gather*}
$$

and, by Definition 3.2 and (4.7)

$$
\begin{align*}
& \left.\delta \check{\mathcal{R}}_{n}\left(\theta_{*}, \theta, \delta \psi_{*}, \delta \psi\right)\right|_{\substack{\delta \psi_{(*)}=D^{(n)(*)}(*) \\
\mathbb{L}_{*} z \tilde{Z}_{(*)}}} \\
& =\left.\mathcal{R}_{n}\left(\phi_{*}, \phi\right)\right|_{\phi_{(*)}=\mathbb{S}^{-1}\left[\phi_{(*) n+1}\left(\psi_{*}, \psi, L^{2} \mu_{n}, \mathbb{S} \mathcal{V}_{n}\right)\right]} ^{\left.\phi_{(*)}=\mathbb{S}^{-1}\left[\phi_{*}\right) n+1\left(\psi_{*}, \psi L^{2} \mu_{n}, \mathcal{V}_{n}\right)\right]+\mathbb{S}^{-1}\left[\delta \hat{\phi}_{(*) n+1}\left(\psi_{*}, \psi, z_{*}, z\right)\right]}  \tag{4.12}\\
& =\left.\left(\mathbb{S}_{n}\right)\left(\Phi_{*}, \Phi\right)\right|_{\Phi_{(*)}=\phi_{(*) n+1}\left(\psi_{*}, \psi, L^{2} \mu_{n}, \mathbb{S} \mathcal{V}_{n}\right)} ^{\Phi_{(*)}=\phi_{(*) n+1}\left(\psi_{*}, \psi, L^{2} \mu_{n}, \mathbb{S} \mathcal{V}_{n}\right)+\delta \hat{\phi}_{(*) n+1}\left(\psi_{*}, \psi, z_{*}, z\right)}
\end{align*}
$$

Since, for $n \geq 1$,

$$
\begin{aligned}
& \left.\delta \check{\phi}_{n+1}^{(+)}\left(\theta_{*}, \theta ; \delta \psi_{*}, \delta \psi, \mu_{n}, \mathcal{V}_{n}\right)\right|_{\substack{\left.\delta \psi_{(*)}=D^{(n)}(*)\right)_{L_{* *}(*)}}} ^{\substack{\theta_{(*)}}} \\
& =\left.\delta \check{\phi}_{n+1}\left(\theta_{*}, \theta ; \delta \psi_{*}, \delta \psi, \mu_{n}, \mathcal{V}_{n}\right)\right|_{\substack{ \\
\delta \psi_{(*)}(*)=D^{(n)(*)}\left(\mathbb{L}_{\mathbb{*} *}(*)\right.}}-S_{n} Q_{n}^{*} \mathfrak{Q}_{n} D^{(n)} \mathbb{L}_{*} z \\
& =\mathbb{S}^{-1}\left[\delta \hat{\phi}_{n+1}\left(\psi_{*}, \psi, z_{*}, z\right)\right]-L^{3 / 2} S_{n} Q_{n}^{*} \mathfrak{Q}_{n} D^{(n)} \mathbb{S}^{-1} z \\
& =\mathbb{S}^{-1}\left[\delta \hat{\phi}_{n+1}^{(+)}\left(\psi_{*}, \psi, z_{*}, z\right)\right]
\end{aligned}
$$

by Definition 3.5.b, (4.7) and Remark 2.2.a, we have

$$
\begin{aligned}
&\left\langle\delta \psi_{*}, \mathfrak{Q}_{n}\right.\left.Q_{n} \delta \check{\phi}_{n+1}^{(+)}\left(\theta_{*}, \theta ; \delta \psi_{*}, \delta \psi, \mu_{n}, \mathcal{V}_{n}\right)\right\rangle\left._{0}\right|_{\substack{\theta_{(*)}=\mathcal{S}^{-1} \psi_{(*)} \\
\delta \psi_{(*)}=D^{(n)(*)}\left(\mathbb{L}_{* z z}(*)\right.}} \\
& \quad=L^{2}\left\langle\mathbb{S} D^{(n) *} \mathbb{L}_{*} z_{*}, \mathbb{S} \mathfrak{Q}_{n} Q_{n} \mathbb{S}^{-1}\left[\delta \hat{\phi}_{n+1}^{(+)}\left(\psi_{*}, \psi, z_{*}, z\right)\right]\right\rangle_{1} \\
&=L^{7 / 2}\left\langle\mathbb{S} D^{(n) *} \mathbb{S}^{-1} z_{*}, \mathbb{S Q}_{n} Q_{n} \mathbb{S}^{-1}\left[\delta \hat{\phi}_{n+1}^{(+)}\left(\psi_{*}, \psi, z_{*}, z\right)\right]\right\rangle_{1} \\
&=L^{7 / 2}\left\langle z_{*}, \mathbb{S} D^{(n)} \mathfrak{Q}_{n} Q_{n} \mathbb{S}^{-1}\left[\delta \hat{\phi}_{n+1}^{(+)}\left(\psi_{*}, \psi, z_{*}, z\right)\right]\right\rangle_{1}
\end{aligned}
$$

by Remark 2.2.a, c, d. Consequently, for $n \geq 1$,

$$
\begin{equation*}
\left.\delta \check{A}_{n}\left(\theta_{*}, \theta, \delta \psi_{*}, \delta \psi\right)\right|_{\substack{\theta_{(*)}=\mathbb{S}^{-1} \psi_{( }(*) \\ \delta \psi(*)=D^{(n)(*)} \mathbb{L}_{*} z_{(*)}}}=\delta A_{n}\left(\psi_{*}, \psi, z_{*}, z\right) \tag{4.13}
\end{equation*}
$$

For $n=0$,

$$
\begin{aligned}
& \left.\mathcal{V}_{0}\left(\psi_{0 *}\left(\theta_{*}, \theta, \mu_{0}, \mathcal{V}_{0}\right)+\delta \psi_{*}, \psi_{0}\left(\theta_{*}, \theta, \mu_{0}, \mathcal{V}_{0}\right)+\delta \psi\right)\right|_{\substack{\left.\delta \psi_{(*)}=D^{(0)(*)}\right)^{-1} \mathbb{L}_{*}(*) \\
\theta_{(*)}}} \\
& \quad=\left(\mathbb{S} \mathcal{V}_{0}\right)\left(\hat{\psi}_{0 *}\left(\psi_{*}, \psi, \mu_{0}, \mathcal{V}_{0}\right)+L^{3 / 2} \mathbb{S} D^{(0) *} \mathbb{S}^{-1} z_{*}, \hat{\psi}_{0}\left(\psi_{*}, \psi, \mu_{0}, \mathcal{V}_{0}\right)+L^{3 / 2} \mathbb{S} D^{(0)} \mathbb{S}^{-1} z\right)
\end{aligned}
$$

and

$$
\begin{aligned}
\left.\left\langle\delta \psi_{*}, \delta \psi\right\rangle_{0}\right|_{\delta \psi_{(*)}=D^{(0)(*)} \mathbb{L}_{*} z_{(*)}} & =L^{2}\left\langle\mathbb{S} D^{(0) *} \mathbb{L}_{*} z_{*}, \mathbb{S} D^{(0)} \mathbb{L}_{*} z\right\rangle_{1} \\
& =L^{5}\left\langle\mathbb{S} D^{(0) *} \mathbb{S}^{-1} z_{*}, \mathbb{S} D^{(0)} \mathbb{S}^{-1} z\right\rangle_{1} \\
& =L^{5}\left\langle z_{*}, \mathbb{S} C^{(0)} \mathbb{S}^{-1} z\right\rangle_{1}
\end{aligned}
$$

by (4.3) and Remark 2.2.a,c,d. Therefore (4.13) also holds for $n=0$. That $\mathbb{S} \check{\mathcal{F}}_{n}=\mathcal{F}_{n}$ now follows from (4.10), (4.11), (4.12) and (4.13).

## A Compendium of Definitions

## A. 1 Lattices

We use many different lattices. Our initial system is a finite volume (continuous) spin system having one (complex valued) spin at each site of the lattice ${ }^{12}$

$$
\mathcal{X}_{0}=\left(\mathbb{Z} / L_{\mathrm{tp}} \mathbb{Z}\right) \times\left(\mathbb{Z}^{3} / L_{\mathrm{sp}} \mathbb{Z}^{3}\right)
$$

where $L_{\text {tp }} \in L^{2} \mathbb{N}$ and $L_{\text {sp }} \in L \mathbb{N}$ are the temporal and spatial sizes of this initial, finite volume, lattice and $L \geq 3$ is a fixed odd natural number. $\mathcal{X}_{0}$ is a unit lattice in the sense that the distance between nearest neighbours in the lattice is 1. During each renormalization group step this lattice is scaled down. In each of the first $n_{p}$ steps, which are the steps considered in this paper and in [9, 13], we use (anisotropic) "parabolic scaling" and decrease the lattice spacing in the temporal direction by a factor of $L^{2}$ and in the spatial directions by a factor of $L$. So after $n$ renormalization group steps the lattice spacing in the spatial directions is $\varepsilon_{n}=\frac{1}{L^{n}}$ and in the temporal direction is $\varepsilon_{n}^{2}=\frac{1}{L^{2 n}}$ and the torus $\mathcal{X}_{0}$ has been scaled down to

$$
\mathcal{X}_{n}=\left(\frac{1}{L^{2 n}} \mathbb{Z} / \frac{L_{\mathrm{tp}}}{L^{2 n}} \mathbb{Z}\right) \times\left(\frac{1}{L^{n}} \mathbb{Z}^{3} / \frac{L_{\mathrm{sp}}}{L^{n}} \mathbb{Z}^{3}\right)
$$

We call $\mathcal{X}_{n}$ the " $\varepsilon_{n}$-lattice" and denote by

$$
\mathcal{H}_{n}=\mathbb{C}^{\mathcal{X}_{n}}
$$

the space of all complex valued functions on $\mathcal{X}_{n}$. We endow $\mathcal{H}_{n}$ with the norm and bilinear ${ }^{13}$ form

$$
\|f\|_{n}=\operatorname{vol}_{n} \sum_{x \in \mathcal{X}_{n}}|f(x)|^{2} \quad\langle f, g\rangle_{n}=\operatorname{vol}_{n} \sum_{x \in \mathcal{X}_{n}} f(x) g(x)
$$

where

$$
\operatorname{vol}_{n}=\varepsilon_{n}^{5}
$$

is the volume of a cell in $\mathcal{X}_{n}$. We view $\mathcal{H}_{n}$ as the Hilbert space $L^{2}\left(\mathcal{X}_{n}\right)$ with (positive definite) inner product $\left\langle f^{*}, g\right\rangle_{n}$ and norm $\|f\|_{n}$. Many of the operators acting on $\mathcal{H}_{n}$ that we consider are periodizations of operators acting on $L^{2}$ of the "universal cover"

$$
\mathcal{Z}_{n}=\varepsilon_{n}^{2} \mathbb{Z} \times \varepsilon_{n} \mathbb{Z}^{3}
$$

[^10]of $\mathcal{X}_{n}$.
We implement each renormalization group step by performing a block averaging of the spins. During each of the steps in the parabolic regime, we average ${ }^{14}$ over blocks of $L^{2} \times L \times L \times L$ sites. So a $k$-block, that is a block of sites averaged over in each of the first $k$ renormalization group steps, consists of $L^{2 k} \times L^{k} \times L^{k} \times L^{k}$ sites when $k \leq n_{p}$. The number of sites averaged over is $\frac{1}{\mathrm{vol}_{k}}$.

It is necessary to repeatedly compose critical point field configurations. For this purpose, we introduce an array of intermediate sublattices. For each $0 \leq k \leq n+1$, define the sublattice $\mathcal{X}_{n-k}^{(k)}$ of (centres of) $k$-blocks in the $\varepsilon_{n}$-lattice $\mathcal{X}_{n}$ and the corresponding Hilbert space, bilinear form and norm, to be

$$
\mathcal{X}_{n-k}^{(k)}=\left(\varepsilon_{n-k}^{2} \mathbb{Z} / \varepsilon_{n}^{2} L_{\mathrm{tp}} \mathbb{Z}\right) \times\left(\varepsilon_{n-k} \mathbb{Z}^{3} / \varepsilon_{n} L_{\mathrm{sp}} \mathbb{Z}^{3}\right) \quad \mathcal{H}_{n-k}^{(k)}=L^{2}\left(\mathcal{X}_{n-k}^{(k)}\right)
$$

and

$$
\langle f, g\rangle_{n-k}^{(k)}=\frac{\operatorname{vol}_{n}}{\operatorname{vol}_{k}} \sum_{x \in \mathcal{X}_{n-k}^{(k)}} f(x) g(x) \quad\|f\|_{n-k}^{(k)}=\frac{\operatorname{vol}_{n}}{\operatorname{vol}_{k}} \sum_{x \in \mathcal{X}_{n-k}^{(k)}}|f(x)|^{2}
$$

The lower index gives the "scale" of the lattice. That is, the distance between nearest neighbour points of the lattice. The upper index gives the block size and determines the number of points in the sublattice (the number of points in $\mathcal{X}_{n}$ divided by the number of points in a $k$-block). The sum of the upper and lower indices gives the number of the renormalization group step. For example, $\mathcal{X}_{j}^{(k)}$

- has the lattice spacing $\varepsilon_{j}^{2}$ in temporal directions and
- has the lattice spacing $\varepsilon_{j}$ in spatial directions and
- has $\left(\varepsilon_{k}^{2} L_{\mathrm{tp}}\right)\left(\varepsilon_{k} L_{\mathrm{sp}}\right)^{3}$ points and
- has volume [volume of single cell] $\times$ [number of points] $=\varepsilon_{j}^{5}\left(\varepsilon_{k}^{2} L_{\mathrm{tp}}\right)\left(\varepsilon_{k} L_{\mathrm{sp}}\right)^{3}$

Observe that $\mathcal{X}_{n}^{(0)}=\mathcal{X}_{n}$ and $\mathcal{H}_{n}^{(0)}=\mathcal{H}_{n}$ and that $\mathcal{X}_{0}^{(n)}=\left(\mathbb{Z} / \varepsilon_{n}^{2} L_{\mathrm{tp}} \mathbb{Z}\right) \times\left(\mathbb{Z}^{3} / \varepsilon_{n} L_{\mathrm{sp}} \mathbb{Z}^{3}\right)$ is a unit lattice in $\mathbb{Z}^{4}$.

## A. 2 Scaling

Scaling is performed by the linear isomorphisms

$$
\mathbb{L}: \mathcal{X}_{j}^{(k)} \rightarrow \mathcal{X}_{j-1}^{(k)} \quad\left(u_{0}, \mathbf{u}\right) \mapsto\left(L^{2} u_{0}, L \mathbf{u}\right)
$$

For a function $\alpha \in \mathcal{H}_{j}^{(k)}$, define the function $\mathbb{L}_{*}(\alpha) \in \mathcal{H}_{j-1}^{(k)}$ by $\mathbb{L}_{*}(\alpha)(\mathbb{L} u)=\alpha(u)$. Set $\mathbb{S}=L^{3 / 2} \mathbb{L}_{*}^{-1}$. That is, for a field $\theta$ on $\mathcal{X}_{j-1}^{(k)}$,

$$
(\mathbb{S} \theta)(x)=L^{3 / 2} \theta(\mathbb{L} x)
$$

[^11]is a field on $\mathcal{X}_{j}^{(k)}$.

## A. 3 Block Spin Operators

The block spin averaging operator $Q: \mathcal{H}_{0}^{(n)} \rightarrow \mathcal{H}_{-1}^{(n+1)}$, which averages fields $\psi(x)$, indexed by points $x$ of the unit lattice $\mathcal{X}_{0}^{(n)}$, over blocks centered on the points of the $L$-lattice $\mathcal{X}_{-1}^{(n+1)}$ is defined by

$$
\begin{equation*}
(Q \psi)(y)=\sum_{x \in \mathbb{Z} \times \mathbb{Z}^{3}} q(x) \psi(y+[x]) \tag{A.1}
\end{equation*}
$$

where $[x]$ denotes the class of $x \in \mathbb{Z} \times \mathbb{Z}^{3}$ in the quotient space $\mathcal{X}_{0}^{(n)}$. The averaging profile $q$ is the $\mathfrak{q}$-fold convolution of the characteristic function, $1_{\mathbf{r}}(x)$, of the rectangle $\left[-\frac{L^{2}-1}{2}, \frac{L^{2}-1}{2}\right] \times\left[-\frac{L-1}{2}, \frac{L-1}{2}\right]^{3}$, normalized to have integral one. That is,

$$
q=\frac{1}{L^{5 q}} \overbrace{1_{\mathrm{a}} * 1_{\mathrm{a}} * \cdots * 1_{\mathrm{a}}}^{\mathfrak{q} \text { times }}
$$

For bounds on $Q$, see [10, Lemma 2.3].
The block spin averaging operator $Q_{n}: \mathcal{H}_{n} \rightarrow \mathcal{H}_{0}^{(n)}$, which averages fields $\phi(u)$, indexed by points $u$ of the fine lattice $\mathcal{X}_{n}$, over blocks centered on the points of the unit-lattice $\mathcal{X}_{0}^{(n)}$ is defined by

$$
\begin{equation*}
Q_{n}=\left(\mathbb{L}_{*}^{-1} Q\right)^{n} \mathbb{L}_{*}^{n} \tag{A.2}
\end{equation*}
$$

For bounds on $Q_{n}$, see [10, Remark 2.1.a and Lemma 2.2].
The operator

$$
\mathfrak{Q}_{n}=a\left(\mathbb{1}+\sum_{j=1}^{n-1} \frac{1}{L^{2 j}} Q_{j} Q_{j}^{*}\right)^{-1}
$$

appears in the term $\left\langle\psi^{*}-Q_{n} \phi_{*}, \mathfrak{Q}_{n}\left(\psi-Q_{n} \phi\right)\right\rangle_{0}$ of the dominant part of the action. For bounds on $\mathfrak{Q}_{n}$, see [10, Remark 2.1.c and Proposition 2.4]. See [12, Remark 1] for the recursion relation that builds $\mathfrak{Q}_{n}$.

## A. 4 Differential and Related Operators

The forward derivatives of $\alpha \in \mathcal{H}_{j}^{(n)}$ are defined by

$$
\begin{equation*}
\left(\partial_{\nu} \alpha\right)(x)=\frac{1}{\varepsilon_{j, \nu}}\left[\alpha\left(x+\varepsilon_{j, \nu} e_{\nu}\right)-\alpha(x)\right] \tag{A.3}
\end{equation*}
$$

where $e_{\nu}$ is a unit vector in the $\nu^{\text {th }}$ direction and

$$
\varepsilon_{j, \nu}= \begin{cases}\varepsilon_{j}^{2}=\frac{1}{L^{2 j}} & \text { for } \nu=0 \\ \varepsilon_{j}=\frac{1}{L^{j}} & \text { for } \nu=1,2,3\end{cases}
$$

We associate to an operator $h_{0}$ on $L^{2}\left(\mathbb{Z}^{3} / L_{\mathrm{sp}} \mathbb{Z}^{3}\right)$ the operators

$$
\begin{equation*}
D_{n}=L^{2 n} \mathbb{L}_{*}^{-n}\left(\mathbb{1}-e^{-h_{0}}-e^{-h_{0}} \partial_{0}\right) \mathbb{L}_{*}^{n} \tag{A.4}
\end{equation*}
$$

Here $\partial_{0}$ is the forward time derivative of (A.3). We assume that $h_{0}$ is the periodization of a translation invariant operator $\mathbf{h}_{0}$ on $L^{2}\left(\mathbb{Z}^{3}\right)$ whose Fourier transform $\hat{\mathbf{h}}_{0}(\mathbf{p})$

- is entire in $\mathbf{p}$ and invariant under $\mathbf{p}_{\nu} \rightarrow-\mathbf{p}_{\nu}$ for each $1 \leq \nu \leq 3$
- is nonnegative when $\mathbf{p}$ is real and is strictly positive when $\mathbf{p} \in \mathbb{R}^{3} \backslash 2 \pi \mathbb{Z}^{3}$
- obeys $\hat{\mathbf{h}}_{0}(\mathbf{0})=\frac{\partial \hat{\mathbf{h}}_{0}}{\partial \mathbf{p}_{\nu}}(\mathbf{0})=0$ for $1 \leq \nu \leq 3$ and has strictly positive Jacobian matrix $\left[\frac{\partial^{2} \hat{\mathbf{h}}_{0}}{\partial \mathbf{p}_{\mu} \partial \mathbf{p}_{\nu}}(\mathbf{0})\right]_{1 \leq \mu, \nu \leq 3}$.
Think of $\mathbf{h}_{0}$, which is (a constant times) the single particle "kinetic energy" operator, as being essentially a positive constant times the discrete spatial laplacian. The operator $D_{n}$ is studied in $[10, \S 3]$.

A number of important operators are built from $D_{n}$. One is the covariance for the fluctuation integral in [13]. It is

$$
C^{(n)}=\left(\frac{a}{L^{2}} Q^{*} Q+\Delta^{(n)}\right)^{-1}
$$

where

$$
\Delta^{(n)}=\left\{\begin{array}{ll}
\left(\mathbb{1}+\mathfrak{Q}_{n} Q_{n} D_{n}^{-1} Q_{n}^{*}\right)^{-1} \mathfrak{Q}_{n} & \text { if } n \geq 1 \\
D_{0} & \text { if } n=0
\end{array}\right\}: \mathcal{H}_{0}^{(n)} \rightarrow \mathcal{H}_{0}^{(n)}
$$

It is bounded in [10, Corollary 4.5].
Another family of important operators built from $D_{n}$ are the Green's functions

$$
S_{n}(\mu)=\left[D_{n}+Q_{n}^{*} \mathfrak{Q}_{n} Q_{n}-\mu\right]^{-1}
$$

They are bounded in [10, Proposition 5.1].

## A. 5 Norms

Let $\mathcal{X}$ be any lattice that is equipped with a metric $d$ and a "cell volume" vol. As an example, the lattice $\mathcal{X}_{j}^{(n-j)}$ has $\mathrm{vol}=\frac{1}{L^{5 j}}$. The following Definition describes how we measure the size of the kernels whose arguments run over $\mathcal{X}$.

Definition A.1. Let $f\left(u_{1}, \cdots, u_{r}\right)$ be a function on $\mathcal{X}^{r}$. For a mass $\mathfrak{m} \geq 0$ we set

$$
\|f\|_{\mathfrak{m}}=\max _{i=1 \cdots, r} \max _{u_{i}} \int d u_{1} \cdots d u_{i-1} d u_{i+1} \cdots d u_{r}\left|f\left(u_{1}, \cdots, u_{r}\right)\right| e^{\mathfrak{m} \tau\left(u_{1}, \cdots, u_{r}\right)}
$$

where the tree length $\tau\left(u_{1}, \cdots, u_{r}\right)$ is the minimal length of a tree in $\mathcal{X}$ that has $u_{1}, \cdots, u_{r}$ among its vertices, and $\int d u g(u)=\operatorname{vol} \sum_{u \in \mathcal{X}} g(u)$.

The following definitions describe how we measure the size of complex valued analytic functions of fields. The following norms are special cases of the norms in [5, Definition 2.6].

## Definition A.2.

(a) For a field $\alpha$ on $\mathcal{X}$ and $\vec{x}=\left(x_{1}, \cdots, x_{r}\right) \in \mathcal{X}^{r}$ we set $\alpha(\vec{x})=\prod_{i=1}^{r} \alpha\left(x_{i}\right)$.
(b) A power series $\mathcal{F}$ in the fields $\alpha_{1}, \cdots, \alpha_{s}$, on $\mathcal{X}$ has a unique expansion

$$
\mathcal{F}\left(\alpha_{1}, \cdots, \alpha_{s}\right)=\sum_{r_{1}, \cdots, r_{s} \geq 0} \operatorname{vol}^{r_{1}+\cdots+r_{s}} \sum_{\substack{\vec{x}_{i} \in \mathcal{X}^{r_{i}} \\ 1 \leq i \leq s}} f_{r_{1}, \cdots, r_{s}}\left(\vec{x}_{1}, \cdots, \vec{x}_{s}\right) \prod_{i=1}^{s} \alpha_{i}\left(\vec{x}_{i}\right)
$$

where the coefficients $f_{r_{1}, \cdots, r_{s}}\left(\vec{x}_{1}, \cdots, \vec{x}_{s}\right)$ are invariant under permutations of the components of each vector $\vec{x}_{i}$.
(c) For each choice of "weights" $\kappa_{1}, \cdots, \kappa_{s}>0$, for the fields $\alpha_{1}, \cdots, \alpha_{s}$, we define the norm of $\mathcal{F}$ with mass $\mathfrak{m}$ and weights $\kappa_{1}, \cdots, \kappa_{s}>0$ to be

$$
\sum_{r_{1}, \cdots, r_{s} \geq 0}\left\|f_{r_{1}, \cdots, r_{s}}\left(\vec{x}_{1}, \cdots, \vec{x}_{s}\right)\right\|_{\mathfrak{m}} \prod_{i=1}^{s} \kappa_{i}^{r_{i}}
$$

The following definition describes how we measure the size of analytic maps like the background field map $\left(\psi_{*}, \psi\right) \mapsto \phi_{n}\left(\psi_{*}, \psi, \mu_{n}, \mathcal{V}_{n}\right)$. The norms in the following definition are special cases of the norms in [11, Definition 2.3].

Definition A.3. Let $\mathcal{X}$ and $\mathcal{Y}$ be sublattices of a common finite lattice having metric $d$, with $\mathcal{X}$ having a "cell volume" vol and with $\mathcal{Y}$ having a "cell volume" vol $\mathcal{Y}$. Write ${ }^{15}$ $\mathcal{X}^{(s)}=\bigcup_{r_{1}, \cdots, r_{s} \geq 0} \mathcal{X}^{r_{1}} \times \cdots \times \mathcal{X}^{r_{s}}$.

[^12](a) An $s$-field map kernel is a function
$$
A:\left(y ; \vec{x}_{1}, \cdots, \vec{x}_{s}\right) \in \mathcal{Y} \times \mathcal{X}^{(s)} \mapsto A\left(y ; \vec{x}_{1}, \cdots, \vec{x}_{s}\right) \in \mathbb{C}
$$
which obeys $A(y ;-, \cdots,-)=0$ for all $y \in \mathcal{Y}$.
(b) If $A$ is an $s$-field map kernel, we define the "field map"
$$
\left(\alpha_{1}, \cdots, \alpha_{s}\right) \rightarrow A\left(\alpha_{1}, \cdots, \alpha_{s}\right)
$$
by
\[

$$
\begin{equation*}
A\left(\alpha_{1}, \cdots, \alpha_{s}\right)(y)=\sum_{r_{1}, \cdots, r_{s} \geq 0} \operatorname{vol}^{r_{1}+\cdots+r_{s}} \sum_{\substack{\vec{x}_{i} \in \mathcal{X}^{r_{i}} \\ 1 \leq i \leq s}} A\left(y ; \vec{x}_{1}, \cdots, \vec{x}_{s}\right) \alpha_{1}\left(\vec{x}_{1}\right) \cdots \alpha_{s}\left(\vec{x}_{s}\right) \tag{A.5}
\end{equation*}
$$

\]

(c) We define the norm $\||A|\|$, with mass $\mathfrak{m}$ and weight factors $\kappa_{1}, \cdots, \kappa_{s}$, of the $s$-field map $A$ by

$$
\mid\|A\|=\sum_{\substack{r_{1}, \ldots, r_{s} \geq 0 \\ r_{1}+\cdots+r_{s} \geq 1}}\|A\|_{r_{1}, \cdots, r_{s}}
$$

where

$$
\|A\|_{r_{1}, \cdots, r_{s}}=\max \left\{L\left(A ; r_{1}, \cdots, r_{s}\right), R\left(A ; r_{1}, \cdots, r_{s}\right)\right\}
$$

and

$$
\begin{aligned}
& L\left(A ; r_{1}, \cdots, r_{s}\right)=\max _{y \in \mathcal{Y}} \operatorname{vol}^{r_{1}+\cdots+r_{s}} \sum_{\substack{\vec{x}_{\ell} \in \mathcal{X}^{r_{\ell}} \\
1 \leq \ell \leq s}}\left|A\left(y ; \vec{x}_{1}, \cdots, \vec{x}_{s}\right)\right| \kappa_{1}^{r_{1}} \cdots \kappa_{s}^{r_{s}} e^{\mathfrak{m} \tau\left(y, \vec{x}_{1}, \cdots, \vec{x}_{s}\right)} \\
& R\left(A ; r_{1}, \cdots, r_{s}\right)=\max _{x^{\prime} \in \mathcal{X}} \max _{\substack{1 \leq \leq \leq s \\
r_{j} \neq 0 \\
1 \leq i \leq r_{j}}} \operatorname{vol}_{\mathcal{Y}} \sum_{\substack{ \\
1 \in \mathcal{Y}}} \operatorname{vol}^{r_{1}+\cdots+r_{s}-1} \sum_{\substack{\vec{x}_{\ell} \in \mathcal{X}^{r_{\ell}} \\
\left(r_{\ell} \leq s \\
\left(\vec{x}_{j}\right)_{i}=x^{\prime}\right.}}\left|A\left(y ; \vec{x}_{1}, \cdots, \vec{x}_{s}\right)\right| \\
& \kappa_{1}^{r_{1}} \cdots \kappa_{s}^{r_{s}} e^{\mathfrak{m} \tau\left(y, \vec{x}_{1}, \cdots, \vec{x}_{s}\right)}
\end{aligned}
$$

Remark A.4. Denote by $\mathbb{C}^{\mathcal{X}}$ and $\mathbb{C}^{\mathcal{Y}}$ the spaces of fields on $\mathcal{X}$ and $\mathcal{Y}$, respectively. If $A$ is an $s$-field map kernel whose norm, $\|\|A\|\|$, is finite, then $\left(\alpha_{1}, \cdots, \alpha_{s}\right) \mapsto$ $A\left(\alpha_{1}, \cdots, \alpha_{s}\right)$ is an analytic map from the polydisc

$$
\left\{\left(\alpha_{1}, \cdots, \alpha_{s}\right) \in \mathbb{C}^{\mathcal{X}} \times \cdots \times \mathbb{C}^{\mathcal{X}} \mid\left\|\alpha_{j}\right\|_{L^{\infty}}<\kappa_{j}, 1 \leq j \leq s\right\}
$$

to the polydisc

$$
\left\{\beta \in \mathbb{C}^{\mathcal{Y}} \mid\|\beta\|_{L^{\infty}}<\|A\| \|\right\}
$$

Most operators we deal with are bounded with respect to a norm of the following kind.

Definition A.5. Let $\mathcal{X}$ and $\mathcal{Y}$ be sublattices of a common lattice having metric $d$, with $\mathcal{X}$ having a "cell volume" $\operatorname{vol}_{\mathcal{X}}$ and with $\mathcal{Y}$ having a "cell volume" vol $\mathcal{Y}_{\mathcal{Y}}$. For any operator $A: \mathbb{C}^{\mathcal{X}} \rightarrow \mathbb{C}^{\mathcal{Y}}$, with kernel $A(y, x)$, and for any mass $m \geq 0$, we define the norm

$$
\|A\|_{m}=\max \left\{\sup _{y \in \mathcal{Y}} \sum_{x \in \mathcal{X}} \operatorname{vol}_{\mathcal{X}} e^{m|y-x|}|A(y, x)|, \sup _{x \in \mathcal{X}} \sum_{y \in \mathcal{Y}} \operatorname{vol}_{\mathcal{Y}} e^{m|y-x|}|A(y, x)|\right\}
$$

In the special case that $m=0$, this is just the usual $\ell^{1}-\ell^{\infty}$ norm of the kernel.

## B Symmetries

Fix any integers $j \geq 0$ and $n \geq j$. We discuss the natural symmetries of the lattice $\mathcal{X}_{j}^{(n-j)}$ (see Definition 1.5.a) and the corresponding symmetries induced on $\mathcal{H}_{j}^{(n-j)}$ and on functions on $\mathcal{H}_{j}^{(n-j)}$. Define $\varepsilon_{j}=\frac{1}{L^{j}}$.

## Definition B.1.

(a) We define (unit) translation and reflection operators, acting on the $\varepsilon_{j}$-lattice $\mathcal{X}_{j}^{(n-j)}$, by

$$
T_{x} u=u+x \quad\left(R_{\nu} u\right)_{i}= \begin{cases}u_{i} & \text { if } i \neq \nu \\ -u_{i} & \text { if } i=\nu\end{cases}
$$

for all $x \in \mathcal{X}_{0}^{(n)}, u \in \mathcal{X}_{j}^{(n-j)}$ and $0 \leq \nu \leq 3$.
(b) We next define translation operators, acting on the field $\alpha: \mathcal{X}_{j}^{(n-j)} \rightarrow \mathbb{C}$, by

$$
\left(T_{x} \alpha\right)(u)=\alpha\left(T_{-x} u\right)=\alpha(u-x)
$$

and reflection operators, acting on the fields $\alpha_{(*)}$ and $\alpha_{\nu(*)}$, by

$$
\begin{aligned}
& \left(R_{\nu^{\prime}} \alpha_{(*)}\right)(u)=\alpha_{(*)}\left(R_{\nu^{\prime}} u\right) \\
& \left(R_{\nu^{\prime}} \alpha_{\nu(*)}\right)(u)= \begin{cases}-\alpha_{\nu(*)}\left(R_{\nu^{\prime}} u-\varepsilon_{j}^{2} e_{\nu^{\prime}}\right) & \text { if } \nu=\nu^{\prime}=0 \\
-\alpha_{\nu(*)}\left(R_{\nu^{\prime}} u-\varepsilon_{j} e_{\nu^{\prime}}\right) & \text { if } \nu=\nu^{\prime} \neq 0 \\
\alpha_{\nu(*)}\left(R_{\nu^{\prime}} u\right) & \text { if } \nu \neq \nu^{\prime}\end{cases}
\end{aligned}
$$

For the fields $\tilde{\alpha}=\left(\alpha,\left\{\alpha_{\nu}\right\}\right) \in \tilde{\mathcal{H}}_{j}^{(n-j)}$, as in (1.17), define

$$
T_{x} \tilde{\alpha}=\left(T_{x} \alpha,\left\{T_{x} \alpha_{\nu}\right\}\right) \quad R_{\nu^{\prime}} \tilde{\alpha}=\left(R_{\nu^{\prime}} \alpha,\left\{R_{\nu^{\prime}} \alpha_{\nu}\right\}\right)
$$

(c) We next define translation and reflection operators, acting on functions of the fields by

$$
\begin{aligned}
\left(T_{x} \mathcal{F}\right)\left(\tilde{\alpha}_{*}, \tilde{\alpha}\right) & =\mathcal{F}\left(T_{x}^{-1} \tilde{\alpha}_{*}, T_{x}^{-1} \tilde{\alpha}\right) \\
\left(R_{0} \mathcal{F}\right)\left(\tilde{\alpha}_{*}, \tilde{\alpha}\right) & =\overline{\mathcal{F}\left(R_{0}^{-1} \tilde{\alpha}^{*}, R_{0}^{-1} \tilde{\alpha}_{*}^{*}\right)} \\
\left(R_{\nu^{\prime}} \mathcal{F}\right)\left(\tilde{\alpha}_{*}, \tilde{\alpha}\right) & =\mathcal{F}\left(R_{\nu^{\prime}}^{-1} \tilde{\alpha}_{*}, R_{\nu^{\prime}}^{-1} \tilde{\alpha}\right), 1 \leq \nu^{\prime} \leq 3
\end{aligned}
$$

(d) We denote by $\mathfrak{S}$ the symmetry group generated by translations and reflections acting on functions $\mathcal{F}\left(\tilde{\alpha}_{*}, \tilde{\alpha}\right)$. Since

$$
R_{\nu}^{2}=\mathbb{1} \quad R_{\nu^{\prime}} R_{\nu}=R_{\nu} R_{\nu^{\prime}} \quad R_{\nu} T_{x}=T_{R_{\nu} x} R_{\nu}
$$

the group is finite. We denote by $\mathfrak{S}_{\text {spatial }}$ the subgroup of $\mathfrak{S}$ generated by translations and spatial reflections. It is of index two, meaning that every element $g \in \mathfrak{S}$ is of one of the forms $g=g^{\prime}$ or $g=g^{\prime} R_{0}$, with $g^{\prime} \in \mathfrak{S}_{\text {spatial }}$.
(e) A function $\mathcal{F}\left(\tilde{\alpha}_{*}, \tilde{\alpha}\right)$ is said to preserve particle number if

$$
\mathcal{F}\left(e^{-i \theta} \tilde{\alpha}_{*}, e^{i \theta} \tilde{\alpha}\right)=\mathcal{F}\left(\tilde{\alpha}_{*}, \tilde{\alpha}\right)
$$

for all $\theta \in \mathbb{R}$.
Remark B.2. Let $\tilde{\mathcal{F}}\left(\tilde{\alpha}_{*}, \tilde{\alpha}\right)$ be given and set

$$
\mathcal{F}\left(\alpha_{*}, \alpha\right)=\tilde{\mathcal{F}}\left(\left(\alpha_{*},\left\{\partial_{\nu} \alpha_{*}\right\}\right),\left(\alpha,\left\{\partial_{\nu} \alpha\right\}\right)\right)
$$

then

$$
(g \mathcal{F})\left(\alpha_{*}, \alpha\right)=(g \tilde{\mathcal{F}})\left(\left(\alpha_{*},\left\{\partial_{\nu} \alpha_{*}\right\}\right),\left(\alpha,\left\{\partial_{\nu} \alpha\right\}\right)\right)
$$

for all $g \in \mathfrak{S}$.
Proof. It suffices to consider $g$ a generator of $\mathfrak{S}$. If $g$ is a translation operator, the conclusion is obvious. If $g$ is a reflection, and, for example, $1 \leq \nu \leq 3$, observe that

$$
\begin{aligned}
\varepsilon_{j} \partial_{\nu}\left(R_{\nu} \alpha\right)(u) & =\left[\left(R_{\nu} \alpha\right)\left(u+\varepsilon_{j} e_{\nu}\right)-\left(R_{\nu} \alpha\right)(u)=\alpha\left(R_{\nu} u-\varepsilon_{j} e_{\nu}\right)-\alpha\left(R_{\nu} u\right)\right. \\
& =-\left[\alpha\left(R_{\nu} u-\varepsilon_{j} e_{\nu}+\varepsilon_{j} e_{\nu}\right)-\alpha\left(R_{\nu} u-\varepsilon_{j} e_{\nu}\right)\right]=-\varepsilon_{j} \partial_{\nu} \alpha\left(R_{\nu} u-\varepsilon_{j} e_{\nu}\right)
\end{aligned}
$$

Example B.3. If

$$
\mathcal{F}\left(\alpha_{*}, \alpha\right)=\int_{\mathcal{X}_{j}^{(n-j)}} d u d u^{\prime} \alpha_{*}(u) K\left(u, u^{\prime}\right) \alpha\left(u^{\prime}\right)
$$

is invariant under $\mathfrak{S}$, then

$$
K\left(u+x, u^{\prime}+x\right)=K\left(u, u^{\prime}\right) \quad \overline{K\left(R_{0} u^{\prime}, R_{0} u\right)}=K\left(u, u^{\prime}\right) \quad K\left(R_{\nu} u, R_{\nu} u^{\prime}\right)=K\left(u, u^{\prime}\right)
$$

for all $u, u^{\prime} \in \mathcal{X}_{j}^{(n-j)}, x \in \mathcal{X}_{0}^{(n)}$ and $1 \leq \nu \leq 3$.
Lemma B.4. Let $1 \leq \nu \leq 3$ and assume that

$$
\begin{aligned}
& \mathcal{F}_{2}=\int_{\mathcal{X}_{j}^{(n-j)}} d u_{1} d u_{2} \alpha_{*}\left(u_{1}\right) K_{2}\left(u_{1}, u_{2}\right) \alpha_{\nu}\left(u_{2}\right) \\
& \mathcal{F}_{4}=\int_{\mathcal{X}_{j}^{(n-j)}} d u_{1} \cdots d u_{4} K_{4}\left(u_{1}, u_{2}, u_{3}, u_{4}\right) \alpha_{*}\left(u_{1}\right) \alpha\left(u_{2}\right) \alpha_{*}\left(u_{3}\right) \alpha_{\nu}\left(u_{4}\right)
\end{aligned}
$$

are invariant under $\mathfrak{S}_{\text {spatial }}$. Then

$$
\begin{array}{ll}
K_{2}\left(u_{1}+x, u_{2}+x\right)=K_{2}\left(u_{1}, u_{2}\right) & K_{2}\left(R_{\nu^{\prime}} u_{1}, R_{\nu^{\prime}} u_{2}\right)=K_{2}\left(u_{1}, u_{2}\right) \\
K_{2}\left(u_{1}, u_{2}\right)=-K_{2}\left(R_{\nu} u_{1}, R_{\nu} u_{2}-\varepsilon_{j} e_{\nu}\right) &
\end{array}
$$

and

$$
\begin{aligned}
K_{4}\left(u_{1}+x, u_{2}+x, u_{3}+x, u_{4}+x\right) & =K_{4}\left(u_{1}, u_{2}, u_{3}, u_{4}\right) \\
K_{4}\left(R_{\nu^{\prime}} u_{1}, R_{\nu^{\prime}} u_{2}, R_{\nu^{\prime}} u_{3}, R_{\nu^{\prime}} u_{4}\right) & =K_{4}\left(u_{1}, u_{2}, u_{3}, u_{4}\right) \\
K_{4}\left(u_{1}, u_{2}, u_{3}, u_{4}\right) & =-K_{4}\left(R_{\nu} u_{1}, R_{\nu} u_{2}, R_{\nu} u_{3}, R_{\nu} u_{4}-\varepsilon_{j} e_{\nu}\right)
\end{aligned}
$$

for all $u_{1}, \cdots, u_{4} \in \mathcal{X}_{j}^{(n-j)}, x \in \mathcal{X}_{0}^{(n)}$ and $1 \leq \nu^{\prime} \leq 3$ with $\nu^{\prime} \neq \nu$.
Proof. We prove the last $K_{2}$ identity. The other cases are similar.

$$
\begin{aligned}
\int d u_{1} d u_{2} \alpha_{*} & \left(u_{1}\right) K_{2}\left(u_{1}, u_{2}\right) \alpha_{\nu}\left(u_{2}\right) \\
& =-\int d u_{1} d u_{2} \alpha_{*}\left(R_{\nu} u_{1}\right) K_{2}\left(u_{1}, u_{2}\right) \alpha_{\nu}\left(R_{\nu} u_{2}-\varepsilon_{j} e_{\nu}\right) \\
& =-\int d u_{1} d u_{2} \alpha_{*}\left(u_{1}\right) K_{2}\left(R_{\nu} u_{1}, R_{\nu} u_{2}\right) \alpha_{\nu}\left(u_{2}-\varepsilon_{j} e_{\nu}\right) \\
& =-\int d u_{1} d u_{2} \alpha_{*}\left(u_{1}\right) K_{2}\left(R_{\nu} u_{1}, R_{\nu} u_{2}-\varepsilon_{j} e_{\nu}\right) \alpha_{\nu}\left(u_{2}\right)
\end{aligned}
$$

There are obvious Lemma B. 4 analogs for monomials of type $\alpha_{* \nu} \alpha$ and $\alpha_{* \nu} \alpha \alpha_{*} \alpha$.
Remark B.5. Let $\mathfrak{m} \geq 0, g \in \mathfrak{S}, 0 \leq \nu, \nu^{\prime} \leq 3$ and

$$
\mathcal{F}\left(\alpha_{* \nu^{\prime}}, \alpha_{\nu}\right)=\int d u d u^{\prime} \alpha_{* \nu^{\prime}}(u) K\left(u, u^{\prime}\right) \alpha_{\nu}\left(u^{\prime}\right)
$$

Then, with the notation of Definition 1.11,

$$
\|g \mathcal{F}\|_{\mathfrak{m}} \leq e^{2 \varepsilon_{j} \mathfrak{m}}\|\mathcal{F}\|_{\mathfrak{m}}
$$

Proof. If $g$ is a translation, or a reflection $R_{\nu^{\prime \prime}}$ with $\nu^{\prime \prime} \neq \nu, \nu^{\prime}$, or if $g=R_{\nu}$ and $\nu^{\prime}=\nu$, then $\|g \mathcal{F}\|_{\mathfrak{m}}=\|\mathcal{F}\|_{\mathfrak{m}}$. If $\nu^{\prime} \neq \nu$ and $g=R_{\nu}$, with $1 \leq \nu \leq 3$, then

$$
\begin{aligned}
\max _{u} \sum_{u^{\prime}}\left|-K\left(R_{\nu} u, R_{\nu} u^{\prime}-\varepsilon_{j} e_{\nu}\right)\right| e^{\mathfrak{m}\left|u-u^{\prime}\right|} & =\max _{u} \sum_{u^{\prime}}\left|K\left(u, u^{\prime}\right)\right| e^{\mathfrak{m}\left|R_{\nu} u-R_{\nu} u^{\prime}+\varepsilon_{j} e_{\nu}\right|} \\
& \leq e^{\varepsilon_{j} \mathfrak{m}}\|\mathcal{F}\|_{\mathfrak{m}}
\end{aligned}
$$

Similarly, $\|g \mathcal{F}\|_{\mathfrak{m}} \leq e^{\varepsilon_{j}^{2} \mathfrak{m}}\|\mathcal{F}\|_{\mathfrak{m}}$ when $\nu^{\prime} \neq \nu$ and $g=R_{0}$. By the relations of Definition B.1.d, every $g \in \mathfrak{S}$ may be written as a product of a translation and reflections, with each $R_{\nu^{\prime \prime}}, 0 \leq \nu^{\prime \prime} \leq 3$ appearing at most once. The claim follows.

## C Inequalities for Parameters

Lemma C.1. Assume that $\epsilon$ is sufficiently small.
(a) We have

$$
L^{n_{p}} \leq\left(\frac{\mathfrak{v}_{0}^{5 \epsilon}}{\mu_{0}-\mu_{*}}\right)^{\frac{1}{2+5 \epsilon}}
$$

and, for $0 \leq n \leq n_{p}$,

$$
\frac{\log \mathfrak{v}_{0}}{\log \left(\mu_{0}-\mu_{*}\right)} \log L^{n} \leq-\frac{1}{2}(1-6 \epsilon) \log \mathfrak{v}_{0}+O\left(\epsilon^{2}\left|\log \mathfrak{v}_{0}\right|\right)
$$

(b) For $0 \leq n \leq n_{p}$

$$
\begin{align*}
\mathfrak{e}_{\mathfrak{l}}(n) & \leq \mathfrak{v}_{0}^{\frac{3}{2} \epsilon}  \tag{C.1.a}\\
\frac{\mathfrak{v}_{0}}{L^{n}} \kappa(n)^{2} \kappa_{\mathfrak{l}}(n)^{2} & \leq \mathfrak{v}_{0}^{\epsilon / 6} \mathfrak{e}_{\mathfrak{l}}(n) \tag{C.1.b}
\end{align*}
$$

(c) The quantity $\frac{\kappa_{1}(n)}{\kappa^{\prime}(n) \mathfrak{e}_{1}(n)}$ is monotonically decreasing with $n$ and bounded above by $\mathfrak{v}_{0}^{\epsilon / 2}$.
(d) Let $\mathfrak{v}_{0}$ be sufficiently small, depending on $\epsilon$. Then, for all $C>0$, the infinite product $\Pi_{0}^{\infty}(C)=\prod_{j=1}^{\infty}\left(1+C \frac{\mathfrak{e}_{\mathrm{e}}(j-1)}{\kappa(j)^{2}}\right)$ is finite and, for $n \geq 1$ and all $\vec{p} \in \mathfrak{D}$

$$
\mathfrak{r}_{\vec{p}}(n, C) \leq(1+C) \Pi_{0}^{\infty}(C) \mathfrak{v}_{0}^{1-5 \epsilon} \begin{cases}1 & \text { if } \vec{p}=(1,1,0) \\ L^{-\left(2 \eta^{\prime}-\eta_{\mathfrak{l}}\right) n} & \text { if } \vec{p}=(0,1,1) \\ 1 & \text { if } \vec{p}=(0,0,2) \\ \mathfrak{v}_{0} L^{-4 n} & \text { if } \vec{p}=(6,0,0)\end{cases}
$$

Proof. (a) follows from Remark 1.12.
(b) By part (a),

$$
\begin{aligned}
\log \mathfrak{e}_{\mathfrak{l}}(n) & =\left(\frac{1}{3}-2 \epsilon\right) \log \mathfrak{v}_{0}+\left(\frac{2}{3}-4 \epsilon\right) \frac{\log \mathfrak{v}_{0}}{\log \left(\mu_{0}-\mu_{*}\right)} \log L^{n} \\
& \leq\left(\frac{1}{3}-2 \epsilon\right)(1-(1-6 \epsilon)) \log \mathfrak{v}_{0}+O\left(\epsilon^{2}\left|\log \mathfrak{v}_{0}\right|\right) \\
& =2 \epsilon \log \mathfrak{v}_{0}+O\left(\epsilon^{2}\left|\log \mathfrak{v}_{0}\right|\right)
\end{aligned}
$$

and

$$
\begin{aligned}
\log \left(\frac{\mathfrak{v}_{0}}{L^{n}} \kappa(n)^{2} \kappa_{\mathfrak{l}}(n)^{2}\right)-\log \mathfrak{e}_{\mathfrak{l}}(n) & =\log \left(\mathfrak{v}_{0}^{1 / 3+\epsilon} L^{(2 \eta-1+\epsilon) n}\right)-\log \left(\mathfrak{v}_{0}^{\frac{1}{3}-2 \epsilon} L^{\eta_{\mathfrak{l}} n}\right) \\
& =3 \epsilon \log \mathfrak{v}_{0}+\left(2 \eta-1-\eta_{\mathfrak{l}}+\epsilon\right) \log L^{n} \\
& \leq 3 \epsilon \log \mathfrak{v}_{0}+\left(4 \epsilon \frac{\log \mathfrak{v}_{0}}{\log \left(\mu_{0}-\mu_{*}\right)}+\epsilon\right) \log L^{n} \\
& \leq 3 \epsilon \log \mathfrak{v}_{0}+\frac{16}{3} \epsilon \frac{\log \mathfrak{v}_{0}}{\log \left(\mu_{0}-\mu_{*}\right)} \log L^{n} \\
& \leq \frac{1}{3} \epsilon \log \mathfrak{v}_{0}+O\left(\epsilon^{2}\left|\log \mathfrak{v}_{0}\right|\right)
\end{aligned}
$$

(c) By Remark 1.12,

$$
\begin{aligned}
\log \kappa_{\mathfrak{l}}(n)-\log \kappa^{\prime}(n)-\log \mathfrak{e}_{\mathfrak{l}}(n) & =\left(\frac{\epsilon}{2}-\eta^{\prime}-\eta_{\mathfrak{l}}\right) \log L^{n}-\left(\frac{\epsilon}{2}-\frac{1}{3}+\epsilon+\frac{1}{3}-2 \epsilon\right) \log \mathfrak{v}_{0} \\
& =-\left[\frac{3}{2}(1-\epsilon)-\left(\frac{1}{3}+4 \epsilon\right) \frac{\log \mathfrak{v}_{0}}{\log \left(\mu_{0}-\mu_{*}\right)}\right] \log L^{n}+\frac{\epsilon}{2} \log \mathfrak{v}_{0}
\end{aligned}
$$

is monotonically decreasing with $n$.
(d) The fact that the infinite product is finite is immediate. Clearly,

$$
\mathfrak{r}_{\vec{p}}(n, C) \leq(1+C) \Pi_{0}^{\infty}(C) \begin{cases}\mathfrak{v}_{0}^{1-4 \epsilon}+\mathfrak{v}_{0}^{1-3 \epsilon} \sum_{\ell=1}^{n} \frac{L^{\eta^{\eta} \ell}}{L^{\left(\eta+\eta^{\prime}\right) \ell}} & \text { if } \vec{p}=(1,1,0) \\ \frac{\mathfrak{v}_{0}^{1-4 \epsilon}}{L^{n}}+\frac{\mathfrak{v}_{0}^{1-3 \epsilon}}{L^{n}} \sum_{\ell=1}^{n} L^{\ell} \frac{L^{\eta_{\ell} \ell}}{L^{2 \eta^{\prime} \ell}} & \text { if } \vec{p}=(0,1,1) \\ \mathfrak{v}_{0}^{1-4 \epsilon}+\mathfrak{v}_{0}^{1-3 \epsilon} \sum_{\ell=1}^{n} \frac{L^{\eta_{\ell} \ell}}{L^{2 \eta^{\prime} \ell}} & \text { if } \vec{p}=(0,0,2) \\ \frac{\mathfrak{v}_{0}^{2-\epsilon}}{L^{4 n}}+\frac{\mathfrak{v}_{0}^{7 / 3-7 \epsilon}}{L^{4 n}} \sum_{\ell=1}^{n} L^{4 \ell} \frac{L^{\eta_{\ell} \ell} \ell}{L^{6 \eta \ell}} & \text { if } \vec{p}=(6,0,0)\end{cases}
$$

In the case that $\vec{p}=(0,1,1)$, the successive terms in the sum increase by a factor of at most $L^{1 \text {-const } \epsilon}$, while in the other cases they decrease by a factor of at least $L^{\text {const } \epsilon}$.

As in [13, Definition 5.2 and Lemma 5.5], we define, for $\vec{p}=\left(p_{u}, p_{0}, p_{\mathrm{sp}}\right)$,

$$
\Delta(\vec{p})=\frac{3}{2} p_{u}+\frac{7}{2} p_{0}+\frac{5}{2} p_{\mathrm{sp}} \quad \kappa^{\vec{p}}(n)=\kappa(n)^{p_{u}} \kappa^{\prime}(n)^{p_{0}+p_{\mathrm{sp}}}
$$

With this notation

$$
\begin{equation*}
\mathfrak{r}_{\vec{p}}(n, C)=\mathfrak{r}_{\vec{p}}(0) L^{(5-\Delta(\vec{p})) n} \Pi_{0}^{n}(C)+C \sum_{\ell=1}^{n} L^{(5-\Delta(\vec{p}))(n-\ell) \frac{\mathfrak{e}_{1}(\ell-1)}{\kappa_{\vec{p}}(\ell)} \Pi_{\ell}^{n}(C), ~(C)} \tag{C.2}
\end{equation*}
$$

Lemma C.2. Assume that $\epsilon$ is sufficiently small. Let $C>0$ and assume that $\mathfrak{v}_{0}$ is so small that $\epsilon\left|\log \mathfrak{v}_{0}\right| \geq 2 \log (1+C) \Pi_{0}^{\infty}(C)$. Let $\vec{p} \in \mathfrak{D}$ and $1 \leq n \leq n_{p}$. Then

$$
\begin{array}{ll}
\frac{\kappa^{\vec{p}}(n)}{\kappa(n)^{2}} \mathfrak{c}_{\vec{p}}(n, C) \leq \mathfrak{v}_{0}^{\frac{2}{3}-\frac{3}{2} \epsilon} \text { and } &  \tag{a}\\
\frac{\kappa_{\mathbf{1}}(n)}{\kappa^{\prime}(n)} \kappa^{\vec{p}}(n) \mathfrak{r}_{\vec{p}}(n, C) \leq \mathfrak{v}_{0}^{1 / 8} \mathfrak{e}_{\mathfrak{l}}(n) & \text { if } \vec{p} \neq(6,0,0) \\
\frac{\kappa_{1}(n)}{\kappa(n)} \kappa^{\vec{p}}(n) \mathfrak{r}_{\vec{p}}(n, C) \leq \mathfrak{v}_{0}^{\epsilon} \mathfrak{e}_{\mathfrak{l}}(n) & \text { if } \vec{p}=(6,0,0)
\end{array}
$$

(b) We have

$$
\mathfrak{r}_{\vec{p}}(n, C) \leq \mathfrak{v}_{0}^{\epsilon} \min \left\{\mathfrak{v}_{0}^{\frac{4}{3}-7 \epsilon}, \frac{\mathfrak{v}_{0}}{L^{n}}\right\} \begin{cases}\kappa(n) \kappa_{\mathfrak{l}}(n) & \text { if } \vec{p}=(1,1,0),(0,1,1),(0,0,2) \\ \frac{1}{\kappa_{\mathfrak{l}}(n)^{2}} & \text { if } \vec{p}=(6,0,0)\end{cases}
$$

Proof. (a) By Lemma C.1.d

$$
\log \left(\kappa^{\vec{p}}(n) \mathfrak{r}_{\vec{p}}(n, C)\right) \leq \frac{\epsilon}{2}\left|\log \mathfrak{v}_{0}\right|+ \begin{cases}\left(\frac{1}{3}-3 \epsilon\right) \log \mathfrak{v}_{0}+\left(\eta+\eta^{\prime}\right) \log L^{n} & \text { if } \vec{p}=(1,1,0)  \tag{C.3}\\ \left(\frac{1}{3}-3 \epsilon\right) \log \mathfrak{v}_{0}+\eta_{l} \log L^{n} & \text { if } \vec{p}=(0,1,1) \\ \left(\frac{1}{3}-3 \epsilon\right) \log \mathfrak{v}_{0}+2 \eta^{\prime} \log L^{n} & \text { if } \vec{p}=(0,0,2) \\ \epsilon \log \mathfrak{v}_{0}+(6 \eta-4) \log L^{n} & \text { if } \vec{p}=(6,0,0)\end{cases}
$$

Consequently

$$
\log \left(\frac{\kappa^{\vec{p}}(n)}{\kappa(n)^{2}} \mathfrak{r}_{p}(n, C)\right) \leq \begin{cases}\left(1-\frac{11}{2} \epsilon\right) \log \mathfrak{v}_{0}-\left(\eta-\eta^{\prime}\right) \log L^{n} & \text { if } \vec{p}=(1,1,0) \\ \left(1-\frac{11}{2} \epsilon\right) \log \mathfrak{v}_{0}-\left(2 \eta-\eta_{\mathfrak{l}}\right) \log L^{n} & \text { if } \vec{p}=(0,1,1) \\ \left(1-\frac{11}{2} \epsilon\right) \log \mathfrak{v}_{0}-2\left(\eta-\eta^{\prime}\right) \log L^{n} & \text { if } \vec{p}=(0,0,2) \\ \left(\frac{2}{3}-\frac{3}{2} \epsilon\right) \log \mathfrak{v}_{0}-4(1-\eta) \log L^{n} & \text { if } \vec{p}=(6,0,0)\end{cases}
$$

The first inequality of the Lemma is immediate.
As

$$
\begin{aligned}
& \log \frac{\kappa_{\mathfrak{l}}^{\prime}(n)}{\kappa^{\prime}(n)}-\log \mathfrak{e}_{\mathfrak{l}}(n)=\frac{\epsilon}{2} \log \mathfrak{v}_{0}-\left(\eta^{\prime}+\eta_{\mathfrak{l}}-\frac{\epsilon}{2}\right) \log L^{n} \\
& \log \frac{\kappa_{\mathfrak{l}}(n)}{\kappa(n)}-\log \mathfrak{e}_{\mathfrak{l}}(n)=\frac{\epsilon}{2} \log \mathfrak{v}_{0}-\left(\eta+\eta_{\mathfrak{l}}-\frac{\epsilon}{2}\right) \log L^{n}
\end{aligned}
$$

the inequalities (C.3) give for the case $\vec{p}=(1,1,0)$

$$
\begin{aligned}
& \log \left(\frac{\kappa_{\mathfrak{l}}(n)}{\kappa^{\prime}(n)} \kappa^{\vec{p}}(n) \mathfrak{r}_{\vec{p}}(n, C)\right)-\log \mathfrak{e}_{\mathfrak{l}}(n) \leq\left(\frac{1}{3}-3 \epsilon\right) \log \mathfrak{v}_{0}+\left(\eta-\eta_{\mathfrak{r}}+\frac{\epsilon}{2}\right) \log L^{n} \\
& \leq\left(\frac{1}{3}-3 \epsilon\right) \log \mathfrak{v}_{0}+\left(\frac{1+\epsilon}{2}-\left(\frac{1}{3}-4 \epsilon\right) \frac{\log \mathfrak{v}_{0}}{\log \left(\mu_{0}-\mu_{*}\right)}\right) \log L^{n} \\
& \leq\left(\frac{1}{3}-3 \epsilon\right) \log \mathfrak{v}_{0}+\left(\frac{1}{3}+5 \epsilon\right) \frac{\log \mathfrak{v}_{0}}{\log \left(\mu_{0}-\mu_{*}\right)} \log L^{n} \\
& \leq \frac{1}{8} \log \mathfrak{v}_{0}
\end{aligned}
$$

again by Remark 1.12 and Lemma C.1.a. Since $\eta^{\prime}<\eta$, the same bound applies in the case $\vec{p}=(0,0,2)$. In the case $\vec{p}=(0,1,1)$, the desired inequality is easy. Finally, in the case $\vec{p}=(6,0,0)$

$$
\begin{aligned}
& \log \left(\frac{\kappa_{\mathfrak{l}}(n)}{\kappa(n)} \kappa^{\vec{p}}(n) \mathfrak{r}_{\vec{p}}(n, C)\right)-\log \mathfrak{e}_{\mathfrak{l}}(n) \leq \epsilon \log \mathfrak{v}_{0}+\left(5 \eta-4-\eta_{\mathfrak{l}}+\frac{\epsilon}{2}\right) \log L^{n} \\
& \leq \epsilon \log \mathfrak{v}_{0}+\left(-\frac{3}{2}+(1+4 \varepsilon) \frac{\log \mathfrak{v}_{0}}{\log \left(\mu_{0}-\mu_{*}\right)}+\frac{\epsilon}{2}\right) \log L^{n} \\
& \leq \epsilon \log \mathfrak{v}_{0}
\end{aligned}
$$

(b) By Lemma C.1.d,

$$
\mathfrak{r}_{\vec{p}}(n, C) \leq \mathfrak{v}_{0}^{\epsilon} \begin{cases}\mathfrak{v}_{0}^{1-\frac{13}{2} \epsilon} & \text { if } \vec{p}=(1,1,0),(0,1,1),(0,0,2)  \tag{C.4}\\ L^{-4 n} \mathfrak{v}_{0}^{2-\frac{13}{2} \epsilon} & \text { if } \vec{p}=(6,0,0)\end{cases}
$$

The case $(6,0,0)$ is obvious. The remaining cases follow from

$$
\frac{\mathfrak{v}_{0}^{1-\frac{13}{2} \epsilon}}{\kappa(n) \kappa_{\mathfrak{l}}(n)}=L^{\left(-\eta-\frac{\epsilon}{2}\right) n} \mathfrak{v}_{0}^{\frac{4}{3}-7 \epsilon} \leq \min \left\{\mathfrak{v}_{0}^{\frac{4}{3}-7 \epsilon}, \frac{\mathfrak{v}_{0}}{L^{n}} L^{(1-\eta) n_{p}} \mathfrak{v}_{0}^{\frac{1}{3}-7 \epsilon}\right\} \leq \min \left\{\mathfrak{v}_{0}^{\frac{4}{3}-7 \epsilon}, \frac{\mathfrak{v}_{0}}{L^{n}}\right\}
$$

since, by Remark 1.12, $L^{(1-\eta) n_{p}} \mathfrak{v}_{0}^{\frac{1}{3}-7 \epsilon} \leq L^{\frac{1}{4} n_{p}} \mathfrak{v}_{0}^{\frac{1}{3}-7 \epsilon} \leq \mathfrak{v}_{0}^{-\frac{1}{4}\left(\frac{2}{3}-3 \epsilon\right)} \mathfrak{v}_{0}^{\frac{1}{3}-7 \epsilon} \leq 1$.

## Lemma C.3.

(a) If $1 \leq n \leq n_{p}$,

$$
\mathfrak{v}_{0}^{1-8 \epsilon} \sum_{\ell=1}^{n} \frac{1}{L^{(2-3 \epsilon)}}\left[\mathfrak{v}_{0}^{\frac{1}{3}-6 \epsilon}+L^{2 \ell}\left(\mu_{0}-\mu_{*}\right)\right] \leq \frac{1}{2} \mathfrak{v}_{0}^{\frac{4}{3}-15 \epsilon}
$$

(b) $\sum_{\ell=1}^{n} \frac{L^{\ell}}{\kappa(\ell)^{4}} \mathfrak{e}_{\mathfrak{l}}(\ell-1) \leq \mathfrak{v}_{0}^{\frac{5}{3}-6 \epsilon}$.

Proof. (a) The claim follows from

$$
\begin{aligned}
\sum_{\ell=1}^{n} \frac{1}{L^{(2-3 \epsilon \ell}}\left[\mathfrak{v}_{0}^{\frac{1}{3}-6 \epsilon}+L^{2 \ell}\left(\mu_{0}-\mu_{*}\right)\right] & \leq \mathfrak{v}_{0}^{\frac{1}{3}-6 \epsilon}+\mathfrak{v}_{0}^{-\epsilon} L^{4 \epsilon n_{p}}\left(\mu_{0}-\mu_{*}\right) & & \\
& \leq \mathfrak{v}_{0}^{\frac{1}{3}-6 \epsilon}+\mathfrak{v}_{0}^{-\epsilon}\left(\mu_{0}-\mu_{*}\right)^{1-2 \epsilon} & & \text { by Definition 1.11.b } \\
& \leq \mathfrak{v}_{0}^{\frac{1}{3}-6 \epsilon}+\mathfrak{v}_{0}^{-\epsilon} \mathfrak{v}_{0}^{\frac{8}{9}(1-2 \epsilon)} & & \text { by } \S 1.5
\end{aligned}
$$

(b) By Definition 1.11.a,

$$
\sum_{\ell=1}^{n} \frac{L^{\ell}}{\kappa(\ell)^{4}} \mathfrak{e}_{( }(\ell-1) \leq \sum_{\ell=1}^{\infty} L^{\left(1-4 \eta+\eta_{l}\right) \ell} \mathfrak{v}_{0}^{\frac{5}{3}-6 \epsilon} \leq \mathfrak{v}_{0}^{\frac{5}{3}-6 \epsilon}
$$

Corollary C.4. Let $1 \leq n \leq n_{p}$.
(a) If the real number $\mu$ obeys $\left|\mu-\mu_{n}^{*}\right| \leq L^{2 n} \mathfrak{v}_{0}^{1-8 \epsilon} \sum_{\ell=1}^{n} \frac{1}{L^{(2-3 \epsilon \ell \ell}}\left[\mathfrak{v}_{0}^{\frac{1}{3}-6 \epsilon}+L^{2 \ell}\left(\mu_{0}-\mu_{*}\right)\right]$ then

$$
\left|\mu-L^{2 n}\left(\mu_{0}-\mu_{*}\right)\right| \leq \mathfrak{v}_{0}^{1-\epsilon}+L^{2 n} \mathfrak{v}_{0}^{\frac{4}{3}-15 \epsilon}
$$

and

$$
|\mu| \leq 2 L^{2 n}\left(\mu_{0}-\mu_{*}\right)+\mathfrak{v}_{0}^{1-\epsilon} \leq 4 \min \left\{\mathfrak{v}_{0}^{5 \epsilon}, L^{2 n} \mathfrak{v}_{0}^{\frac{8}{9}+\epsilon}\right\}
$$

(b) If the quartic monomial $\mathcal{V}$ obeys $\left\|\mathcal{V}-\mathcal{V}_{n}^{(u)}\right\|_{2 m} \leq \frac{1}{L^{n} \mathfrak{v}_{0}^{\epsilon}} \sum_{\ell=1}^{n} \frac{L^{\ell}}{\kappa(\ell)^{4}} \mathfrak{e}_{\mathfrak{l}}(\ell-1)$ then

$$
\left\|\mathcal{V}-\mathcal{V}_{n}^{(u)}\right\|_{2 m} \leq \frac{1}{L^{n}} \mathfrak{v}_{0}^{\frac{5}{3}-7 \epsilon} \quad \text { and } \quad\|\mathcal{V}\|_{2 m} \leq \frac{\mathfrak{v}_{0}}{L^{n}}
$$

Proof. (a) By Lemma C.3.a and [13, Lemma A.1],

$$
\begin{aligned}
&\left|\mu-L^{2 n}\left(\mu_{0}-\mu_{*}\right)\right| \leq \mid \mu_{n}^{*}-L^{2 n}( \left.\mu_{0}-\mu_{*}\right) \mid \\
&+L^{2 n} \mathfrak{v}_{0}^{1-8 \epsilon} \sum_{\ell=1}^{n} \frac{1}{L^{(2-3 \epsilon \ell} \ell}\left[\mathfrak{v}_{0}^{\frac{1}{3}-6 \epsilon}+L^{2 \ell}\left(\mu_{0}-\mu_{*}\right)\right] \\
& \leq \mathfrak{v}_{0}^{1-\epsilon}+\frac{L^{2 n}}{2} \mathfrak{v}_{0}^{\frac{4}{3}-15 \epsilon}
\end{aligned}
$$

The second inequality now follows from $\mathfrak{v}_{0}^{\frac{4}{3}-16 \epsilon} \leq \mu_{0}-\mu_{*}$ and Definition 1.11.b. (b) is trivial.

Lemma C.5. Let $0 \leq n \leq n_{p}$.
(a) If $0 \leq \alpha \leq 1$, then $L^{2 n}\left(\mu_{0}-\mu_{*}\right) \leq L^{2 \alpha n} \mathfrak{v}_{0}^{5 \epsilon(1-\alpha)}\left(\mu_{0}-\mu_{*}\right)^{\alpha}$.

$$
\begin{equation*}
L^{2 n}\left(\mu_{0}-\mu_{*}\right) \leq \min \left\{\mathfrak{v}_{0}^{5 \epsilon}, L^{2 n} \mathfrak{v}_{0}^{\frac{8}{9}+\epsilon}\right\} \tag{b}
\end{equation*}
$$

$$
\begin{equation*}
L^{2 n}\left(\mu_{0}-\mu_{*}\right) \leq \frac{\mathfrak{v}_{0}^{1+\epsilon}}{L^{n}} \kappa(n)^{2} \tag{c}
\end{equation*}
$$

Proof. (a) By Definition 1.11.b,

$$
L^{2 n}\left(\mu_{0}-\mu_{*}\right) \leq L^{2 \alpha n}\left[L^{2 n_{p}}\left(\mu_{0}-\mu_{*}\right)\right]^{1-\alpha}\left(\mu_{0}-\mu_{*}\right)^{\alpha} \leq L^{2 \alpha n} \mathfrak{v}_{0}^{5 \epsilon(1-\alpha)}\left(\mu_{0}-\mu_{*}\right)^{\alpha}
$$

(b) By part (a) with $\alpha=0, L^{2 n}\left(\mu_{0}-\mu_{*}\right) \leq \mathfrak{v}_{0}^{5 \epsilon}$. By $\S 1.5, L^{2 n}\left(\mu_{0}-\mu_{*}\right) \leq L^{2 n} \mathfrak{v}_{0}^{\frac{8}{9}+\epsilon}$.
(c) By part (a) with $\alpha=\eta-\frac{1}{2}$ and Definition 1.11.b,

$$
\begin{aligned}
& \log \left[L^{2 n}\left(\mu_{0}-\mu_{*}\right)\right]-\log \left[\frac{\mathfrak{v}_{0}^{1+\epsilon}}{L^{n}} \kappa(n)^{2}\right] \\
& \quad \leq 5 \epsilon\left(\frac{3}{2}-\eta\right) \log \mathfrak{v}_{0}+\left(\eta-\frac{1}{2}\right) \log \left(\mu_{0}-\mu_{*}\right)-\left(\frac{1}{3}+3 \epsilon\right) \log \mathfrak{v}_{0} \\
& \quad \leq \frac{25}{8} \epsilon \log \mathfrak{v}_{0}+\frac{1}{3} \log \mathfrak{v}_{0}-\left(\frac{1}{3}+3 \epsilon\right) \log \mathfrak{v}_{0} \\
& \quad \leq 0
\end{aligned}
$$

(d) By part (a) with $\alpha=\frac{\eta_{t}-\epsilon}{2}$, Definition 1.11.b and Remark 1.12,

$$
\begin{aligned}
& \log \left[L^{2 n}\right.\left.\left(\mu_{0}-\mu_{*}\right)\right]-\log \left[\mathfrak{v}_{0}^{\epsilon} \frac{\mathfrak{c}_{\mathfrak{l}}(n)}{\kappa_{\mathfrak{l}}(n)^{2}}\right] \\
& \leq 5 \epsilon\left(1-\frac{\eta_{\mathrm{t}}-\epsilon}{2}\right) \log \mathfrak{v}_{0}+\frac{\eta_{\mathrm{t}}-\epsilon}{2} \log \left(\mu_{0}-\mu_{*}\right)-\frac{1}{3} \log \mathfrak{v}_{0} \\
& \quad \leq 5 \epsilon\left(1-\frac{\eta_{\mathrm{t}}}{2}\right) \log \mathfrak{v}_{0}-2 \epsilon \log \mathfrak{v}_{0}-\frac{\epsilon}{2} \log \left(\mu_{0}-\mu_{*}\right) \\
& \quad \leq 5 \epsilon\left(1-\frac{1}{2} \times \frac{2}{3} \times \frac{9}{8}\right) \log \mathfrak{v}_{0}-2 \epsilon \log \mathfrak{v}_{0}-\frac{2 \epsilon}{3} \log \mathfrak{v}_{0} \\
& \quad \leq 0
\end{aligned}
$$

## D Rewriting the Output of the Ultraviolet Flow

## D. 1 The Model

We now give a technically complete description of the output of [7] and, in Proposition D.1, give the mathematically precise description of the starting point (1.3) of our analysis. The models under consideration are characterized by

- a kinetic energy operator

$$
\mathbf{h}=\nabla^{*} \mathcal{H} \nabla
$$

where $\mathcal{H}$ is a real, translation invariant, reflection invariant, strictly positive definite operator on the space, $L^{2}\left(\left(\mathbb{Z}^{3}\right)^{*}\right)$, of functions on the set, $\left(\mathbb{Z}^{3}\right)^{*}$, of nearest neighbor bonds of the lattice $\mathbb{Z}^{3}$.

- a real, symmetric, translation invariant, reflection invariant, strictly positive definite two-body interaction $\mathbf{v}$ on $\mathbb{Z}^{3}$ and
- a real chemical potential $\mu$.

We denote by $h$ and $v$ the periodizations of $\mathbf{h}$ and $\mathbf{v}$ to the finite lattice $X=$ $\mathbb{Z}^{3} / L_{\mathrm{sp}} \mathbb{Z}^{3}$.

The results of [7] apply under the following conditions on the above data. Pick any mass $\mathrm{m}>0$ and constants $c_{v}, D_{\mathcal{H}}, K_{\mu}>0, \frac{1}{2}<e_{\mu} \leq 1$ and $0<c_{\mathcal{H}}<C_{\mathcal{H}}$. There
is a number $1 \geq \overline{\mathfrak{v}}>0$, depending on these constants, such that for all $0<\mathfrak{v} \leq \overline{\mathfrak{v}}$, the results of [7] hold for all $\mu$ 's, $\mathbf{v}$ 's and $\mathcal{H}$ 's that satisfy

- $\sum_{\substack{\mathbf{x} \in \mathbb{Z}^{3} \\ 1 \leq i, j \leq 3}} e^{6 \mathrm{~m} d(\mathbf{x}, 0)}\left|\mathcal{H}\left(\left\langle 0, e_{i}\right\rangle,\left\langle\mathbf{x}, \mathbf{x}+e_{j}\right\rangle\right)\right| \leq D_{\mathcal{H}}$, where $e_{i}$ is the unit vector in the
$i^{\text {th }}$ direction and $d(\mathbf{x}, \mathbf{y})$ is the Euclidean distance from $\mathbf{x}$ to $\mathbf{y}$, and
- the eigenvalues of the periodization of $\mathcal{H}$ lie between $c_{\mathcal{H}}$ and $C_{\mathcal{H}}$ and
- the norm

$$
\left\|\|\mathbf{v}\|=\sup _{\mathbf{x} \in \mathbb{Z}^{3}} \sum_{\mathbf{y} \in \mathbb{Z}^{3}} e^{5 \mathrm{~m} d(\mathbf{x}, \mathbf{y})}|\mathbf{v}(\mathbf{x}, \mathbf{y})|\right.
$$

obeys $\frac{1}{4} \mathfrak{v} \leq\|\mid \boldsymbol{v}\| \| \leq \frac{1}{2} \mathfrak{v}$ and

- the smallest eigenvalue of $v$ is at least $c_{v}\| \| \mathbf{v}\| \|$ and
- $|\mu| \leq K_{\mu} \mathfrak{v}^{e_{\mu}}$.


## D. 2 The Output of [7]

Let $H$ be the second quantized Hamiltonian with kinetic energy operator $h$ and twobody interaction $v$, and let $N$ be the number operator. Fix, as in [7, Hypothesis 2.14], strictly positive exponents $e_{\mathrm{r}}, e_{\mathrm{R}}$, and $e_{\mathrm{R}^{\prime}}$ that obey

$$
3 e_{\mathrm{R}}+4 e_{\mathrm{r}}<1 \quad 1 \leq 4 e_{\mathrm{R}}+2 e_{\mathrm{r}} \quad 2\left(e_{\mathrm{R}}+e_{\mathrm{r}}\right)<e_{\mu} \quad e_{\mathrm{R}^{\prime}}+e_{\mathrm{r}}<1 \quad \frac{1}{2} \leq e_{\mathrm{R}^{\prime}}
$$

Think of $e_{\mathrm{r}}$ as being just slightly larger than $0, e_{\mathrm{R}}$ as being slightly smaller than $\frac{1}{3}, e_{\mu}$ as being slightly smaller than $\frac{2}{3}$, and $e_{\mathrm{R}}^{\prime}$ as being between one half and one. In [7, Theorem 2.16] (a self-contained treatment of the pure small field part of the argument is also given in [6]) we prove that there exist constants $K, \theta>0$ (we may assume that $\theta \leq 1$ ) and a function $I_{\theta}\left(\alpha_{*}, \beta\right)$ of two complex valued fields $\alpha_{*}$ and $\beta$ on $X$ such that

$$
\begin{equation*}
\operatorname{Tr} e^{-\frac{1}{k T}(H-\mu N)}=\int \prod_{\tau \in \theta \mathbb{Z} \cap\left(0, \frac{1}{k T}\right]}\left[\prod_{\substack{\frac{1}{k T}}} \frac{d \alpha_{\tau}(\mathbf{x})^{*} \wedge d \alpha_{\tau}(\mathbf{x})}{2 \pi \imath} e^{-\alpha_{\tau}(\mathbf{x})^{*} \alpha_{\tau}(\mathbf{x})}\right] I_{\theta}\left(\alpha_{\tau-\theta}^{*}, \alpha_{\tau}\right) \tag{D.1}
\end{equation*}
$$

for all temperatures $T>0$. Here $\alpha_{0}=\alpha_{\frac{1}{k T}}$. We also proved that it is possible to write $I_{\theta}$ as the sum of a dominant part $I_{\theta}^{(S F)}$, called the pure small field contribution ${ }^{16}$, and terms, indexed by proper subsets of $X$, which are nonperturbatively

[^13]small, exponentially in the size of the subsets. The dominant part has a logarithm. More precisely
\[

$$
\begin{equation*}
I_{\theta}^{(\mathrm{SF})}\left(\alpha^{*}, \beta\right)=\mathcal{Z}_{\theta}^{|X|} e^{\left\langle\alpha^{*}, j(\theta) \beta\right\rangle_{X}+V_{\theta}\left(\alpha^{*}, \beta\right)+\mathcal{D}_{\theta}\left(\alpha^{*}, \beta\right)} \chi_{\theta}(\alpha, \beta) \tag{D.2}
\end{equation*}
$$

\]

where

- $\mathcal{Z}_{\theta}$ is a normalization constant,
- $\langle f, g\rangle_{X}=\sum_{\mathbf{x} \in X} f(\mathbf{x}) g(\mathbf{x})$ is the "real" inner product of $f, g \in L^{2}(X)$,
- $j(t)=e^{-t(h-\mu)}$
- $V_{\theta}\left(\alpha^{*}, \beta\right)=-\int_{0}^{\theta}\left\langle\left[j(t) \alpha^{*}\right][j(\theta-t) \beta], v\left[j(t) \alpha^{*}\right][j(\theta-t) \beta]\right\rangle_{X} d t$
- the function $\mathcal{D}_{\theta}\left(\alpha_{*}, \beta\right)$ is analytic in the fields $\alpha_{*}$ and $\beta$ and is invariant under the $U(1)$ symmetry $\alpha_{*} \rightarrow e^{-i t} \alpha_{*}, \beta \rightarrow e^{i t} \beta$. Furthermore, it can be decomposed in the form

$$
\mathcal{D}_{\theta}\left(\alpha_{*}, \beta\right)=\mathcal{R}_{\theta}\left(\alpha_{*}, \beta\right)+\mathcal{E}_{\theta}\left(\alpha_{*}, \beta\right)
$$

with

- a function $\mathcal{R}_{\theta}\left(\alpha_{*}, \beta\right)$ that is bilinear in $\alpha_{*}$ and $\beta$ whose norm, as in Definition 1.10, with mass 2 m and weight $\kappa=2\left(\frac{1}{\theta \mathfrak{v}}\right)^{e_{\mathrm{R}}+e_{\mathrm{r}}}$, for both $\alpha_{*}$ and $\beta$, is bounded by $K \theta \mathfrak{v}^{\mathrm{m} \log \frac{1}{\mathfrak{v}}}$ and
- a function $\mathcal{E}_{\theta}\left(\alpha_{*}, \beta\right)$ that has degree at least two ${ }^{17}$ both in $\alpha_{*}$ and in $\beta$, whose norm with mass 2 m and weight $\kappa=2\left(\frac{1}{\theta \mathfrak{v}}\right)^{e_{\mathrm{R}}+e_{\mathrm{r}}}$, is bounded by $K(\mathfrak{v} \theta)^{2-6 e_{\mathrm{R}}-8 e_{\mathrm{r}}}$.
- The "small field cut off function" $\chi_{\theta}(\alpha, \beta)$ is one if
- $|\alpha(\mathbf{x})|,|\beta(\mathbf{x})| \leq\left(\frac{1}{\theta \mathfrak{v}}\right)^{e_{\mathrm{R}}+e_{\mathrm{r}}}$ for all $\mathbf{x} \in X$ and
- $|\nabla \alpha(b)|,|\nabla \beta(b)| \leq\left(\frac{1}{\theta}\right)^{e_{R^{\prime}}}\left(\frac{1}{\theta \mathfrak{v}}\right)^{e_{\mathrm{r}}}$ for all bonds $b$ on $X$ and
- $|\alpha(\mathbf{x})-\beta(\mathbf{x})| \leq\left(\frac{1}{\partial \mathfrak{v}}\right)^{e_{\mathrm{r}}}$ for all $\mathbf{x} \in X$ and is zero otherwise.

[^14]
## D. 3 The Rewriting

Proposition D.1. Make the hypotheses of $\S D .1$ and $\S D .2$. Then

$$
\begin{aligned}
& \int \prod_{\tau \in \theta \mathbb{Z} \cap\left(0, \frac{1}{k T}\right]}\left[\prod_{\substack{k}} \frac{d \alpha_{\tau}(\mathbf{x})^{*} \wedge d \alpha_{\tau}(\mathbf{x})}{2 \pi \imath} e^{-\alpha_{\tau}(\mathbf{x})^{*} \alpha_{\tau}(\mathbf{x})}\right] I_{\theta}^{(S F)}\left(\alpha_{\tau-\theta}^{*}, \alpha_{\tau}\right) \\
& =\mathcal{Z}_{\mathrm{in}}^{\left|\mathcal{X}_{0}\right|} \int\left[\prod_{x \in \mathcal{X}_{0}} \frac{d \psi(x)^{*} \wedge d \psi(x)}{2 \pi \imath}\right] e^{-\left\langle\psi_{*}, D_{0} \psi\right\rangle_{0}-\mathcal{V}_{0}\left(\psi_{*}, \psi\right)+\mu_{0}\left\langle\psi_{*}, \psi\right\rangle_{0}+\mathcal{R}_{0}\left(\psi^{*}, \psi\right)+\mathcal{E}_{0}\left(\psi^{*}, \psi\right)} \chi_{0}(\psi)
\end{aligned}
$$

where

- $\mathcal{Z}_{\text {in }}=\mathcal{Z}_{\theta} e^{-\theta \mu}$
- $\mathcal{X}_{0}=\left(\mathbb{Z} \times \mathbb{Z}^{3}\right) /\left(\frac{1}{\theta k T} \mathbb{Z} \times L_{\mathrm{sp}} \mathbb{Z}^{3}\right)$
- $D_{0}=\mathbb{1}-e^{-h_{0}}-e^{-h_{0}} \partial_{0}$ with $h_{0}=\theta h$ and $\partial_{0}$ the forward time derivative.
- There is a real-valued kernel $\mathbf{V}_{0}\left(x_{1}, x_{2}, x_{3}, x_{4}\right)$ on $\left(\left(\mathbb{Z} / \frac{1}{\theta k T} \mathbb{Z}\right) \times \mathbb{Z}^{3}\right)^{4}$ that is invariant under $x_{1} \leftrightarrow x_{3}$ and under $x_{2} \leftrightarrow x_{4}$ and under the symmetry group $\mathfrak{S}$, and there is a constant $K_{v}$, depending only on $\theta, \mathrm{m}, c_{v}, K_{\mu}$ and $\mathcal{H}$, such that
- $\mathcal{V}_{0}\left(\psi_{*}, \psi\right)=\frac{1}{2} \int_{\mathcal{X}_{0}^{4}} d x_{1} \cdots d x_{4} V_{0}\left(x_{1}, x_{2}, x_{3}, x_{4}\right) \psi_{*}\left(x_{1}\right) \psi\left(x_{2}\right) \psi_{*}\left(x_{3}\right) \psi\left(x_{4}\right)$ where $V_{0}$ is the spatial periodization of $\mathbf{V}_{0}$,
- $\left\|\mathbf{V}_{0}\right\|_{\frac{2}{3} \mathrm{~m}} \leq K_{v} \mathfrak{v}$ and $\left\|\mathbf{V}_{0}\right\|_{0} \geq \frac{1}{K_{v}} \mathfrak{v}$
- $\left|\frac{1}{2} \int d x_{2} d x_{3} d x_{4} V_{0}\left(x_{1}, \cdots, x_{4}\right)-\theta \int_{X} d \mathbf{x} v(\mathbf{0}, \mathbf{x})\right| \leq K_{v} \mathfrak{v}^{2-2 e_{\mathrm{R}}-4 e_{\mathrm{r}}}$
- $\left\|\mathbf{V}_{0}-\delta_{x_{1,0}, x_{3,0}} \delta_{x_{2,0}, x_{4,0}} \delta_{x_{1,0}, x_{2,0}-1} \mathbf{v}_{\theta}\left(\mathbf{x}_{1}, \mathbf{x}_{2}, \mathbf{x}_{3}, \mathbf{x}_{4}\right)\right\|_{\frac{2}{3} \mathrm{~m}} \leq K_{v} \mathfrak{v}^{2-2 e_{\mathrm{R}}-4 e_{\mathrm{r}}}$ with

$$
\begin{aligned}
& \mathbf{v}_{\theta}\left(\mathbf{x}_{1}, \cdots, \mathbf{x}_{4}\right) \\
& \quad=\sum_{\mathbf{x}, \mathbf{y} \in \mathbb{Z}^{3}} \int_{0}^{\theta} d t e^{-t \mathbf{h}}\left(\mathbf{x}, \mathbf{x}_{1}\right) e^{-(\theta-t) \mathbf{h}}\left(\mathbf{x}, \mathbf{x}_{2}\right) \mathbf{v}(\mathbf{x}, \mathbf{y}) e^{-t \mathbf{h}}\left(\mathbf{y}, \mathbf{x}_{3}\right) e^{-(\theta-t) \mathbf{h}}\left(\mathbf{y}, \mathbf{x}_{4}\right) \\
& \quad+\sum_{\mathbf{x}, \mathbf{y} \in \mathbb{Z}^{3}} \int_{0}^{\theta} d t e^{-t \mathbf{h}}\left(\mathbf{x}, \mathbf{x}_{3}\right) e^{-(\theta-t) \mathbf{h}}\left(\mathbf{x}, \mathbf{x}_{2}\right) \mathbf{v}(\mathbf{x}, \mathbf{y}) e^{-t \mathbf{h}}\left(\mathbf{y}, \mathbf{x}_{1}\right) e^{-(\theta-t) \mathbf{h}}\left(\mathbf{y}, \mathbf{x}_{4}\right)
\end{aligned}
$$

- $\left|\mu_{0}-\left(1-e^{-\theta \mu}\right)\right| \leq K \theta \mathfrak{v}^{\mathrm{m} \log \frac{1}{v}}$
- $\mathcal{R}_{0}\left(\psi_{*}, \psi\right)=\tilde{\mathcal{R}}_{\text {in }}\left(\left(\psi_{*},\left\{\partial_{\nu} \psi_{*}\right\}\right),\left(\psi,\left\{\partial_{\nu} \psi\right\}\right)\right)+\mathcal{R}_{0}^{(6)}\left(\psi_{*}, \psi\right)$
where $\tilde{\mathcal{R}}_{\text {in }}\left(\left(\psi_{*},\left\{\psi_{* \nu}\right\}\right),\left(\psi,\left\{\psi_{\nu}\right\}\right)\right.$ is an $\mathfrak{S}$ invariant, particle-number preserving function with real valued kernels that
- is of degree two in the fields, with either one $\psi_{(*)}$ field and one $\psi_{(*) 0}$ field or two $\psi_{(*) \nu}$ fields, with both having $1 \leq \nu \leq 3$ and
- obeys the bound $\left\|\tilde{\mathcal{R}}_{\mathrm{in}}\right\|_{\mathrm{m}} \leq C_{r} \mathfrak{v}^{\mathrm{m} \log \frac{1}{\mathrm{v}}}$ with a constant $C_{r}$ that depends only on m , $K_{\mu}$ and $K$.
and $\mathcal{R}_{0}^{(6)}\left(\psi_{*}, \psi\right)$ is an $\mathfrak{S}$ invariant, particle-number preserving function with real valued kernel
- that thas degree three both in $\psi_{*}$ and $\psi$, and
- fulfils the estimate $\left\|\mathcal{R}_{0}^{(6)}\right\|_{2 \mathrm{~m}} \leq e^{-3 \theta \mu+6 \mathrm{~m}} K(\mathfrak{v} \theta)^{2-2 e_{\mathrm{r}}}$
- $\mathcal{E}_{0}\left(\psi_{*}, \psi\right)$ is an $\mathfrak{S}$ invariant, particle-number preserving function with real valued kernels that
- is of degree at least four both in $\psi_{*}$ and in $\psi$, and
- has norm with mass 2 m and weight $2 e^{\theta \mu / 2-\mathrm{m}}\left(\frac{1}{\theta \mathfrak{v}}\right)^{e_{\mathrm{R}}+e_{\mathrm{r}}}$ at most $K(\mathfrak{v} \theta)^{2-6 e_{\mathrm{R}}-8 e_{\mathrm{r}}}$.
- the "small field cut off function" $\chi_{0}(\psi)$ is one if
- $|\psi(x)| \leq e^{\theta \mu / 2}\left(\frac{1}{\theta \mathfrak{v}}\right)^{e_{\mathrm{R}}+e_{\mathrm{r}}}$ for all $x \in \mathcal{X}_{0}$ and
- $\left|\partial_{\nu} \psi(x)\right| \leq e^{\theta \mu / 2}\left(\frac{1}{\theta}\right)^{e_{R^{\prime}}}\left(\frac{1}{\theta \mathfrak{v}}\right)^{e_{\mathrm{r}}}$ for all $1 \leq \nu \leq 3$ and all $x \in \mathcal{X}_{0}$ and
- $\left|\partial_{0} \psi(x)\right| \leq e^{\theta \mu / 2}\left(\frac{1}{\theta_{0}}\right)^{e_{r}}$ for all $x \in \mathcal{X}_{0}$
and is zero otherwise.
Proof. We start by defining a field $\psi$ on the lattice $\mathcal{X}_{0}$ by

$$
\psi\left(x_{0}, \mathbf{x}\right)=e^{\theta \mu / 2} \alpha_{\theta x_{0}}(\mathbf{x})
$$

Making a change of variables from $\alpha_{\tau}(\mathbf{x})$ to $\psi(x)$ converts the integral on the left hand side to

$$
\mathcal{Z}_{\theta}^{\left|\mathcal{X}_{0}\right|} e^{-\theta \mu\left|\mathcal{X}_{0}\right|} \int\left[\prod_{x \in \mathcal{X}_{0}} \frac{d \psi(x)^{*} \wedge d \psi(x)}{2 \pi \imath}\right] e^{\mathcal{F}\left(\psi^{*}, \psi\right)} \chi_{0}(\psi)
$$

where

$$
\begin{align*}
& \mathcal{F}\left(\psi_{*}, \psi\right)= \sum_{\tau \in \theta \mathbb{Z} \cap\left(0, \frac{1}{k T}\right]}\left\{-\left\langle\alpha_{* \tau}, \alpha_{\tau}\right\rangle_{X}+\left\langle\alpha_{* \tau-\theta},\right.\right. \\
&=-e^{-\theta \mu}\left\langle\psi_{*}, \psi\right\rangle_{\mathcal{X}_{0}}+\sum_{x_{0} \in \mathbb{Z} \cap\left(0, \frac{1}{\theta k T}\right]}\left\{\left\langle\alpha_{\tau}\right\rangle_{X}+V_{\theta}\left(\alpha_{* \tau-\theta}, \alpha_{\tau}\right)+\mathcal{D}_{\theta}\left(\alpha_{* \tau-\theta}, \alpha_{\tau}\right)\right\} \\
&+e^{-2 \theta \mu} V_{\theta}\left(\psi_{*}\left(x_{0}-1, \cdot\right), \psi\left(e^{-\theta h} \psi\right)\left(x_{0}, \cdot\right)\right\rangle_{X} \\
&\left.\quad+\mathcal{D}_{\theta}\left(e^{-\theta \mu / 2} \psi_{*}\left(x_{0}-1, \cdot\right), e^{-\theta \mu / 2} \psi\left(x_{0}, \cdot\right)\right)\right\} \\
&=-\sum_{x \in \mathcal{X}_{0}} \psi_{*}(x)\left(\left[\mathbb{1}-e^{-\theta h}-e^{-\theta h} \partial_{0}\right] \psi\right)(x)+\left(1-e^{-\theta \mu}\right)\left\langle\psi_{*}, \psi\right\rangle_{\mathcal{X}_{0}} \\
& \quad-\mathcal{V}_{\text {in }}\left(\psi_{*}, \psi\right)+\mathcal{R}_{\text {in }}^{\prime}\left(\psi_{*}, \psi\right)+\mathcal{E}_{\text {in }}\left(\psi_{*}, \psi\right) \tag{D.3}
\end{align*}
$$

with

$$
\begin{aligned}
& \mathcal{V}_{\text {in }}\left(\psi_{*}, \psi\right)=-\sum_{x_{0} \in \mathbb{Z \cap} \cap\left(0, \frac{1}{\theta k \mathbb{T}}\right]} e^{-2 \theta \mu} V_{\theta}\left(\psi_{*}\left(x_{0}-1, \cdot\right), \psi\left(x_{0}, \cdot\right)\right) \\
& \mathcal{R}_{\text {in }}^{\prime}\left(\psi_{*}, \psi\right)=\sum_{x_{0} \in \mathbb{Z} \cap\left(0, \frac{1}{\theta k T}\right]} e^{-\theta \mu} \mathcal{R}_{\theta}\left(\psi_{*}\left(x_{0}-1, \cdot\right), \psi\left(x_{0}, \cdot\right)\right) \\
& \mathcal{E}_{\text {in }}\left(\psi_{*}, \psi\right)=\sum_{x_{0} \in \mathbb{Z} \cap\left(0, \frac{1}{\theta k \mathbb{T}}\right]} \mathcal{E}_{\theta}\left(e^{-\theta \mu / 2} \psi_{*}\left(x_{0}-1, \cdot\right), e^{-\theta \mu / 2} \psi\left(x_{0}, \cdot\right)\right)
\end{aligned}
$$

All of $\mathcal{V}_{\text {in }}, \mathcal{R}_{\text {in }}^{\prime}, \mathcal{E}_{\text {in }}$ are invariant under $\mathfrak{S}$ and have real-valued kernels.
Observe that

$$
\begin{aligned}
& \mathcal{V}_{\text {in }}\left(\psi_{*}, \psi\right)=e^{-2 \theta \mu} \sum_{\substack{x_{0} \in \mathbb{Z} \cap\left(0,, \frac{1}{\forall R}\right] \\
\mathbf{x}_{1}, \mathbf{x}_{2}, \mathbf{x}_{3} \in \mathbf{x}_{4} \in X}} \int_{0}^{\theta} d t j(t)\left(\mathbf{x}, \mathbf{x}_{1}\right) \psi_{*}\left(x_{0}-1, \mathbf{x}_{1}\right) j(\theta-t)\left(\mathbf{x}, \mathbf{x}, \mathbf{x}_{2}\right) \psi\left(x_{0}, \mathbf{x}_{2}\right) j(t)\left(\mathbf{y}, \mathbf{x}_{3}\right) \psi_{*}\left(x_{0}-1, \mathbf{x}_{3}\right) j(\theta-t)\left(\mathbf{y}, \mathbf{x}_{4}\right) \psi\left(x_{0}, \mathbf{x}_{4}\right) \\
& =\frac{1}{2} \int_{\mathcal{X}_{0}^{4}}^{\mathbf{x}_{1}, \mathbf{x}_{2}, \mathbf{x}_{3}, \mathbf{x}_{4} \in X} x_{1} \cdots d x_{4} V_{\mathrm{in}}\left(x_{1}, \cdots, x_{4}\right) \psi_{*}\left(x_{1}\right) \psi\left(x_{2}\right) \psi_{*}\left(x_{3}\right) \psi\left(x_{4}\right)
\end{aligned}
$$

where $V_{\text {in }}$ is the spatial periodization of

$$
\mathbf{V}_{\text {in }}\left(x_{1}, \cdots, x_{4}\right)=\delta_{x_{1,0}, x_{3,0}} \delta_{x_{2,0,}, x_{4,0}} \delta_{x_{1,0, x_{2,0}-1}} \mathbf{v}_{\theta}\left(\mathbf{x}_{1}, \mathbf{x}_{2}, \mathbf{x}_{3}, \mathbf{x}_{4}\right)
$$

As in [7, Lemma 3.21],

$$
\begin{equation*}
\left\|\mathbf{V}_{\mathrm{in}}\right\|_{5 \mathrm{~m}} \leq 2 \theta e^{2 K_{j} \theta} e^{5 \mathrm{~m}}\|\mathbf{v}\| \| \tag{D.4}
\end{equation*}
$$

By translation invariance

$$
\begin{aligned}
\frac{1}{2} \int d x_{2} d x_{3} d x_{4} & V_{\text {in }}\left(x_{1}, \cdots, x_{4}\right) \\
= & {\left[\int_{X} d \mathbf{x} v(\mathbf{0}, \mathbf{x})\right] \int_{0}^{\theta} d t\left[\int_{X} d \mathbf{x} e^{-t h}(\mathbf{0}, \mathbf{x})\right]^{2}\left[\int_{X} d \mathbf{x} e^{-(\theta-t) h}(\mathbf{0}, \mathbf{x})\right]^{2} } \\
& =\theta \int_{X} d \mathbf{x} v(\mathbf{0}, \mathbf{x})
\end{aligned}
$$

since, using $\hat{h}$ to denote the Fourier transform of $h$,

$$
\int_{X} d \mathbf{x} e^{-\tau h}(\mathbf{0}, \mathbf{x})=e^{-\tau \hat{h}(\mathbf{0})}=1
$$

Similarly

$$
\begin{align*}
\left\|\mathbf{V}_{\text {in }}\right\|_{0} & \geq \int d x_{2} d x_{3} d x_{4} \mathbf{V}_{\text {in }}\left(x_{1}, \cdots, x_{4}\right)=2 \theta \int_{\mathbb{Z}^{3}} d \mathbf{x} \mathbf{v}(\mathbf{0}, \mathbf{x})=2 \theta \int_{X} d \mathbf{x} v(\mathbf{0}, \mathbf{x}) \\
& =2 \theta \frac{\langle 1, v 1\rangle_{L^{2}(X)}}{\langle 1,1\rangle_{L^{2}(X)}} \\
& \geq \frac{\theta c_{v}}{2} \mathfrak{v} \tag{D.5}
\end{align*}
$$

We now move onto a discussion of $\mathcal{R}_{\text {in }}^{\prime}$. By the bound on $\mathcal{R}_{\theta}$ following (D.2)

$$
\left\|\mathcal{R}_{\mathrm{in}}^{\prime}\right\|_{2 \mathrm{~m}} \leq e^{2 \mathrm{~m}} e^{-\theta \mu}\left\|\mathcal{R}_{\theta}\right\|_{2 \mathrm{~m}} \leq e^{2 \mathrm{~m}} e^{-\theta \mu} \frac{(\theta \mathfrak{v})^{2\left(e_{\mathrm{R}}+e_{\mathrm{r}}\right)}}{4} K \theta \mathfrak{v}^{\mathrm{m} \log \frac{1}{\mathfrak{v}}}
$$

By [13, Lemma B.3.c],

$$
\begin{aligned}
\mathcal{R}_{\text {in }}^{\prime}\left(\psi_{*}, \psi\right)= & {\left[\sum_{x_{0} \in \mathbb{Z} \cap\left(0, \frac{1}{\theta k T}\right]} e^{-\theta \mu} \mathcal{R}_{\theta}\left(\psi_{*}\left(x_{0}, \cdot\right), \psi\left(x_{0}, \cdot\right)\right)\right] } \\
& +\left[\sum_{x_{0} \in \mathbb{Z} \cap\left(0, \frac{1}{\theta k T}\right]} e^{-\theta \mu} \mathcal{R}_{\theta}\left(\psi_{*}\left(x_{0}, \cdot\right),\left(\partial_{0} \psi\right)\left(x_{0}, \cdot\right)\right)\right] \\
= & \Delta \mu \int_{\mathcal{X}_{0}} d x \psi_{*}(x) \psi(x)+\tilde{\mathcal{R}}_{\text {in }}\left(\left(\psi_{*},\left\{\partial_{\nu} \psi_{*}\right\}\right),\left(\psi,\left\{\partial_{\nu} \psi\right\}\right)\right)
\end{aligned}
$$

with a real number $\Delta \mu$ obeying $|\Delta \mu| \leq K \theta \mathfrak{v}^{\mathrm{m} \log \frac{1}{\mathrm{v}}}$ and a function $\tilde{\mathcal{R}}_{\text {in }}$ that has the properties specified in the statement of the proposition. (The contribution with one time derivative and one space derivative that is allowed by [13, Lemma B.3.c] vanishes in this case since the time arguments of the two fields in $\mathcal{R}_{\theta}\left(\psi_{*}\left(x_{0}, \cdot\right), \psi\left(x_{0}, \cdot\right)\right)$ are always equal.)

Next, we discuss $\mathcal{E}_{\text {in }}$. If the part of $\mathcal{E}_{\theta}$ that is homogeneous of degree $2 n$ has kernel $E_{\theta, n}\left(\mathbf{x}_{1}, \cdots, \mathbf{x}_{n} ; \mathbf{y}_{1}, \cdots, \mathbf{y}_{n}\right)$, then the part of $\mathcal{E}_{\text {in }}$ that is homogeneous of degree $2 n$ has kernel

$$
\begin{aligned}
& E_{\mathrm{in}, n}\left(x_{1}, \cdots, x_{n} ; y_{1}, \cdots, y_{n}\right)=E_{\theta, n}\left(\mathbf{x}_{1}, \cdots, \mathbf{x}_{n} ; \mathbf{y}_{1}, \cdots, \mathbf{y}_{n}\right) e^{-n \theta \mu} \\
& {\left[\prod_{i=1}^{n} \delta x_{1,0}, x_{i, 0}\right]\left[\prod_{i=1}^{n} \delta x_{i, 0}, y_{i, 0}-1\right] }
\end{aligned}
$$

Let $\mathcal{T}$ be a shortest tree on $X$ having $\mathbf{x}_{1}, \cdots, \mathbf{x}_{n}, \mathbf{y}_{1}, \cdots, \mathbf{y}_{n}$ among its vertices. Then the tree on $\mathcal{X}_{0}$ whose edges are

- $\left\{\left(x_{1,0}, \mathbf{z}\right),\left(x_{1,0}, \mathbf{z}^{\prime}\right)\right\}$ if $\left\{\mathbf{z}, \mathbf{z}^{\prime}\right\}$ is an edge of $\mathcal{T}$
- and an edge from $\left(x_{1,0}, \mathbf{y}_{i}\right)$ to $y=\left(x_{1,0}+1, \mathbf{y}_{i}\right)$ for each $1 \leq i \leq n$
has $x_{1}, \cdots, x_{n}, y_{1}, \cdots, y_{n}$ among its vertices so that

$$
\tau\left(x_{1}, \cdots, x_{n}, y_{1}, \cdots, y_{n}\right) \leq \tau\left(\mathbf{x}_{1}, \cdots, \mathbf{x}_{n}, \mathbf{y}_{1}, \cdots, \mathbf{y}_{n}\right)+n
$$

Consequently,

$$
\left\|E_{\mathrm{in}, n}\right\|_{2 \mathrm{~m}} \leq\left\|E_{\theta, n}\right\|_{2 \mathrm{~m}} e^{-n \theta \mu} e^{2 \mathrm{~m} n}
$$

and the norm of $\mathcal{E}_{\text {in }}$ with mass 2 m and weight $\kappa_{\text {in }}$ is bounded by the norm of $\mathcal{E}_{\theta}$ with mass 2 m and weight $\kappa$ provided $\kappa_{\text {in }} e^{-\theta \mu / 2+\mathrm{m}} \leq \kappa$. So the norm, with mass 2 m and weight $\kappa_{\text {in }}$, of $\mathcal{E}_{\text {in }}$, obeys the bound quoted for $\mathcal{E}_{\theta}$ (but with mass 2 m and weight $\kappa$ ) following (D.2), if we choose $\kappa_{\text {in }}=e^{\theta \mu / 2-\mathrm{m}} \kappa=e^{\theta \mu / 2-\mathrm{m}} 2\left(\frac{1}{\theta \mathrm{v}}\right)^{e_{\mathrm{R}}+e_{\mathrm{r}}}$.

Denote by $\mathcal{E}_{4}$ and $\mathcal{R}_{0}^{(6)}$ the two monomials in $\mathcal{E}_{\text {in }}$ that are of degree four and six, respectively, and set

$$
\mu_{0}=\left(1-e^{-\theta \mu}\right)+\Delta \mu \quad \mathcal{V}_{0}=\mathcal{V}_{\text {in }}-\mathcal{E}_{4} \quad \mathcal{E}_{0}=\mathcal{E}_{\text {in }}-\mathcal{E}_{4}-\mathcal{R}_{0}^{(6)}
$$

and

$$
\mathcal{R}_{0}\left(\psi_{*}, \psi\right)=\tilde{\mathcal{R}}_{\text {in }}\left(\left(\psi_{*},\left\{\partial_{\nu} \psi_{*}\right\}\right),\left(\psi,\left\{\partial_{\nu} \psi\right\}\right)\right)+\mathcal{R}_{0}^{(6)}\left(\psi_{*}, \psi\right)
$$

Obviously

$$
-\mathcal{V}_{\mathrm{in}}+\mathcal{R}_{\text {in }}+\mathcal{E}_{\text {in }}=-\mathcal{V}_{0}+\mathcal{R}_{0}+\mathcal{E}_{0}
$$

and $\mathcal{R}_{0}$ and $\mathcal{E}_{0}$ have the desired properties. Except for the definition and properties of $\mathbf{V}_{0}$, the Proposition now follows from (D.3) and the discussion above.

Set

$$
F=\left\{x_{1}, x_{2}, x_{3}, x_{4} \in\left(\mathbb{Z} / \frac{1}{\theta k T} \mathbb{Z}\right) \times \mathbb{Z}^{3} \left\lvert\, \begin{array}{l}
\frac{L_{\mathrm{sp}}}{2}<x_{i, j}-x_{1, j}<\frac{L_{\mathrm{sp}}}{2} \\
\\
\text { for all } i=2,3,4 \text { and } j=1,2,3\}
\end{array}\right.\right.
$$

Here $x_{i, j}$ is the $j^{\text {th }}$ (spatial) coordinate of $x_{i}$. Set, for $x_{1}, x_{2}, x_{3}, x_{4} \in\left(\mathbb{Z} / \frac{1}{\theta k T} \mathbb{Z}\right) \times \mathbb{Z}^{3}$

$$
\mathbf{E}_{4}\left(x_{1}, x_{2}, x_{3}, x_{4}\right)= \begin{cases}E_{4}\left(\left[x_{1}\right], \cdots,\left[x_{4}\right]\right) & \text { if }\left(x_{1}, x_{2}, x_{3}, x_{4}\right) \in F \\ 0 & \text { otherwise }\end{cases}
$$

where $E_{4}$ is the kernel of $\mathcal{E}_{4}$. Then $E_{4}$ is the spatial periodization of $\mathbf{E}_{4}$. Define

$$
\mathbf{V}_{0}=\mathbf{V}_{\text {in }}-\text { symmetrization of } \mathbf{E}_{4}
$$

It remains only to prove that $\left\|\mathbf{E}_{4}\right\|_{\frac{2}{3} \mathrm{~m}} \leq\left\|E_{4}\right\|_{2 \mathrm{~m}}$. The desired bounds on $\mathbf{V}_{0}$ will then follow from (D.4) and (D.5).

Denote by $\tilde{\tau}$ the tree length in $\left(\mathbb{Z} / \frac{1}{\theta k T} \mathbb{Z}\right) \times \mathbb{Z}^{3}$. See Definition 1.9. If we have $\left(x_{1}, x_{2}, x_{3}, x_{4}\right) \in F$, then

$$
\tilde{\tau}\left(x_{1}, x_{2}, x_{3}, x_{4}\right) \leq\left|x_{2}-x_{1}\right|+\left|x_{3}-x_{1}\right|+\left|x_{4}-x_{1}\right| \leq 3 \tau\left(\left[x_{1}\right],\left[x_{2}\right],\left[x_{3}\right],\left[x_{4}\right]\right)
$$

It follows that $\left\|\mathbf{E}_{4}\right\|_{\frac{2}{3} \mathrm{~m}} \leq\left\|E_{4}\right\|_{2 \mathrm{~m}}$.
In the setting of Proposition D.1, the $\mu_{*}$ of (1.19) has a particularly simple form. We thank Martin Lohmann for pointing this out.

Lemma D.2. We have

$$
\mu_{*}=2 \theta \int_{\mathbb{R}^{3} / 2 \pi \mathbb{Z}^{3}} \frac{d^{3} \mathbf{k}}{(2 \pi)^{3}} \frac{\hat{\mathbf{v}}(\mathbf{0})+\hat{\mathbf{v}}(\mathbf{k})}{e^{\beta \mathrm{h}(\mathbf{k})}-1}+O\left(\mathfrak{v}^{2-2 e_{\mathrm{R}}-4 e_{\mathrm{r}}}\right)
$$

where $\hat{\mathbf{h}}(\mathbf{k})$ and $\hat{\mathbf{v}}(\mathbf{k})$ are the Fourier transforms of $\mathbf{h}(\mathbf{x}, \mathbf{0})$ and $\mathbf{v}(\mathbf{x}, \mathbf{0})$ and $\beta=\frac{1}{k T}$.
Proof. As a preliminary calculation, we evaluate

$$
\begin{aligned}
\sum_{\mathbf{x}_{2}, \mathbf{x}_{3} \in \mathbb{Z}^{3}} e^{-t \mathbf{h}}(\mathbf{x}, & \left.\mathbf{x}_{2}\right) \mathbf{D}_{0}^{-1}\left(x_{3}, x_{2}\right) e^{-(\theta-t) \mathbf{h}}\left(\mathbf{y}, \mathbf{x}_{3}\right) \\
& =\left(e^{-(\theta-t) \mathbf{h}} \mathbf{D}_{0}^{-1} e^{-t \mathbf{h}}\right)\left(\left(x_{3,0}, \mathbf{y}\right),\left(x_{2,0}, \mathbf{x}\right)\right) \\
& =\left(\mathbf{D}_{0}^{-1} e^{-\theta \mathbf{h}}\right)\left(\left(x_{3,0}, \mathbf{y}\right),\left(x_{2,0}, \mathbf{x}\right)\right) \\
& =\left(e^{\theta \mathbf{h}}-\mathbb{1}-\partial_{0}\right)^{-1}\left(\left(x_{3,0}, \mathbf{y}\right),\left(x_{2,0}, \mathbf{x}\right)\right)
\end{aligned}
$$

where

- we have used that $\mathbf{h}$ is a symmetric operator
- we are thinking of $e^{-\tau \mathbf{h}}(\mathbf{x}, \mathbf{y})$ as being tensored with an identity operator in the temporal arguments $x_{0}, y_{0}$
- we have used that $e^{-\tau \mathbf{h}}$ and $\mathbf{D}_{0}^{-1}$ are both translation invariant operators and hence commute with each other
- the operator $\left(e^{\theta \mathbf{h}}-\mathbb{1}-\partial_{0}\right)^{-1}$ is the inverse of $e^{\theta \mathbf{h}}-\mathbb{1}-\partial_{0}=e^{\theta \mathbf{h}} \mathbf{D}_{0}$ acting on the space $L^{2}\left(\left(\mathbb{Z} / \frac{1}{\theta k T} \mathbb{Z}\right) \times \mathbb{Z}^{3}\right)$.
Since

$$
\sum_{\mathbf{y}^{\prime} \in \mathbb{Z}^{3}} e_{X}^{-\tau \mathbf{h}}\left(\mathbf{x}^{\prime}, \mathbf{y}^{\prime}\right)=e^{-\tau \hat{\mathbf{h}}(\mathbf{0})}=1
$$

we have (recalling the definition of $\mathbf{v}_{\theta}$ from Proposition D. 1

$$
\left.\left.\begin{array}{rl}
\sum_{\mathbf{x}_{1}, \mathbf{x}_{2}, \mathbf{x}_{3} \in \mathbb{Z}^{3}} \mathbf{v}_{\theta}\left(\mathbf{0}, \mathbf{x}_{1}, \mathbf{x}_{2}, \mathbf{x}_{3}\right) & \mathbf{D}_{0}^{-1}\left(x_{3}, x_{2}\right) \\
=\int_{0}^{\theta} d t \sum_{\mathbf{x}, \mathbf{y} \in \mathbb{Z}^{3}} v(\mathbf{x}, \mathbf{y}) & \left\{e^{-t \mathbf{h}}(\mathbf{x}, \mathbf{0})\right.
\end{array}\right]\left[\left(e^{\theta \mathbf{h}}-\mathbb{1}-\partial_{0}\right)^{-1}\left(\left(x_{3,0}, \mathbf{y}\right),\left(x_{2,0}, \mathbf{y}\right)\right)\right]\right\} \text {. } \quad \begin{aligned}
&-t \mathbf{h} \\
&(\mathbf{y}, \mathbf{0}) {\left.\left[\left(e^{\theta \mathbf{h}}-\mathbb{1}-\partial_{0}\right)^{-1}\left(\left(x_{3,0}, \mathbf{y}\right),\left(x_{2,0}, \mathbf{x}\right)\right)\right]\right\} } \\
&=\theta \sum_{\mathbf{x} \in \mathbb{Z}^{3}} v(\mathbf{0}, \mathbf{x})\left\{\left(e^{\theta \mathbf{h}}-\mathbb{1}-\partial_{0}\right)^{-1}\left(\left(x_{3,0}, \mathbf{0}\right),\left(x_{2,0}, \mathbf{0}\right)\right)\right. \\
&\left.+\left(e^{\theta \mathbf{h}}-\mathbb{1}-\partial_{0}\right)^{-1}\left(\left(x_{3,0}, \mathbf{x}\right),\left(x_{2,0}, \mathbf{0}\right)\right)\right\}
\end{aligned}
$$

Recall from Proposition D. 1 that

$$
\left\|\mathbf{V}_{0}-\delta_{x_{1,0}, x_{3,0}} \delta_{x_{2,0}, x_{4,0}} \delta_{x_{1,0}, x_{2,0}-1} \mathbf{v}_{\theta}\left(\mathbf{x}_{1}, \mathbf{x}_{2}, \mathbf{x}_{3}, \mathbf{x}_{4}\right)\right\|_{\frac{2}{3} \mathrm{~m}} \leq K_{v} \mathfrak{v}^{2-2 e_{\mathrm{R}}-4 e_{\mathrm{r}}}
$$

As $\mathbf{D}_{0}^{-1}\left(x_{3}, x_{2}\right)$ is bounded, we have

$$
\begin{align*}
\mu_{*}=2 \theta \sum_{\mathbf{x} \in \mathbb{Z}^{3}} v(\mathbf{0}, \mathbf{x})\left\{\left(e^{\theta \mathbf{h}}-\mathbb{1}-\partial_{0}\right)^{-1}((1, \mathbf{0}), 0)+\left(e^{\theta \mathbf{h}}-\mathbb{1}-\partial_{0}\right)^{-1}((1, \mathbf{x}), 0)\right\} \\
+O\left(\mathfrak{v}^{2-2 e_{\mathrm{R}}-4 e_{\mathbf{r}}}\right) \tag{D.6}
\end{align*}
$$

On the other hand

$$
\begin{align*}
\left(e^{\theta \mathbf{h}}-\mathbb{1}-\partial_{0}\right)^{-1}((1, \mathbf{x}), 0) & =\int_{\mathbb{R}^{3} / 2 \pi \mathbb{Z}^{3}} \frac{d^{3} \mathbf{k}}{(2 \pi)^{3}} e^{i \mathbf{k} \mathbf{x}} e^{-\theta \mathbf{h}(\mathbf{k})} \frac{1}{L_{\mathrm{tp}}} \sum_{k_{0} \in \frac{2 \pi}{L_{\mathrm{t}_{\mathrm{t}}}} \mathbb{Z} / 2 \pi \mathbb{Z}} \frac{e^{i k_{0}}}{1-e^{i k_{0} e^{-\hat{\mathbf{h}}_{0}(\mathbf{k})}}} \\
& =\int_{\mathbb{R}^{3} / 2 \pi \mathbb{Z}^{3}} \frac{d^{3} \mathbf{k}}{(2 \pi)^{3}} e^{i \mathbf{k} \mathbf{x}} e^{-\theta \mathbf{h}(\mathbf{k})} \frac{e^{-\left(L_{\mathrm{t}}-1\right) \hat{\mathbf{h}}_{0}(\mathbf{k})}}{1-e^{-L_{\mathrm{tpp}} \mathbf{h}_{0}(\mathbf{k})}} \\
& =\int_{\mathbb{R}^{3} / 2 \pi \mathbb{Z}^{3}} \frac{d^{3} \mathbf{k}}{(2 \pi)^{3}} e^{i \mathbf{k} \mathbf{x}} \frac{e^{-\beta \hat{\mathbf{h}}(\mathbf{k})}}{1-e^{-\beta \mathbf{h}(\mathbf{k})}} \tag{D.7}
\end{align*}
$$

Here, we applied Lemma D.4, below, with $p=L_{\mathrm{tp}}, \zeta=e^{\frac{2 \pi i}{L_{\mathrm{tp}}}}$ and $w=e^{-\hat{\mathbf{h}}_{0}(\mathbf{k})}$, to the $k_{0}$ sum. The Lemma now follows by combining (D.6) and (D.7).

Corollary D.3. With $\mathbf{H}=\theta \mathcal{H}$, the data of Proposition D. 1 fulfill the conditions of $\S 1.5$ provided $\mathfrak{v}$ is small enough (depending on $\epsilon$ and $\theta$ ), $\mathrm{m} \geq 3 m$ and

$$
2 \int_{\mathbb{R}^{3} / 2 \pi \mathbb{Z}^{3}} \frac{d^{3} \mathbf{k}}{(2 \pi)^{3}} \frac{\hat{\mathbf{v}}(\mathbf{0})+\hat{\mathbf{v}}(\mathbf{k})}{e^{\beta \mathbf{h}(\mathbf{k})}-1}+\mathfrak{v}^{\frac{4}{3}-2 \epsilon}<\mu<\mathfrak{v}^{\frac{8}{9}+2 \epsilon}
$$

and $\frac{1}{3}-\epsilon<e_{\mathrm{R}}<\frac{1}{3}-\frac{5}{6} \epsilon$ and $e_{\mathrm{r}}<\frac{\epsilon}{2}$. Observe that

$$
\lim _{\beta \rightarrow \infty} \int_{\mathbb{R}^{3} / 2 \pi \mathbb{Z}^{3}} \frac{d^{3} \mathbf{k}}{(2 \pi)^{3}} \frac{\hat{\mathbf{v}}(\mathbf{0})+\hat{\mathbf{v}}(\mathbf{k})}{e^{\beta \hat{\mathbf{h}} \mathbf{( k )}-1}}=0
$$

Proof. By the definition of $\mathfrak{v}_{0}$ in $\S 1.5$ and Proposition D.1,

$$
\frac{2}{K_{v}} \mathfrak{v} \leq 2\left\|\mathbf{V}_{0}\right\|_{0} \leq \mathfrak{v}_{0}=2\left\|\mathbf{V}_{0}\right\|_{2 m} \leq 2\left\|\mathbf{V}_{0}\right\|_{\frac{2}{3} \mathrm{~m}} \leq 2 K_{v} \mathfrak{v}
$$

The condition on $\mu_{0}$ in $\S 1.5$ is satisfied since $\theta \mu=\mu_{0}+O\left(\mu^{2}\right)+O\left(\mathfrak{v}^{\mathrm{m} \log \frac{1}{\mathfrak{b}}}\right)$.

Lemma D.4. Let $\zeta$ be a primitive $p^{\text {th }}$ root of unity and $w \in \mathbb{C}$ not be a $p^{\text {th }}$ root of unity. Then

$$
\frac{1}{p} \sum_{k=0}^{p-1} \frac{\zeta^{k}}{1-w \zeta^{k}}=\frac{w^{p-1}}{1-w^{p}}
$$

Proof. First consider the case $0<w<1$. Expanding the geometric series and interchanging sums

$$
\frac{1}{p} \sum_{k=0}^{p-1} \frac{\zeta^{k}}{1-w \zeta^{k}}=\sum_{n=0}^{\infty} \frac{1}{p} \sum_{k=0}^{p-1} w^{n} \zeta^{(n+1) k}
$$

Now

$$
\frac{1}{p} \sum_{k=0}^{p-1} \zeta^{(n+1) k}= \begin{cases}0 & \text { if } n+1 \text { is not an integer multiple of } p \\ 1 & \text { if } n=m p-1 \text { for some integer } m\end{cases}
$$

If $n \geq 0$, the integer $m$ above has to be at least one. Therefore

$$
\frac{1}{p} \sum_{k=0}^{p-1} \frac{\zeta^{k}}{1-w \zeta^{k}}=\sum_{m=1}^{\infty} w^{m p-1}=\frac{w^{p-1}}{1-w^{p}}
$$

The claim now follows by analytic continuation in $w$.
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[^1]:    ${ }^{1}$ The most commonly used $\mathbf{h}=-\frac{1}{2 m} \Delta$, where $\Delta$ is the lattice Laplacian.
    ${ }^{2}$ The periodization of a translation invariant function $f\left(\xi_{1}, \cdots, \xi_{n}\right)$ on $\left(\mathbb{Z}^{3}\right)^{n}$ is the function on $X^{n}$ that maps $\left(\mathbf{x}_{1}, \cdots, \mathbf{x}_{n}\right) \in X^{n}$ to $\sum_{\substack{\xi_{2}, \cdots \xi_{n} \\\left[\xi_{i}\right]=\mathbf{x}_{i}}} f\left(\xi_{1}, \cdots, \xi_{n}\right)$, where $\xi_{1}$ is an arbitrary point in $\mathbb{Z}^{3}$ whose class $\left[\xi_{1}\right]$ in $X$ equals $\mathbf{x}_{1}$. The periodization of an operator is the operator whose kernel is the periodization of the given operator.

[^2]:    ${ }^{3}$ We call a function nonperturbatively small, if it is of order $O\left(e^{-1 /\|v\|^{\varepsilon}}\right)$ for some norm on $v$ and some $\varepsilon>0$. A precise bound is given in [7, Theorem 2.18]

[^3]:    ${ }^{4}$ We shall define a family of lattices $\mathcal{X}_{j}^{(n)}$ in Definition 1.5.

[^4]:    ${ }^{5}$ For the origin of the $L^{14 n}$ see [13, Lemma C.2].

[^5]:    ${ }^{6}$ We routinely use the "optional *" notation $\alpha_{(*)}$ to denote " $\alpha_{*}$ or $\alpha$ ".

[^6]:    ${ }^{7}$ When, $n=0$, drop the arguments $\phi_{* n}, \phi_{n}$ from $A_{n}$.

[^7]:    ${ }^{8}$ We show, in Lemma D.2, that, to leading order, $\mu_{*}$ is $\theta$ times (1.5).
    ${ }^{9}$ That is, $\overline{\tilde{\mathcal{R}}_{0}^{(\vec{p})}\left(\left(\psi_{*},\left\{\psi_{* \nu}\right\}\right),\left(\psi,\left\{\psi_{\nu}\right\}\right)\right)}=\tilde{\mathcal{R}}_{0}^{(\vec{p})}\left(\left(\psi_{*}^{*},\left\{\psi_{* \nu}^{*}\right\}\right),\left(\psi^{*},\left\{\psi_{\nu}\right\}^{*}\right)\right)$.

[^8]:    ${ }^{10}$ The reasons for requiring that $\mathfrak{q} \geq 4$ are discussed in [10, Remark 2.7].

[^9]:    ${ }^{11}$ By [12, Remark 10.a] $\Delta^{(n)}(0)$ is the $\Delta^{(n)}$ of (1.14) and consequently $C^{(n)}(0)$ is the $C^{(n)}$ of (1.15).

[^10]:    ${ }^{12}$ Of course $\mathcal{X}_{0}$ is a finite set and so is perhaps more accurately described as a discrete torus, rather than a lattice.
    ${ }^{13}$ Note that the form is not sesquilinear. We will explicitly write complex conjugates when we want them.

[^11]:    ${ }^{14}$ Technically, this might be modified by smoothing.

[^12]:    ${ }^{15}$ If $\left(\vec{x}_{1}, \cdots, \vec{x}_{s-1}\right) \in \mathcal{X}^{r_{1}} \times \cdots \times \mathcal{X}^{r_{s-1}}$ then $\left(\vec{x}_{1}, \cdots, \vec{x}_{s-1},-\right)$ denotes the corresponding element of $\mathcal{X}^{r_{1}} \times \cdots \times \mathcal{X}^{r_{s-1}} \times \mathcal{X}^{0}$ with "no $s^{\text {th }}$ entry". In particular, $\mathcal{X}^{0}=\{-\}$ and $\alpha(-)=1$.

[^13]:    ${ }^{16} I_{\theta}^{(S F)}$ is the $\Omega=X$ term in the formula given for $I_{\theta}\left(\alpha^{*}, \beta\right)$ in [7, Theorem 2.16]

[^14]:    ${ }^{17}$ By this we mean that every monomial appearing in the power series expansion of these functions contains a factor of the form $\alpha_{*}\left(\mathbf{x}_{1}\right) \alpha_{*}\left(\mathbf{x}_{2}\right) \beta\left(\mathbf{x}_{3}\right) \beta\left(\mathbf{x}_{4}\right)$.

