The Contraction Mapping Theorem

Theorem (The Contraction Mapping Theorem)
Fiz any a > 0. Let B, ={ & € R? | |Z]] < a } denote the open ball of radius®) a centred
on the origin in RY. If the function

G:B, — R?
obeys

(H1) there is a constant G < 1 such that ||g(Z) — G| < G||Z—4| for all Z,§ € B,
(H2) [|F0)] < (1 = G)a

then the equation

has exactly one solution.

Discussion of hypothesis (H1): Hypothesis (H1) is responsible for the word “Con-
traction” in the name of the theorem. Because G < 1 (and it is crucial that G < 1) the
distance between the images ¢(%) and g(7) of Z and ¥ is smaller than the original distance
between & and 3. Thus the function g contracts distances. Note that, when the dimension
d=1, and z,y € B, = (—a,a), then

Yy
oe) 9wl = | [" | <| [Cig@nad] <] [* s 9@ at| = ool sup 10
T r t'€B, t'eB,

For a once continuously differentiable function, the smallest G that one can pick and still
have |g(x) — g(y)| < Glz —y| for all z,y is G = sup, g |g'(t')]. In this case (H1) comes
down to the requirement that there exist a constant G < 1 such that |¢'(t)] < G < 1 for
all t' € B,. For dimensions d > 1, one has a whole matrix G(¥) = [gg; (f)}lgi,jgd of first
derivatives. There is a measure of the size of this matrix, called the norm of the matrix
and denoted Hg H such that, for all ¥,y € B,

1(Z) — <w<nx—mSngﬂH

(1) We are using ||Z| = \/x% + 23 + -+ + 2 to denote the norm of the vector Z.
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Once again (H1) comes down to Hg(ﬂ” <G < 1forall t € B,.

Roughly speaking, (H1) forces the derivative of g to be sufficiently small, which forces
the derivative of & — §(Z) to be bounded away from zero.

If we were to relax (H1) to G < 1, the theorem would fail. For example, g(x) = =
obeys |g(z) — g(y)| = |z — y| for all z and y. So G would be one in this case. But every x

obeys g(x) = x, so the solution is certainly not unique.

Discussion of hypothesis (H2): If § only takes values that are outside of B,, then
¥ = §(Z) cannot possibly have any solutions. So there has to be a requirement that §(Z)
lies in B, for at least some values of ¥ € B,. Our hypotheses are actually somewhat

stronger than this:
7@ = 13(&) — §(0) + FO)I| < 1G(&) - GO)|| + O < G||F - 0] + (1 - G)a
by (H1) and (H2). So, for all & in B,, that is, all & with ||Z|| < a,
1G(@)]| < Ga+(1—G)a=a

With our hypotheses g : B, — B,. Roughly speaking, (H2) requires that §(Z) be suffi-
ciently small for at least one 7.

If we were to relax (H2) to ||g(0)|| < (1 — G)a, the theorem would fail. For example,
pick any a > 0, 0 < G < 1 and define g : B, — R by g(x) = a(l — G) + Gz. Then
g'(x) = G for all x and ¢(0) = a(1 — G). For this g,

gx)=2z <<= a(l-G)+Gr=2 <<= al1-G)=(1-G)zr <<= z=a

As x = a is not in the domain of definition of g, there is no solution.

Proof that there is at most one solution: Suppose that £* and y* are two solutions.

Then —k — ok —nc — g —% —nc — % —
©=g@), ¢ =40") = & =71 =3z")—g7)l
= [|&" -7 < Gl|7" — 7|
= (1-G)z -7 =0
As G < 1,1 — @ is nonzero and ||&* — ¢*|| must be zero. That is, Z* and §* must be the

Same.

Proof that there is at least one solution: Set

To=0 7 =g(@) Zo=g) - Zn=g@n1)
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We showed in “Significance of hypothesis (H2)” that ¢(¥) is in B, for all ¥ in B,. So
Zo, T1, o, --- are all in B,. So the definition ¥,, = §(Z,—_1) is legitimate. We shall show
that the sequence ¥y, ¥y, T, --- converges to some vector r*. Since ¢ is continuous, this

vector will obey

F = i F = i () = (i ) = 6)

In other words, Z* is a solution of ¥ = ¢(&).
To prove that the sequence converges, we first observe that, applying (H1) numerous

times,
Hfm - fl_fm—l” = Hg’\(fm—l) - g(*fm—Z)H
S GHfm—l - fm—2H = G}}ﬁ(fm—Z) - g(fm—3>}}
< G| @2 — Bm—s|| = G?||§(@n—3) — G(Zm—1)]|
<@"ME - F| =G Mgo)|

Remember that G < 1. So the distance ||%,, — F,_1| between the (m — 1)t and m*™®
entries in the sequence gets really small for m as large. As

n

xn:fo-i-(l_”l—fo)+(f2—$1)+"'+(fn—fn_1): Z (fm—fm—l)

m=1

5 n
(recall that o = 0) it suffices to prove that > (:i"m — fm_l) converges as n — 0o. To do
m=1

n
so it suffices to prove that Hfm — T_1 H converges as n — 0o, which we do now.
m=1

n ~ B n . . 1— Gn .
S o~ Bl < 32 @50 = L= 170
m=1 m=1
As n tends to oo, G™ converges to zero (because 0 < G < 1) and 11__%? 1§(0)|| converges to
1 - -,
=allgo)- u

An Application — The Implicit Function Theorem

Now consider some function f| (Z,7) with # running over IR, 7 running over IR? and
ftaking values in IR%. Suppose that we have one point (Zp, %) on the surface f(a_:’, y) = 0.

— —

In other words, suppose that f(Zo, 7o) = 0. And suppose that we wish to solve f(Z,7) =0
for = §(Z) near (o, Jo). First observe that for each fixed Z, f(Z,7) = 0 is a system of
d equations in d unknowns. So at least the number of unknowns matches the number of

equations.
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Denote by A the d x d matrix [ 0/fi ($0’90>}1<¢,g’<d of first partial i derivatives at
(Zo, Yo). Suppose that this matrix has an inverse. When d = 1, the invertibility of A just
means that g—i(l“o, o) # 0. For d > 1, it just means that 0 is not an eigenvalue of A. We
shall now show that, under the hypothesis that A is invertible, it is indeed possible to solve
for ¢/ as a function of ¥ at least for & close to .

We start by reworking the equation f(Z,¢) = 0 into a form that we can apply the
Contraction Mapping Theorem to.

fEG =0 = AY@ZGH=0 = G- AFZD=7-%

Rename i/ — 9o = 7 and define

Then
fZ2,9) =0 < §J=j+7and@ 2 =7

Now apply the Contraction Mapping Theorem with ¥ viewed as a parameter. That is,
fix any Z sufficiently near ¥y. Then ¢(&, Z) is a function of Z only and one may use the
Contraction Mapping Theorem to solve z'= §(Z, 2).

We must of course check that the hypotheses are satisfied. Observe first, that when

7= 0and Z = %, the matrix [ggz (Zo, 6)] \<ij<d of first derivatives of g is exactly 1—-A~1 A,
The identity matrix 1 arises from differentiating the term Z of § and —A~'A arises from
differentiating —A_lf(fo, Z+ 9o). So [

9gi (Z

(Z, Z) sufficiently close to (&, 0), the matrlx I o2 (T, 2

(930, 6)} \<ij<d 18 exactly the zero matrix. For

_’)] 1<ij<d will, by continuity, be small

enough that (H1) is satisfied. Also observe that (T, 0) = —A~1 f(Z, %) = 0. So, once
again, by continuity, if # is sufficiently close to &y, §(#, 0) will be small enough that (H2)
is satisfied.

We conclude from the Contraction Mapping Theorem that, assuming A is invertible,

f (Z, %) = 0 has exactly one solution, 7(Z), near g for each 7 sufficiently near .
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