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Abstract. We consider finite sets A ⊂ Z that the integers by translations. By periodicity,
any such tiling is equivalent to a factorization A⊕B = ZM of a finite cyclic group. Building
on the work in [14, 15, 16], we prove that a tentative characterization of finite tiles proposed
by Coven and Meyerowitz [2] holds for all integer tilings of period M = (pipjpk)2, where
pi, pj , pk are distinct primes. This extends the main result of [15], where we assumed that
M is odd. We also improve parts of the argument from [15].
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1. Introduction

A finite set A ⊂ Z tiles the integers by translations if there is a (necessarily infinite) set
T ⊂ Z such that every n ∈ Z can be represented uniquely as n = a + t with a ∈ A and
t ∈ T . We will call such sets finite integer tiles. Newman [21] proved that any tiling of Z by
a finite set A must be periodic: there exists a M ∈ N such that T = B⊕MZ for some finite
set B ⊂ Z. We then have |A| |B| = M , and A⊕B modulo M is a factorization of the cyclic
group ZM . We will write this as A⊕B = ZM .
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The main open problem concerning integer tilings is to determine whether the Coven-
Meyerowitz tiling conditions hold for all finite tiles. To state these conditions, we need
some notation. By translational invariance, we may assume that A,B ⊂ {0, 1, . . . } and that
0 ∈ A ∩B. The mask polynomials of A and B are

A(X) =
∑
a∈A

Xa, B(x) =
∑
b∈B

Xb.

The tiling condition A⊕B = ZM is then equivalent to

(1.1) A(X)B(X) = 1 +X + · · ·+XM−1 mod (XM − 1).

Let Φs(X) be the s-th cyclotomic polynomial, i.e., the unique monic, irreducible polynomial
whose roots are the primitive s-th roots of unity. Factorizing the polynomial on the right
hand side of (1.1) to cyclotomic factors, tiling may be equivalently restated as

(1.2) |A||B| = M and Φs(X) | A(X)B(X) for all s|M, s 6= 1.

Since Φs are irreducible, each Φs(X) with s|M must divide at least one of A(X) and B(X).

Let SA be the set of prime powers pα such that Φpα(X) divides A(X). Then the Coven-
Meyerowitz tiling conditions are as follows:

(T1) A(1) =
∏

s∈SA Φs(1),

(T2) if s1, . . . , sk ∈ SA are powers of different primes, then Φs1...sk(X) divides A(X).

It is proved in [2] that:

• if A satisfies (T1), (T2), then A tiles Z;
• if A tiles Z then (T1) holds;
• if A tiles Z and |A| has at most two distinct prime factors, then (T2) holds.

The conjecture that (T1) and (T2) hold for all finite integer tiles was popularized in the
literature, in recent years, as the Coven-Meyerowitz conjecture.

The statement (T1) is a counting condition, ensuring that the equation |A||B| = M is
compatible with the second part of (1.2). The second condition (T2) is a much deeper
structural property. For finite sets A satisfying (T1) and (T2), Coven and Meyerowitz
constructed an explicit tiling A ⊕ B[ = ZM , where M = lcm(SA) and B[ is an explicit
“standard” tiling complement (described here in Section 2.4). We proved in [14] (although
this argument was already implicit in [2]) that having a tiling complement of this type is in
fact equivalent to (T2). This places (T2) in close relation to questions on factor replacement
in factorizations of abelian groups [29].

The Coven-Meyerowitz proof can be extended to a limited range of tilings where M has
more than two prime factors. In [14, Corollary 6.2], we use the methods of [2] to prove that
if A⊕B = ZM , and if |A| and |B| have at most two shared distinct prime factors, then both
A and B satisfy (T2). Similar results have also appeared elsewhere in the literature, see e.g.,
[30], [26, Proposition 4.1], [19, Theorem 1.5].

Unfortunately, the methods of [2] do not extend to the case when |A| and |B| share three
or more distinct prime factors. This was already known to Coven and Meyerowitz, who cited
the examples due to Szabó [28] (see also [17]). While (T2) still holds for these particular ex-
amples, a key element of the Coven-Meyerowitz proof is Sands’s factor replacement theorem
[24], which in general does not hold for tilings with three or more prime factors.. The only
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cases that had been resolved prior to our work in [14], [15] are either covered by the methods
of [2] (see [30], [26], [19]) or else concern tilings with explicitly given structure ([13], [4]).

In [15], we proved the following theorem.

Theorem 1.1. [15] Let M = p2
i p

2
jp

2
k, where pi, pj, pk are distinct odd primes. Assume that

A⊕B = ZM , with |A| = |B| = pipjpk. Then both A and B satisfy (T2).

The goal of this article is to extend Theorem 1.1 to the even case, as follows.

Theorem 1.2. Let M = p2
i p

2
jp

2
k, where pi, pj, pk are distinct primes and 2 ∈ {pi, pj, pk}.

Assume that A⊕B = ZM , with |A| = |B| = pipjpk. Then both A and B satisfy (T2).

Theorems 1.1 and 1.2 cover all tilings of period M = p2
i p

2
jp

2
k, where pi, pj, pk are distinct

primes. Additionally, the results of this article together with those of [15] provide a classifi-
cation of all tilings A ⊕ B = ZM , where M = p2

i p
2
jp

2
k. The detailed statements are given in

Theorems 5.1 and 5.2.

We will rely on the methods and partial results of [14], [15]. While the broad outline of
our proof is similar to that in [15] (see Sections 5 and 9 for more details), the even case is
different enough to make the overlap between the actual arguments rather limited. We take
advantage of splitting, a method introduced more recently in [16]. Splitting saves the day
in several situations where the saturating set arguments of [15] do not work well enough in
the even case. We also reorganize and simplify the proof in the “fibered grids” case, the
most technical part of [15]. The argument is still divided into cases, but we define these
cases differently and use the splitting and structure results from [16] to resolve one of them
entirely. Additionally, the splitting formulation of the slab reduction [16] leads to significant
simplifications in some of the technical arguments. We include both odd and even cases in
this part of the article, since the improvements apply in both cases and the additional length
needed to cover the odd case is minimal.

The method of splitting turns out to be powerful enough to provide an almost immediate
proof of the Coven-Meyerowitz conjecture for an additional class of tilings [16]. This includes
the following cases:

• M = pn1
1 p

n2
2 p

n3
3 with p1 > pn2−1

2 pn3−1
3

• M = pn1
1 p

2
2p

2
3p

2
4 with p1 > p2p3p4

where pν , ν ∈ {1, 2, 3, 4}, are distinct primes and nν ∈ N, ν ∈ {1, 2, 3}. The latter case is
built on the main result of this paper.

While progress on the Coven-Meyerowitz conjecture beyond [2] and our papers [14, 15, 16]
has been limited, there is a considerable interest in tiling questions, for instance the periodic
tiling conjecture [1], [7], [8], [9]. A closely related conjecture of Fuglede [5] has also drawn
significant interest. We refer the reader to [16] for further discussion of this connection and
the implications of our work in this context.

2. Notation and preliminaries

This section summarizes the relevant definitions and results of [14], specialized to the
3-prime case. All material due to other authors is indicated explicitly as such.



4 IZABELLA  LABA AND ITAY LONDNER

2.1. Multisets and mask polynomials. We will assume that M = pnii p
nj
j p

nk
k , where

pi, pj, pk are distinct primes and ni, nj, nk ∈ N. While the indices {i, j, k} are a permu-
tation of {1, 2, 3}, we will use i, j, k for this purpose, freeing up numerical subscripts for
other uses. Though the results of Sections 3, 4, and 4.2 are not restricted to the 3-prime
setting, we will only state the results in the setup it is used.

The full proof of Theorem 1.1 requires that ni = nj = nk = 2 and 2 ∈ {pi, pj, pk}.
However, many of our intermediate results are valid under weaker assumptions as indicated.

We will always work in either ZM or in ZN for some N |M . We use A(X), B(X), etc.
to denote polynomials modulo XM − 1 with integer coefficients. Each such polynomial
A(X) =

∑
a∈ZM wA(a)Xa is associated with a weighted multiset in ZM , which we will also

denote by A, with weights wA(x) assigned to each x ∈ ZM . (If the coefficient of Xx in
A(X) is 0, we set wA(x) = 0.) In particular, if A has {0, 1} coefficients, then wA is the
characteristic function of a set A ⊂ ZM . We will use M(ZM) to denote the family of all
weighted multisets in ZM , and reserve the notation A ⊂ ZM for sets.

If N |M , then any A ∈ M(ZM) induces a weighted multiset A mod N in ZN , with the
corresponding mask polynomial A(X) mod (XN−1). We will continue to write A and A(X)
for A mod N and A(X) mod XN − 1, respectively, while working in ZN .

If A,B ∈M(ZM), we use the convolution notation A∗B to denote the weighted sumset of
A and B, so that (A∗B)(X) = A(X)B(X). If one of the sets is a singleton, say A = {x}, we
will simplify the notation and write x∗B = {x}∗B. The direct sum notation A⊕B is reserved

for tilings, i.e., A⊕ B = ZM means that A,B ⊂ ZM are both sets and A(X)B(X) = XM−1
X−1

mod XM − 1. Notation such as A′, A′′, etc., will be used to denote auxiliary multisets and
polynomials rather than derivatives.

2.2. Array coordinates and geometric representation. By the Chinese Remainder
Theorem, the cyclic group ZM may be identified with Zpnii ⊕ Z

p
nj
j
⊕ Zpnkk . We set up an

explicit isomorphism as follows. For ν ∈ {i, j, k}, define Mν := M/pnνν =
∏

κ6=ν p
nκ
κ . Then

each x ∈ ZM can be written uniquely as

x =
∑

ν∈{i,j,k}

πν(x)Mν , πν(x) ∈ Zpnνν .

Geometrically, this maps each x ∈ ZM to an element of a 3-dimensional lattice with coordi-
nates (πi(x), πj(x), πk(x)). The tiling A⊕B = ZM corresponds to a tiling of that lattice.

Let D|M and ν ∈ {i, j, k}. A D-grid in ZM is a set of the form

Λ(x,D) := x ∗DZM = {x′ ∈ ZM : D|(x− x′)}

for some x ∈ ZM . We note the following important special cases.

• A line through x ∈ ZM in the pν direction is the set `ν(x) := Λ(x,Mν).
• A plane through x ∈ ZM perpendicular to the pν direction, on the scale Mνp

αν
ν , is

the set Π(x, pανν ) := Λ(x, pανν ).
• An M-fiber in the pν direction is a set of the form x ∗ Fν , where x ∈ ZM and

Fν = {0,M/pν , 2M/pν , . . . , (pν − 1)M/pν}.

Thus x ∗ Fν = Λ(x,M/pν).
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We also need more general fibers, defined as follows. Let N |M , c ∈ N, and ν ∈ {i, j, k}
such that pν |N . An N-fiber in the pν direction with multiplicity c is a set F ⊂ ZM such that
F mod N has the mask polynomial

F (X) ≡ cXa(1 +XN/pν +X2N/pν + · · ·+X(pν−1)N/pν ) mod (XN − 1)

for some a ∈ ZM . We will say sometimes that F passes through a.

A set A ⊂ ZM is N-fibered in the pν direction if it can be written as a union of disjoint
N -fibers in the pν direction, all with the same multiplicity. In particular, A is M-fibered in
the pν direction if there is a subset A′ ⊂ A such that A = A′ ∗ Fν .

If N = pαii p
αj
j p

αk
k is a divisor of M , with 0 ≤ αν ≤ nν , we let

D(N) := pγii p
γj
j p

γk
k , where γν = max(0, αν − 1) for ν ∈ {i, j, k}.

We will also write Nν = M/pν for ν ∈ {i, j, k}.

2.3. Divisor sets and dilations. For N |M and A ⊂ ZM , we define

DivN(A) := {(a− a′, N) : a, a′ ∈ A}

When N = M , we will omit the subscript and write Div(A) = DivM(A). Informally, we
will refer to the elements of Div(A) as the divisors of A or differences in A. In cases when
we need to indicate where a particular divisor of A must occur, we will use the following
notation for localized divisor sets. If A1, A2 ⊂ ZM , we will write

DivN(A1, A2) := {(a1 − a2, N) : a1 ∈ A1, a2 ∈ A2}.

If one of the sets is a singleton, say A1 = {a1}, we will simplify the notation and write
DivN(a1, A2) = DivN({a1}, A2). We note a basic theorem due to Sands.

Theorem 2.1. (Divisor exclusion; Sands [24]) Let A,B ⊂ ZM . Then A ⊕ B = ZM if
and only if |A| |B| = M and

Div(A) ∩Div(B) = {M}.

We note an important consequence, due also to Sands [24] and generalized by Tijdeman
[31]. Let R = {r ∈ ZM : (r,M) = 1}. Then for any r ∈ R,

A⊕B = ZM ⇔ rA⊕B = ZM ,

where rA = {ra : a ∈ A}. This follows from Theorem 2.1 since Div(A) = Div(rA) for any
r ∈ R.

2.4. Standard tiling complements. Suppose that A ⊕ B = ZM . The standard tiling
complement A[ ⊂ ZM , defined in [14, Definition 3.1] and based on a construction in [2], is
an explicit set that has the same prime power cyclotomic divisors as A(X) and satisfies both
(T1) and (T2). For the general definition of A[, see [14, Definition 3.1]. If M = p2

i p
2
jp

2
k and

|A| = pipjpk, the only special case we need here is

if Φp2i
Φp2j

Φp2k
| A, then A[ = Λ(0, D(M)).

Proposition 2.2. [14, Proposition 3.4], [2] Let A ⊕ B = ZM . Then A[ ⊕ B = ZM if and
only if B satisfies (T2).
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We say that the tilings A⊕B = ZM and A′ ⊕B = ZM are T2-equivalent if

A satisfies (T2) ⇔ A′ satisfies (T2).

Since A and A′ tile the same group ZM with the same tiling complement B, they must
have the same cardinality and the same prime power cyclotomic divisors. We will sometimes
say simply that A is T2-equivalent to A′ if both M and B are clear from context. Usually,
A′ will be derived from A using certain permitted manipulations such as fiber shifts (Lemma
3.3). In particular, if we can prove that either A or B in a given tiling is T2-equivalent to a
standard tiling complement, this resolves the problem completely in that case.

Corollary 2.3 ([14] Corollary 3.6). Suppose that the tiling A⊕B = ZM is T2-equivalent to
the tiling A[ ⊕B = ZM . Then A and B satisfy (T2).

2.5. Box notation and cuboids. We use the N -box notation of [14], [15]. For x ∈ ZM ,
define

AN
m[x] = #{a ∈ A : (x− a,N) = m}.

If N = M , we will usually omit the superscript and write AM
m [x] = Am[x]. For X ⊂ ZM and

x ∈ ZM , we define AN
m[X] :=

∑
x′∈X AN

m[x′] and

AN
m[x|X] = #{a ∈ A ∩X : (x− a,N) = m}.

Cuboids are an important tool in the literature on cyclotomic divisibility and Fuglede’s
conjecture, see e.g., [10], [11], [14], [15], [27]. We follow the presentation in [14, Section 5].

Definition 2.4. Let M = pnii p
nj
j p

nk
k and N |M . An N-cuboid is a weighted multiset corre-

sponding to a mask polynomial of the form

∆(X) = Xc
∏
pν |N

(1−Xdν ),

with (dν , N) = N/pν for all ν such that pν |N .

Cuboids provide useful criteria to determine cyclotomic divisibility properties of mask
polynomials. For A ∈ M(ZN), we have ΦN(X)|A(X) if and only if AN

N [∆] = 0 for every
N -cuboid ∆. This has been known and used previously in the literature, see e.g. [27, Section
3], or [10, Section 3]. In particular, for any N |M , ΦN divides A if and only if it divides the
mask polynomial of A ∩ Λ(x,D(N)) for every x ∈ ZM .

3. Saturating sets and fiber shifting

3.1. Box product and saturating sets. Following [14], we define the M-box product as
follows. If A,B ⊂ ZM , let

〈A[x],B[y]〉 =
∑
m|M

1

φ(M/m)
Am[x]Bm[y].

Here φ is the Euler totient function: if n =
∏L

ι=1 q
rι
ι , where q1, . . . , qL are distinct primes and

rι ∈ N, then φ(n) =
∏L

ι=1(qι − 1)qrι−1
ι .

Theorem 3.1. ([14]; following [6, Theorem 1]) If A⊕B = ZM is a tiling, then

(3.1) 〈A[x],B[y]〉 = 1 ∀x, y ∈ ZM .
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Let A ⊕ B = ZM , and x, y ∈ ZM . We define the sets Ax,y and By,x to be the sets that
saturate the box product on the left side of (3.1):

Ax,y := {a ∈ A : (x− a,M) = (y − b,M) for some b ∈ B},
and similarly for By,x with A and B interchanged. The saturating set for x is

Ax := {a ∈ A : (x− a,M) ∈ Div(B)} =
⋃
b∈B

Ax,b,

with By defined similarly. We encourage the reader to consult [16, Section 3] for a combi-
natorial proof of Theorem 3.1 and an alternative description of saturating sets in terms of
dilations by the elements of R.

By Theorem 2.1, Aa = {a} for all a ∈ A. For x ∈ ZM \ A, Ax must be nonempty by
(3.1), and obeys the following geometric constraints. For x, x′ ∈ ZM such that (x−x′,M) =
pαii p

αj
j p

αk
k , where 0 ≤ αν ≤ nν , define

Span(x, x′) =
⋃

ν:αν<nν

Π(x, pαν+1
ν ),

Bispan(x, x′) = Span(x, x′) ∪ Span(x′, x).

Then for any x, x′, y ∈ ZM , we have

(3.2) Ax′,y ⊂ Ax,y ∪ Bispan(x, x′),

and in particular,

(3.3) Ax ⊂
⋂
a∈A

Bispan(x, a).

In an important special case, if x ∈ ZM \A satisfies (x−a,M) = M/pi for some a ∈ A, then

Ax ⊂ Bispan(x, a) = Π(x, pnii ) ∪ Π(a, pnii ).

Our evaluations of saturating sets will always begin with (3.3).

3.2. Cofibered structures. The following is a simplified version of the definitions and
results of [14, Section 8], restricted to M = p2

i p
2
jp

2
k. If F ⊂ ZM is an M -fiber in the pν

direction, we say that an element x ∈ ZM is at distance m from F if m|M is the maximal
divisor such that (z − x,M) = m for some z ∈ F . It is easy to see that such m exists.

Let A⊕B = ZM be a tiling. We will often be interested in finding “complementary” fibers
and fibered structures in A and B, in the following sense.

Definition 3.2 (Cofibers and cofibered structures). Let A,B ⊂ ZM and ν ∈ {i, j, k}.
(i) We say that F ⊂ A,G ⊂ B are (1, 2)-cofibers in the pν direction if F is an M-fiber

and G is an M/pν-fiber, both in the pν direction.

(ii) We say that the pair (A,B) has a (1,2)-cofibered structure in the pν direction if

• B is M/pν-fibered in the pν direction,
• A contains at least one “complementary” M-fiber F ⊂ A in the pν direction, which

we will call a cofiber for this structure.

The advantage of cofibered structure is that it permits fiber shifts as described below. In
many cases, we will be able to use this to reduce the given tiling to a simpler one.
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Lemma 3.3 (Fiber-Shifting Lemma). Let A ⊕ B = ZM . Assume that the pair (A,B)
has a (1, 2)-cofibered structure, with a cofiber F ⊂ A. Let A′ be the set obtained from A by
shifting F to a point x ∈ ZM at a distance M/p2

i from it. Then A′ ⊕ B = ZM , and A is
T2-equivalent to A′.

In order to find cofibered structures in (A,B), we will typically use saturating sets, via
the following lemma.

Lemma 3.4. Assume that A ⊕ B = ZM is a tiling, with M = p2
i p

2
jp

2
k. Suppose that x ∈

ZM \ A, b ∈ B, M/pν ∈ Div(A), and Ax,b ⊂ `ν(x) for some ν ∈ {i, j, k} and b ∈ B. Then

AM
M/p2ν

[x]BMM/p2ν
[b] = φ(p2

ν).

with the product saturated by a (1, 2)-cofiber pair (F,G) such that F ⊂ A is at distance M/p2
i

from x and G ⊂ B is rooted at b. In particular, if Ax ⊂ `ν(x), then the pair (A,B) has a
(1, 2)-cofibered structure.

4. Splitting and tiling reductions

4.1. Splitting. The definitions and notation below are from [16, Section 4].

Definition 4.1. Let M = pn1
1 . . . pnKK , and assume that A ⊕ B = ZM is a tiling. For a set

Z ⊂ ZM , define

ΣA(Z) = {a ∈ A : z = a+ b for some z ∈ Z, b ∈ B},
ΣB(Z) = {b ∈ B : z = a+ b for some z ∈ Z, a ∈ A}.

Note that ΣA(Z) depends on both A and B. When more than one tiling complement of
A is being considered, we will identify the relevant tiling explicitly.

Definition 4.2. Let Z = x ∗ Fi ⊂ ZM be an M-fiber in the pi direction. We will say that Z
splits with parity (A,B) if:

(i) pnii |a− a′ for any a, a′ ∈ ΣA(Z),
(ii) pni−1

i ‖ b− b′ for any two distinct b, b′ ∈ ΣB(Z).

Lemma 4.3. (Splitting for fibers) [16, Lemma 4.3] Every M-fiber Z splits with parity
either (A,B) or (B,A). In particular, if Z is an M-fiber in the pi direction, then for any
a ∈ ΣA(Z) and b ∈ ΣB(Z), we have ΣA(Z) ⊂ Π(a, pni−1

i ) and ΣB(Z) ⊂ Π(b, pni−1
i ).

We do not know, in general, whether all M -fibers in a given direction split with the same
parity. However, if a tiling does have uniform splitting in the sense of Definition 4.4 below,
we can use this to our advantage as described in the next section.

Definition 4.4. Let A⊕ B = ZM . We say that the tiling A⊕ B = ZM has uniform (A,B)
splitting parity in the pi direction if all M-fibers in the pi direction split with parity (A,B).
Uniform (B,A) splitting parity is defined analogously.
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4.2. Tiling reductions. The tiling reductions below allow us, under certain assumptions,
to decompose a tiling A ⊕ B = ZM into a family of tilings of ZM/pν for some ν, with the
additional property that if (T2) holds for both sets in each of the smaller tilings, then it also
holds for A and B. Both reductions are valid for tilings of ZM with no assumptions on the
prime factorization of M . In order to deduce (T2) for A and B, we must know that (T2)
holds for both sets in the smaller tilings. If M = p2

i p
2
jp

2
k, this is provided by [14, Corollary

6.2] (based on the methods of [2]). Theorem 4.5 and Corollary 4.7 combine the two steps in
a form ready to apply here.

The subgroup reduction is due to Coven and Meyerowitz [2]; the formulation we use is
from [14, Theorem 6.1].

Theorem 4.5. (Subgroup reduction) [2, Lemma 2.5] Let M = pnii p
nj
j p

nk
k . Assume that

A⊕ B = ZM , and that A ⊂ pνZM for some ν ∈ {i, j, k} such that pν ‖ |B|. Then A and B
satisfy (T2).

The slab reduction was introduced in [15]. The statement below follows from [15, Theorem
6.5]. and [16, Lemma 5.4].

Theorem 4.6. [14, Theorem 6.5] and [16, Lemma 5.4] Let M = pnii p
nj
j p

nk
k . Assume that

A⊕B = ZM , and let ν ∈ {i, j, k}. Define

Apν = {a ∈ A : 0 ≤ πν(a) ≤ pnν−1
ν − 1}.

Then the following are equivalent:

(i) For any translate A′ of A, we have A′pν ⊕B = ZM/pν .
(ii) The tiling A⊕ rB = ZM has uniform (rB,A) splitting parity in the pν direction, for

all r ∈ R.
(iii) For every a ∈ A and b ∈ B, we have Ax,b ⊂ Π(x, pnii ) for all x ∈ a ∗ Fi.

We have not included parts (ii) and (iii) of [14, Theorem 6.5] since we will not use them
here; the conditons stated above, taken from [16, Lemma 5.4], are much easier to use. We
have also made a minor modification in (i), as follows: in [14], we use Φpnνν |A as an assumption
of the theorem. However, if (i) holds, then B tiles ZM/pν . Hence it satisfies (T1), and in
particular Φpnνν - B. Therefore (i) together with the tiling assumption A⊕ B = ZM implies
that Φpnνν |A.

Corollary 4.7. (Slab reduction) [15, Corollary 6.7] Let M = pnii p
nj
j p

nk
k . Assume that

A ⊕ B = ZM , and that there exists a ν ∈ {i, j, k} such that pν ‖ |A|, and A,B obey any of
the conditions of Theorem 4.6 for that ν. Then A and B satisfy (T2).

Corollary 4.8. [16, Corollary 5.5] Let A⊕B = ZM . Assume that at least one of the following
holds for some ν ∈ {i, j, k}:

(i) AM/pν [a] > 0 for every a ∈ A (in particular, this holds if A is M-fibered in the pν
direction),

(ii) for every b ∈ B, we have

(4.1) |B ∩ Π(b, pnνν )| = |B|/(|B|, pnνν ).

Then A satisfies the conditions of Theorem 4.6.
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5. Classification results

5.1. Classification results. We now state our results on the classification of tilings with
three prime factors and the (T2) property for such tilings. We restrict our attention to
tilings A⊕B = ZM , where M = pnii p

nj
j p

nk
k has three distinct prime factors. Our main results

require the additional assumption that

(5.1) ni = nj = nk = 2 and |A| = |B| = pipjpk,

but some of our intermediate results are also valid without (5.1).

As in [15], we start with the assumption that ΦM |A. (Since ΦM divides at least one
of A(X) and B(X) by (1.2), we may always assume this after interchanging A and B if
necessary.) This implies structure results for A on grids Λ(x,D(M)) for every x ∈ ZM .

Let Λ := Λ(a,D(M)) for some a ∈ A, so that A ∩ Λ is nonempty. By the classic results
on vanishing sums of roots of unity [3], [22], [23], [25], [20], [18], ΦM divides A ∩ Λ if and
only if A ∩ Λ is a linear combination of M -fibers with integer coefficients. In other words,

(A ∩ Λ)(X) =
∑

ν∈{i,j,k}

Qν(X)Fν(X),

where Qi, Qj, Qk are polynomials with integer coefficients depending on both A and Λ.

In [15], we used this to develop a classification of sets A∩Λ, where A is a finite tile, ΦM |A,
and Λ is a D(M)-grid. One possibility is that A is M -fibered on each such grid Λ, so that
(A ∩ Λ)(X) = QΛ(X)Fν(Λ)(X) for some ν(Λ) ∈ {i, j, k}, possibly depending on Λ. If A is
fibered on all D(M)-grids in the same direction, so that ν(Λ) can be chosen independent of
Λ, the conditions of Theorem 4.6 are satisfied and we may use Corollary 4.7 to conclude that
(T2) holds for both A and B. However, it is also possible for A∩Λ to be fibered in different
directions on different grids Λ. Additionally, there may exist grids Λ such that A ∩ Λ is not
fibered. This can happen if A∩Λ contains nonintersecting M -fibers in two or three different
directions, or if some of the polynomials Qi, Qj, Qk have negative coefficients, resulting in
cancellations between fibers in different directions.

Our classification and (T2) results are summarized in Theorems 5.1 and 5.2 below. Both
theorems were proved in [15] with the additional assumption that M is odd. In this paper,
we prove that the same conclusions hold when M is even.

Theorem 5.1. Let A⊕B = ZM , where M = p2
i p

2
jp

2
k. Assume that |A| = |B| = pipjpk, ΦM |A,

and that there exists a D(M)-grid Λ such that A ∩ Λ is nonempty and is not M-fibered in
any direction. Assume further, without loss of generality, that 0 ∈ Λ. Then A[ = Λ, and the
tiling A⊕ B = ZM is T2-equivalent to Λ⊕ B = ZM via fiber shifts. By Corollary 2.3, both
A and B satisfy (T2).

Theorem 5.2. Let A ⊕ B = ZM , where M = p2
i p

2
jp

2
k. Assume that |A| = |B| = pipjpk,

ΦM |A, and that for every a ∈ A, the set A ∩ Λ(a,D(M)) is M-fibered in at least one
direction (possibly depending on a).

(I) Suppose that there exists an element a0 ∈ A such that

(5.2) a0 ∗ Fν ⊂ A ∀ν ∈ {i, j, k}.
Then the tiling A ⊕ B = ZM is T2-equivalent to Λ ⊕ B = ZM via fiber shifts, where Λ :=
Λ(a0, D(M)). By Corollary 2.3, both A and B satisfy (T2).
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(II) Assume that no a0 ∈ A satisfies (5.2). Then at least one of the following holds.

• We have A ⊂ Π(a, pν) for some a ∈ A and ν ∈ {i, j, k}. By Theorem 4.5, both A
and B satisfy (T2).
• There exists a ν ∈ {i, j, k} such that (possibly after interchanging A and B) the

conditions of Theorem 4.6 are satisfied in the pν direction. By Corollary 4.7, both A
and B satisfy (T2).

We will provide a more detailed breakdown of the case (II) of Theorem 5.2 in Theorem
9.1, after the appropriate terminology has been introduced.

5.2. Outline of the proof. The general scheme of the proof of Theorems 5.1 and 5.2 is
similar to that in [15] for odd M . We will take advantage of the results already proved in
[15] where possible, and use the methods and technical tools developed there. In the outline
below, we describe the new contributions of this paper and explain how they fit into the
framework of [15].

We assume that A ⊕ B = ZM , where M = p2
i p

2
jp

2
k, |A| = |B| = pipjpk, and ΦM |A. Our

proof splits into two parts according to the fibering properties of A.

Assume first that there exists a D(M)-grid Λ such that A ∩ Λ is not M -fibered in any
direction. In Propositions 5.2 and 5.5 in [15], we proved that A ∩ Λ must then contain at
least one of two special structures, either diagonal boxes or an extended corner. The latter
case was resolved in [15, Theorem 8.1], for both odd and even M .

We are left with the case whenM is even and A∩Λ contains diagonal boxes for someD(M)-
grid Λ. As a preliminary reduction, we adapt the proof of Propositions 5.2 and 6.1 in [15] to
prove that A∩Λ must in fact be the union of the diagonal boxes and possibly additional M -
fibers in one or more directions (Proposition 7.5; see also the remarks after the proposition).
We will also need the classification of unfibered structures with {m : D(M)|m|M} 6⊂ Div(A),
developed in [15, Section 6]. The relevant results are summarized in Section 7.2. They will
be needed both in the unfibered case currently under consideration, and in the fibered case
where they will be applied on lower scales.

We resolve the diagonal boxes case in Section 8. Our main result in this regard is Theorem
8.1, stating that if A∩Λ contains diagonal boxes, then A is T2-equivalent via fiber shifts to
Λ. In particular, (T2) holds for both A and B.

The fiber shifting method was already used in [15], and some of our techniques are similar.
However, the diagonal boxes structures in the even case are significantly more difficult to
resolve than their odd case counterparts. For one thing, they can contain very few points.
(We draw the reader’s attention to the case labelled here as (DB2), when A ∩ Λ consists of
just two incomplete fibers and Div(A ∩ Λ) is a three-element set.) In such cases, saturating
set arguments are less efficient than they were in [15], basically because there are fewer
geometric restrictions coming from (3.3). Additionally, unlike in the odd case, diagonal
boxes with pi = 2 do not exclude a priori the possibility that B might be M -fibered in the
pi direction; this does turn out to be impossible, but only after a longer argument.

In the particularly difficult case (DB2), we deal with this by combining saturating set
techniques with splitting arguments. Intuitively, splitting arguments require less information
than saturating sets. They also provide less information; however, in the even case this can
be sufficient. We refer the reader to Lemma 8.12 and Proposition 8.13 for examples of this.
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In Section 9, we consider the case when A ∩ Λ is fibered in some direction (possibly
depending on Λ) for each D(M)-grid Λ. Part (I) of Theorem 5.2 was proved in [15] for both
odd and even M . Our proof of (T2) in the remaining case (II) is a significant departure
from that in [15], even though some of the intermediate results and technical ingredients are
the same. We still prove that only two fibering directions are allowed in this case, and the
detailed breakdown of the conclusions is the same as in [15]. However, the proof is organized
differently, and the use of the splitting method from [16] leads to many simplifications. We
defer a longer discussion to Section 9, after the relevant concepts and notation have been
introduced.

As in [15], our final result is restricted to the case when M = p2
i p

2
jp

2
k, but some of our

methods and intermediate results are valid under weaker assumptions. Ultimately, however,
we do need to assume that ni = nj = nk = 2 in order to complete the proof of (T2). In that
case, a single application of either the subgroup reduction or the slab reduction brings us
to a case when (T2) can be proved using simpler methods. It is likely that new multiscale
methods will be needed to go beyond this constraint.

6. Toolbox

6.1. Divisors. The first part of Lemma 6.1 below is Lemma 8.9 of [14]. The second part is
specific to the case when pi = 2.

Lemma 6.1 (Enhanced divisor exclusion). Let A⊕ B = ZM , with M = pnii p
nj
j p

nk
k . Let

m = pαii p
αj
j p

αk
k and m′ = p

α′i
i p

α′j
j p

α′k
k , with 0 ≤ αι, α

′
ι ≤ nι, ι ∈ {i, j, k}.

(i) Assume that at least one of m,m′ is different from M , and that for every ι ∈ {i, j, k}
we have

(6.1) either αι 6= α′ι or αι = α′ι = nι.

Then for all x, y ∈ ZM we have

Am[x]Am′ [x]Bm[y]Bm′ [y] = 0.

(ii) If pν = 2 for some ν ∈ {i, j, k}, then for that ν, the assumption (6.1) may be replaced
by

(6.2) either αν 6= α′ν or αν = α′ν ∈ {nν , nν − 1},
and the same conclusion holds.

Proof. Assume towards contradiction that there exist a, a′ ∈ A, b, b′ ∈ B, x, y ∈ ZM such
that

(a− x,M) = (b− y,M) = m, (a′ − x,M) = (b′ − y,M) = m′.

This together with (6.1) for all ι implies that

(a− a′,M) = (b− b′,M) =
∏

ι∈{i,j,k}

pmin(αι,α′ι)
ι ,

with the right side different from M . But that is prohibited.

If pν = 2 and we assume (6.2) instead of (6.1) for ι = ν, then the same conclusion holds,
since in this case αν = α′ν = nν − 1 still implies that pnνν |a− a′ and pnνν |b− b′. �
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6.2. Cyclotomic divisibility and fibering. The results here are borrowed from [15, Sec-
tion 4.2].

Lemma 6.2 (Cyclotomic divisibility on grids). Let A ∈ M(ZM),M = pnii p
nj
j p

nk
k , and

let m, s|M with s 6= 1. Suppose that for every a ∈ A, Φs divides A ∩ Λ(a,m). Then Φs|A.

Lemma 6.3 (Plane bound). Let A⊕B = ZM , where M = pnii p
nj
j p

nk
k and |A| = pβii p

βj
j p

βk
k .

Then for every x ∈ ZM and 0 ≤ αi ≤ ni we have

|A ∩ Π(x, pni−αii )| ≤ pαii p
βj
j p

βk
k .

Corollary 6.4. Let A ⊕ B = ZM , where M = pnii p
nj
j p

nk
k and |A| = pβii p

βj
j p

βk
k with βi > 0.

Suppose that for some x ∈ ZM and 1 ≤ α0 ≤ ni

|A ∩ Π(x, pni−α0
i )| > pβi−1

i p
βj
j p

βk
k ,

then Φ
p
ni−α
i
|A for at least one α ∈ {0, . . . , α0 − 1}.

Lemma 6.5 below is a simple version of the de Bruijn-Rédei-Schoenberg theorem for cyclic
groups ZN when N has at most two distinct prime factors. This has been known in the
literature, see [3], [18, Theorem 3.3]. The version here is from [15, Lemma 4.7].

Lemma 6.5. (Cyclotomic divisibility for 2 prime factors) Let M = pnii p
nj
j p

nk
k , and let

A ∈ M(ZN), for some N | M such that N = p
αj
j p

αk
k has only two distinct prime factors.

Then:

(i) ΦN |A if and only if A is a linear combination of N-fibers in the pj and pk direction
with non-negative integer coefficients.

(ii) Let Λ be a D(N)-grid. Assume that ΦN |A, and that there exists c0 ∈ N such that
AN
N [x] ∈ {0, c0} for all x ∈ Λ. Then A ∩ Λ is N-fibered in either the pj or the pk direction.

The following special case will be used several times.

Corollary 6.6. Let A ⊂ ZM , where M = p2
i p

2
jp

2
k. Assume that ΦNiΦMi

|A, and that there
exists c0 ∈ N such that

(6.3) ANi
Ni

[x] ∈ {0, c0} for all x ∈ ZM .

(Note that (6.3) is satisfied with c0 = 1 if M/pi 6∈ Div(A), and with c0 = pi if A is M-
fibered in the pi direction.) Then A is a union of pairwise disjoint Ni-fibers in the pj and pk
directions, each of multiplicity c0.

Proof. Consider A modulo Ni. Without loss of generality, we may assume that c0 = 1.
The assumption that ΦNiΦMi

|A implies that for any Ni/pjpk-grid Λ in ZNi , ΦMi
divides

(A ∩ Λ)(X). By Lemma 6.5, A ∩ Λ mod Ni is Ni-fibered in one of the pj and pk directions.
Writing ZNi as a union of pairwise disjoint Ni/pjpk-grids, we get the conclusion of the
corollary. �
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7. Structure on unfibered grids

Throughout this section, we will use the following notation. Let M = pnii p
nj
j p

nk
k , and let Λ

be a fixed D(M)-grid such that A∩Λ 6= ∅. We identify Λ with Zpi⊕Zpj⊕Zpk , and represent
each point x ∈ Λ as (λix, λjx, λkx) in the implied coordinate system. Assume that A ∩ Λ is
not M -fibered in any direction (we will call such grids unfibered). In Sections 5 and 6 of [15],
we classified the types of structure that A may have on such grids. Below, we outline those
results and identify the cases that were already resolved in [15] for all M as above, including
the even case. The remaining cases with M even will be resolved here in Section 8.

7.1. Basic structure results. We start with the case when A ∩ Λ is a union of pairwise
disjoint fibers. Since we are assuming that A ∩ Λ is unfibered, it must contain fibers in at
least two different directions. In that case, A ∩ Λ contains the following structure.

Definition 7.1. [15, Definition 5.4] Suppose that A ⊂ ZM , and let Λ be a D(M)-grid.

(i) We say that A∩Λ contains a pi corner if there exist a, ai ∈ A∩Λ with (a−ai,M) = M/pi
satisfying

A ∩ (a ∗ Fj ∗ Fk) = a ∗ Fj, A ∩ (ai ∗ Fj ∗ Fk) = ai ∗ Fk.

(ii) We say that A∩Λ contains a pi extended corner if there exist a, ai ∈ A∩Λ such that
(a− ai,M) = M/pi and

• A ∩ (a ∗ Fj ∗ Fk) is M-fibered in the pj direction but not in the pk direction,
• A ∩ (ai ∗ Fj ∗ Fk) is M-fibered in the pk direction but not in the pj direction.

Proposition 7.2. [15, Proposition 5.5] Let D = D(M), and let Λ be a D-grid. Assume
that A ∩ Λ is a union of disjoint M-fibers, but is not fibered in any direction. Then A ∩ Λ
contains a pν extended corner for some ν ∈ {i, j, k}.

This case was resolved entirely in [15], including the case when M is even.

Theorem 7.3. [15, Theorem 8.1] Assume that A ⊕ B = ZM , where M = pnii p
2
jp

2
k, |A| =

pipjpk, and ΦM |A. Moreover, assume that A contains a pi extended corner in the sense of
Definition 7.1 (ii) on a D(M)-grid Λ. Then the tiling A ⊕ B = ZM is T2-equivalent to
Λ⊕B = ZM via fiber shifts. By Corollary 2.3, both A and B satisfy (T2).

It remains to consider the case when A ∩ Λ is not a union of disjoint M -fibers. This is
the case that was not resolved in [15] for even M , hence we need to do additional work here.
However, a version of the preliminary structure results in [15, Proposition 5.2 and 6.1] still
applies.

Definition 7.4. [15, Definition 5.1] Let A ⊂ ZM . We say that A ∩ Λ contains diagonal
boxes if there are nonempty sets I ⊂ Zpi, J ⊂ Zpj , K ⊂ Zpk , such that

Ic := Zpi \ I, J c := Zpj \ J, Kc := Zpk \K

are also nonempty, and

(I × J ×K) ∪ (Ic × J c ×Kc) ⊂ A ∩ Λ.
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Proposition 7.5. Let A ⊂ ZM (we do not require A to be a tile). Assume that ΦM | A, and
that pν = 2 for some ν ∈ {i, j, k}. Let Λ be a D(M)-grid such that A ∩ Λ is not a union of
disjoint M-fibers. Then A ∩ Λ is a union of one set of diagonal boxes

A1 = (I1 × J1 ×K1) ∪ (Ic1 × J c1 ×Kc
1),

where I1 ⊂ Zpi, J1 ⊂ Zpj , K1 ⊂ Zpk are non-empty sets such that Ic1 := Zpi \ I1, J
c
1 :=

Zpj \J1, K
c
1 := Zpk \K1 are also non-empty, and possibly additional M-fibers in one or more

directions, disjoint from A1 and from each other.

Note the difference between the statement of Proposition 7.5 here and Propositions 5.2 and
6.1 in [15]. In the even case considered here, the complement of A1 in A ∩ Λ (if nonempty)
must be a disjoint union of M -fibers. No such claim is made in the odd case in [15, Proposi-
tion 5.2]. The conclusions of Proposition 7.5 are identical to those of [15, Proposition 6.1] for
odd M . However, Proposition 6.1 in [15] requires stronger assumptions: we must assume, in
addition, that {D(M)|m|M} 6⊂ Div(A ∩ Λ).

Proof. Let Λ be the D(M)-grid satisfying the assumptions of the lemma. We first claim that
A ∩ Λ must contain diagonal boxes. To see this, we follow the proof of [15, Proposition 5.2]
up to Claim 3, then note that the condition (5.2) of [15] cannot be satisfied when M is even,
hence the proof is complete at that point.

Let A1 be the set of diagonal boxes thus obtained. By the same argument as in the proof
of Proposition 6.1 in [15], we see that (A ∩ Λ) \ A1 is a union of disjoint M -fibers in one or
more directions.

Since our assumptions here differ from those of [15, Propositions 5.2 and 6.1], a few remarks
on this are in order. Claims 1-3 in the proof of [15, Proposition 5.2] do not require A to be
a tile. In [15, Proposition 6.1], we assume in (6.1) that {m : D(M)|m|M} 6⊂ Div(A). The
purpose of that assumption is to ensure that, in the case under consideration, the proof of [15,
Proposition 5.2] can be halted after Claim 3 (see [15, (5.3)]). In our case, the same purpose
is served by the assumption that M is even, so that the divisor assumption is not needed.
Other than that, the proof of [15, Proposition 6.1] can be repeated verbatim here. �

Remark 7.1. Proposition 7.5 is only stated for sets A ⊂ ZM . However, if we assume instead
that A ∈M(ZN) for some N |M , and that

(7.1) AN
N [x] ∈ {0, c0} for some c0 ∈ N

for all x ∈ Λ (i.e., A∩Λ is a multiset of constant multiplicity c0 mod N), the same argument
applies except that the diagonal boxes and fibers in the conclusion also have multiplicity c0.

7.2. Special unfibered structures. We will need the structure results of [15] for unfibered
grids with missing top differences. We will apply then both to the set A in a tiling A⊕B =
ZM , on the scale M , and to subsets of A (which do not need to be tiling complements) on
various scales. Therefore, in this section we do not require A to be a tile. We only state
Lemma 7.6 in the even case; for the odd case, see [15, Section 6.2].

Lemma 7.6. [15, Lemmas 6.4 and 6.5] Let M = pnii p
nj
j p

nk
k , with 2|M . Assume that N |M

satisfies N = M/pαii p
αj
j p

αk
k with αι < nι for all ι ∈ {i, j, k}, so that any D(N)-grid is

3-dimensional. Let Λ be a D(N)-grid such that A ∩ Λ 6= ∅. Assume that:

• A ∈M(ZN) satisfies ΦN |A,
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• there exists c0 ∈ N such that (7.1) holds for all x ∈ Λ,
• A ∩ Λ is not fibered in any direction,

and that

{m : D(N)|m|N} 6⊂ DivN(A ∩ Λ).

Then, possibly after a permutation of {i, j, k}, one of the following must hold.

(i) We have {D(N)|m|N}\DivN(A∩Λ) = {N/pipj}, and A∩Λ has a pk corner structure
in the sense of Definition 7.1 (i).

(ii) We have pk = 2 and N/pk 6∈ DivN(A∩Λ). Moreover, there is a pair of diagonal boxes

A0 = (I × J ×K) ∪ (Ic × J c ×Kc) ⊂ Λ,

as in Definition 7.4, such that for all z ∈ A ∩ Λ we have

AN
N [z] = c01A0(z).

Thus, A ∩ Λ is a set of diagonal boxes with multiplicity c0, with no additional fibers in the
same grid.

8. Resolving diagonal boxes

Our main theorem for the diagonal boxes case is as follows.

Theorem 8.1. Let A ⊕ B = ZM be a tiling, where M = p2
i p

2
jp

2
k is even and |A| = |B| =

pipjpk, and assume that ΦM | A. Let D = D(M), and let Λ be a D-grid such that A∩Λ 6= ∅.
Assume further that A∩Λ is not a disjoint union of M-fibers. Then the tiling A⊕B = ZM is
T2-equivalent to Λ⊕B = ZM via fiber shifts. Thus Λ is a translate of A[, and by Corollary
2.3, both A and B satisfy (T2).

We begin the proof with a few reductions. Let A and Λ be as in Theorem 8.1, so that in
particular A ∩ Λ is not a disjoint union of M -fibers. By Proposition 7.5, A ∩ Λ is a union
of one pair of diagonal boxes and possibly additional M -fibers, disjoint from the boxes and
from each other. We fix that pair of diagonal boxes, and denote it

A1 = (I × J ×K) ∪ (Ic × J c ×Kc).

The proof splits further into cases, depending on the dimensions of boxes and on whether
we have

(8.1) {m : D|m|M} ⊂ Div(A ∩ Λ).

If (8.1) fails, by Lemma 7.6 we must have

(8.2) A ∩ Λ = A1.

We note that the corner structure in Lemma 7.6 (i) is a union of disjoint M -fibers, therefore
does not fall under the purview of Theorem 8.1. This case was already resolved in [15,
Theorem 8.1], stated here as Theorem 7.3.

We claim that it suffices to consider the following sets of assumptions.

Case (DB1): The tiling A⊕B satisfies the assumptions of Theorem 8.1. Additionally, we
have pi = 2, (8.2) holds, and min(|J c|, |Kc|) ≥ 2.
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Case (DB2): The tiling A⊕B satisfies the assumptions of Theorem 8.1. Additionally, we
have pi = 2, (8.2) holds, and |J c| = |K| = 1.

Case (DB3): The tiling A⊕B satisfies the assumptions of Theorem 8.1. Moreover, pi = 2,
(8.1) holds, and A ∩ Λ is a union of a pair of diagonal boxes A1 and one or more M -fibers,
disjoint from the boxes and from each other.

Indeed, assume that M is even, with pi = 2. Without loss of generality, we have I =
{0}, Ic = {1}.

• If (8.1) holds, we cannot have A∩Λ = A1, since M/pi 6∈ Div(A1). Hence (A∩Λ)\A1

is a nonempty union of M -fibers, and we are in the case (DB3).
• Suppose now that (8.1) fails. Then (8.2) holds by Lemma 7.6 (ii). Moreover, at least

one of the sets from each pair J, J c and K,Kc must have cardinality greater than 1.
If min(|J |, |K|) ≥ 2 or min(|J c|, |Kc|) ≥ 2, we are in the case (DB1), and if either
|J c| = |K| = 1 or |J | = |Kc| = 1, we are in the case (DB2), possibly after relabelling
the sets.

The case (DB3) was resolved in [15, Corollary 7.3].

Proposition 8.2. (Special case of [15, Corollary 7.3]) Assume that (DB3) holds. Then the
tiling A⊕B = ZM is T2-equivalent to Λ⊕B = ZM . Consequently, A and B both satisfy T2.

We will proceed to resolve the cases (DB1) and (DB2) in Sections 8.1 and 8.2, respectively.
We will be able to reduce these situations to either (DB3) or an extended corner structure.
By Theorem 7.3 and Proposition 8.2, this implies the conclusion of the theorem.

8.1. Case (DB1). Assume that A ⊕ B = ZM is a tiling satisfying the assumptions of
Theorem 8.1. Let Λ be the D-grid provided by the assumption of the theorem. Additionally,
we assume that pi = 2, (8.2) holds, and

(8.3) min(|J c|, |Kc|) ≥ 2.

In particular, (8.2) implies that every point x ∈ ZM such that

(8.4) x ∈ Ic × J ×K
satisfies x 6∈ A and AM/pj [x] = AM/pk [x] = 0.

The proof of Theorem 8.1 is based on saturating sets considerations, leading to the T2-
equivalence via fiber shifting as stated in the theorem. Compared to the corresponding case
with M odd, an additional difficulty is that the assumption (DB1) does not exclude a priori
the possibility that M/pi ∈ Div(B). It turns out, however, that M/pi ∈ Div(B) implies that
B must in fact be M -fibered in the pi direction. By Lemma 8.8, this is incompatible with
the structure of A provided by (DB1). The remaining cases are covered by Lemma 8.7.

Lemma 8.3. Assume (DB1), and let x satisfy (8.4). Then for every b ∈ B we have exactly
one of the following:

(8.5) Ax,b ⊂ `j(x), with AM/p2j
[x]BM/p2j

[b] = φ(p2
j),

(8.6) Ax,b ⊂ `k(x), with AM/p2k
[x]BM/p2k

[b] = φ(p2
k),

(8.7) Ax,b ⊂ `i(x) with AM/pi [x]BM/pi [b] = φ(pi)
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Furthermore:

• If (8.5) holds for some b ∈ B, then the product 〈A[x],B[b]〉 is saturated by a (1, 2)-
cofiber pair in the pj direction, with the A-cofiber at distance M/p2

j from x and the
B-fiber rooted at b. The same is true for (8.6), with k and j interchanged.
• If (8.7) holds for some b ∈ B, then the product 〈A[x],B[b]〉 is saturated by a (0, 1)-

cofiber pair in the pi direction, i.e. AM/pi [x] = BM/pi [b] = 1.

Proof. By (DB1) and (8.4), we have Ax ⊂ Π(x, p2
i ) ∪ Π(a, p2

i ), where a ∈ A satisfies (a −
x,M) = M/pi. Moreover, by (3.3) we have

Ax ⊂
⋂

a′:(x−a′,M)=M/pjpk

Bispan(x, a′) = Π(x, p2
j) ∪ Π(x, p2

k),

thus

(8.8) Ax ⊂ (Π(x, p2
i ) ∪ Π(a, p2

i )) ∩ (Π(x, p2
j) ∪ Π(x, p2

k)) = `j(x) ∪ `k(x) ∪ `j(a) ∪ `k(a).

By (8.3), we also have

(8.9) {M/pjpk | m |M} ⊂ Div(A).

If BM/pi [b] > 0, then AM/pi [x]BM/pi [b] = φ(pi) = 1 and we are in the case (8.7). Assume
therefore, for the rest of the proof, that

(8.10) BM/pi [b] = 0.

We start by claiming that

(8.11) at most one of Ax,b ∩ `j(x) and Ax,b ∩ `j(a) is non-empty.

Indeed, suppose that Ax,b ∩ `j(x) 6= ∅. By (8.9), this is only possible if

(8.12) AM/p2j
[x]BM/p2j

[b] > 0.

Suppose that we also have Ax,b ∩ `j(a) 6= ∅, then

AM/pi [x]BM/pi [b] + AM/pipj [x]BM/pipj [b] + AM/pip2j
[x]BM/pip2j

[b] > 0.

The first term is 0 by (8.10). The second term cannot be non-zero concurrently with (8.12),
by Lemma 6.1. For the third term to be non-zero, we would need AM/pip2j

[x] = AM/p2j
[a] > 0,

but that again cannot hold concurrently with (8.12). This proves (8.11).

By Lemma 6.1, if either of the sets in (8.11) is non-empty, we have Ax,b∩(`k(x)∪`k(a)) = ∅.
Repeating the same argument with j and k interchanged, we get that Ax,b is in fact contained
in just one of the lines in (8.8).

It remains to prove that we cannot have Ax,b ⊂ `j(a) or Ax,b ⊂ `k(a). Suppose that
Ax,b ⊂ `j(a). Then, using (8.10) and that pi = 2, we get

1 =
1

φ(pipj)
AM/pipj [x|`j(a)]BM/pipj [b] +

1

φ(pip2
j)
AM/pip2j

[x|`j(a)]BM/pip2j
[b]

=
1

φ(pj)
AM/pj [a]BM/pj [y] +

1

φ(p2
j)
AM/p2j

[a]BM/p2j
[y],
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where y ∈ ZM \ B is the unique element such that (b − y,M) = M/pi. If both expressions
in the last sum were nonzero, we would have AM/p2j

[a]BM/pj [y]BM/p2j
[y] > 0, hence M/p2

j ∈
Div(A) ∩Div(B), which is a contradiction. This means that either

(8.13) φ(pj) = AM/pj [a]BM/pj [y]

or

(8.14) φ(p2
j) = AM/p2j

[a]BM/p2j
[y].

Suppose that (8.14) holds. Since M/pj, M/p2
j ∈ Div(A), we must have BM/p2j

[y] = 1, so

that AM/p2j
[a] = φ(p2

j). But this implies |A∩Π(a, p2
k)| ≥ AM/p2j

[a]+AM [a] ≥ φ(p2
j)+1 > pipj,

which contradicts Lemma 6.3.

Finally, we prove (8.13) cannot hold. Assume the contrary. Then, since M/pj /∈ Div(B),
we must have BM/pj [y] = 1 and therefore

AM/pj [a] = φ(pj).

However, this contradicts the assumption (8.2).

The proof that we cannot have Ax,b ⊂ `k(a) is identical. The lemma follows. �

Corollary 8.4. Assume (DB1), and fix b ∈ B. Suppose that Ax,b ⊂ `ν(x), where ν ∈ {i, j, k}
and x satisfies (8.4). Then Ax′,b ⊂ `ν(x

′) for all x′ satisfying (8.4).

Proof. Assume first that BM/pi [b] = 1. Since AM/pi [x] = 1 for all x satisfying (8.4), it follows
that (8.7) holds for all such x, as required.

We now prove the corollary with ν = j. Assume that Ax,b ⊂ `j(x), so that (8.7) holds.
Clearly, (8.7) also holds for all x′ such that (x′ − x,M) = M/pj, so that

(8.15) Axj ,b ⊂ `j(xj) ∀xj ∈ x ∗ Fj.
We also note that

(8.16) M/pip
2
j ∈ Div(`j(x), a) ⊂ Div(A)

where a satisfies (x− a,M) = M/pi.

If |K| = 1, the above argument already proves the lemma. Assume now that |K| > 1,
and let x′′ satisfy (8.4) and (x′′ − xj,M) = M/pk for some xj ∈ x ∗ Fj. By (8.15), we have
BM/p2j

[b] > 0, and by (8.16) we have M/pip
2
j /∈ Div(B). It follows that BM/pi [b] = 0, so that

Ax′′,b ∩ `i(x′′) = ∅. Suppose now that Ax′′,b ⊂ `k(x
′′). By the same argument as above with

j and k interchanged, this would imply that Axj ,b ⊂ `k(xj), which would contradict (8.15).
Hence Ax′′,b ⊂ `j(x

′′), and as above, the same is true for all x′′j with (x′′j − x′′,M) = M/pj.
This proves the lemma for ν = j.

The proof for ν = k is identical, interchanging k and j. �

Lemma 8.5. Assume that (DB1) holds. Let x satisfy (8.4). If there exists b ∈ B for which
(8.5) holds, then (8.6) does not hold for any b′ ∈ B. The same holds with (8.5) and (8.6)
interchanged.

Proof. Assume, by contradiction, that there exist bj, bk ∈ B such that bj satisfies (8.5) and
bk satisfies (8.6). It follows by Corollary 8.4 that (8.5) with b = bj and (8.6) with b = bk hold
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for all x′ ∈ Ic × J ×K. Thus A ∩Π(x, p2
i ) contains Ic × J c ×Kc, as well as |K| M -fibers in

the pj direction and |J | M -fibers in the pk direction, all disjoint from each other. We get

|A ∩ Π(x, p2
i )| ≥ (pj − |J |)(pk − |K|) + pk|J |+ pj|K|

= pjpk + |J ||K| > pjpk.

This contradicts Lemma 6.3, and completes the proof of the lemma. �

Lemma 8.6. Assume (DB1) holds, and that (8.5) holds for some x satisfying (8.4) and
b ∈ B. Then, for every x′ ∈ Ic × J ×Kc,

(8.17) Ax′,b ⊂ `i(x
′), with AM/p2i

[x′] = pi, BM/p2i
[b] = φ(pi).

Moreover, (8.17) holds for all b ∈ B, and B is Ni-fibered in the pi direction.

If (8.6) holds for some x satisfying (8.4) and b ∈ B, then the same conclusion is true with
j and k interchanged.

Proof. Suppose that (8.5) holds for some x satisfying (8.4), and for some b ∈ B. By Corollary
8.4 and Lemma 8.5, (8.5) holds for the same b ∈ B with x replaced by any other element x′′

satisfying (8.4).

Let x′ ∈ Ic × J ×Kc. By the above argument, we may assume that

(x− x′,M) = M/pk.

Denote by a the unique element in I × J ×K satisfying

(x− a,M) = M/pi, (x
′ − a,M) = M/pipk.

Claim 1. Let b ∈ B. If b satisfies either Ax,b ⊂ `i(x) or (8.5), then

(8.18) Ax′,b ⊂ `i(x
′) ∪ `i(x).

Proof. Consider the saturating set Ax′,b. By (8.3) we have AM/pj [x
′] ≥ 2. By (3.3)

Ax′,b ⊂
⋂

a′∈A,(x′−a′,M)=M/pj

(Π(x′, p2
j) ∪ Π(a′, p2

j)) = Π(x′, p2
j).

Additionally, applying (3.2) to x and x′, and using that Ax,b ⊂ `µ(x) for some µ ∈ {i, j}, we
get

Ax′,b ⊂ Π(x′, p2
k) ∪ Π(x, p2

k).

Hence (8.18) follows. �

Claim 2. Let b ∈ B satisfy (8.5). Then

(8.19) Ax′,b ⊂ `i(x
′).

Proof. Clearly, if |K| > 1 then Ax′,b ∩ `i(x) 6= ∅ implies Ax′′,b ∩ `i(x) 6= ∅ for all x′′ satisfying
(8.4) with (x − x′′,M) = M/pk. But this would contradict the fact that x′′ satisfies (8.5),
as follows from Corollary 8.4. We are left with the case |K| = 1. Assume, for contradiction,
that

(8.20) Ax′,b ∩ `i(x) 6= ∅.
We first claim that (8.20) implies

(8.21) Ax′,b ⊂ `i(x).
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Indeed, (8.20) implies that either AM/p2i pk
[x′|`i(x)] = AM/p2i

[a] > 0, or else a ∈ Ax′,b and

BM/pipk [b] > 0. If the former holds, then M/p2
i ∈ Div(A); since AM/pi [x

′] = 0 by (8.2), this
implies that Ax′,b ∩ `i(x′) = ∅ as claimed. Assume now that a ∈ Ax′,b. Then the failure
of (8.21) would imply that M/p2

i pk ∈ Div(a, `i(x)) ⊂ Div(A); on the other hand, we have
M/p2

i pk ∈ Div(`i(b), b
′′) ⊂ Div(B), where (b− b′′,M) = M/pipk. The claim follows.

With (8.21) in place, we now have

(8.22) 1 =
1

φ(pk)
AM/pipk [x

′|`i(x)]BM/pipk [b] +
1

φ(p2
i pk)

AM/p2i pk
[x′|`i(x)]BM/p2i pk

[b].

By (8.2), we have AM/pipk [x
′|`i(x)] = 1, and since

(8.23) M/pk ∈ Div(A),

we have BM/pipk [b] ≤ 1. It follows that

(8.24) AM/p2i pk
[x′|`i(x)]BM/p2i pk

[b] > 0,

with

(8.25) AM/p2i pk
[x′|`i(x)] ≤ φ(p2

i ) and BM/p2i pk
[b] ≤ 2,

where the latter follows from the fact that pi = 2 and (8.23). Plugging in these restrictions
to (8.22), we get φ(pk) ≤ 3.

It is, therefore, left to consider the case when

pk = 3 and |K| = 1.

We then have

|A ∩ Π(x, pk)| ≥ |A1|+ pj · |K|
= pjpk − pk|J |+ 2|J ||K|
= 3pj − |J |
> pipj

and by Corollary 6.4

(8.26) Φp2k
|A.

If BM/pipk [b] = 0, it follows from (8.25) with pk = 3 that AM/p2i pk
[x′|`i(x)] = φ(p2

i ) as well.

In particular, M/pi ∈ Div(A), hence (8.7) does not hold for any b ∈ B. Therefore (8.5) must
hold for both b1, b2 ∈ B with (b − bµ,M) = M/p2

i pk, for µ = 1, 2. Since (8.5) also holds for
b, and b1, b2 ∈ Π(b, pk), we get

|B ∩ Π(b, pk)| ≥ 3pj > pipj.

Applying Corollary 6.4 to B, we get Φp2k
|B, contradicting (8.26).

When BM/pipk [b] = 1, we denote b′ ∈ B with (b − b′,M) = M/pipk. From (8.23), it is
evident that BM/pi [b

′] = 0 and so b′ cannot satisfy (8.7). It follows that b′ satisfies (8.5). In
addition, by (8.24), there must also be b′′ ∈ B with (b− b′′,M) = M/p2

i pk. Combining all of
the above, we have

|B ∩ Π(b, pk)| ≥ 2pj + 1 > pipj.

By Corollary 6.4, we get Φp2k
|B again, contradicting (8.26). �
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Claim 3. Let b ∈ B satisfy (8.5). Then (8.17) holds.

Proof. By Claim 2, (8.19) holds. We need to prove that

(8.27) AM/p2i
[x′] = pi, BM/p2i

[b] = φ(pi).

Assume, by contradiction, that (8.27) does not hold. Then

(8.28) AM/p2i
[x′] = φ(pi), BM/p2i

[b] = pi

and

(8.29) M/pi,M/p2
i ∈ Div(B).

Let b′ ∈ B with (b− b′,M) = M/p2
i so that

(8.30) BM/pi [b
′] = BM/p2i

[b′] = 1.

We show that the product 〈A[x′],B[b′]〉 cannot be saturated.

Consider the saturating set Ax′,b′ . Since AM/pi [x]BM/pi [b
′] = 1 = φ(pi), we have Ax,b′ ⊂

`i(x), so that the assumptions of Claim 1 are satisfied with b replaced by b′. It follows that

Ax′,b′ ⊂ `i(x
′) ∪ `i(x).

By (8.29), if Ax′,b′ ∩ `i(x) is nonempty, then a ∈ Ax′,b′ , hence BM/pipk [b
′] > 0; but this is

in contradiction with (8.23) and (8.30). It follows that Ax′,b′ ⊂ `i(x
′). By (8.2), (8.28) and

(8.30) we get

1 =
1

φ(p2
i )
AM/p2i

[x′]BM/p2i
[b′] = 1/2.

This contradiction proves (8.27). �

Claim 4. Suppose there exists b ∈ B satisfying (8.5). Then (8.27) holds for all b ∈ B.
Consequently B is Ni-fibered in the pi direction.

Proof. By (8.27), we have M/pi ∈ Div(A) and M/p2
i ∈ Div(B). We conclude that no element

b′ ∈ B satisfies (8.7), so that (8.27) holds for all b ∈ B. �

This ends the proof of Lemma 8.6. �

Lemma 8.7. Assume that (DB1) holds, and that (8.5) holds for some x satisfying (8.4) and
some b ∈ B. Then the tiling A ⊕ B = ZM is T2-equivalent to Λ ⊕ B = ZM via fiber shifts.
Therefore, the conclusions of Theorem 8.1 are satisfied.

Proof. Assume that there exists x ∈ Ic × J ×K satisfying (8.4) and (8.5) for some b ∈ B.
By Lemma 8.6, for every element x′ ∈ Ic × J × Kc the line `i(x) contains an M -fiber in
the pi direction, at distance M/p2

i from x′, and B is Ni-fibered in the pi direction. Let A′

be the set obtained from A by shifting all such M -fibers, so that after these shifts we have
{0, 1} × J ×Kc ⊂ A′. By Lemma 3.3, A′ is T2-equivalent to A. Moreover, A′ ∩ Λ contains
both the original set of diagonal boxes A1 and at least two (since |Kc| ≥ 2) additional M -
fibers in the pi direction, disjoint from A1. Therefore the tiling A′ ⊕ B = ZM satisfies the
assumption (DB3). The conclusion follows from Proposition 8.2. �
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Since the argument above is symmetric with respect to interchanging j and k, the same
conclusion holds if (8.6) holds for some x satisfying (8.4) and some b ∈ B. It remains to
consider the case when (8.7) holds for all x satisfying (8.4) and all b ∈ B. This, however,
means that B is M -fibered in the pi direction. We could apply the slab reduction to B
and conclude that (T2) holds in this case as well. However, in order to prove the full T2-
equivalence in Theorem 5.1, we need to prove that the hypothetical tiling obtained from the
slab reduction cannot actually exist, so that this case can be eliminated altogether.

Lemma 8.8. Assume (DB1). Then B cannot be M-fibered in the pi direction.

Proof. Assume, for contradiction, that B is M -fibered in the pi direction. We apply Theorem
4.6 and Corollary 4.7 to get a tiling A′ ⊕ B′ = ZM ′ , where M ′ = M/pi, A

′ ≡ A mod M ′,
and B′ is obtained from B by selecting one element from each M -fiber in the pi direction
and then reducing mod M ′. In particular, |B′| = pjpk. We also use A′ and B′ to denote the
boxes associated with A′ and B′ in ZM ′ .

Let Λ′ = {x′ ∈ ZM ′ : pi|a− x′} for any a ∈ A′1, where A′1 is the reduction of A1 mod M ′.
(Note that the images of both of the diagonal boxes in A1 lie in one plane Π(a, pi) mod M ′

after this reduction.) Let x′j ∈ Λ′ \ A′1 so that x′j ≡ xj mod M ′ for some xj ∈ I × J c ×K.
By (8.2), we have x′j 6∈ A′, and

(8.31) A′M ′/pj [x
′
j] ≥ 1, A′M ′/pk [x

′
j] ≥ 2.

In this proof, we will use A′xj and A′xj ,b to denote saturating sets with respect to the tiling

A′ ⊕B′ = ZM ′ . We claim that

(8.32) A′xj ⊂ `i(xj), with B′M ′/pi [b] = 1 for all b ∈ B′.

Hence B′ must be M ′-fibered in the pi direction, contradicting the fact that |B′| = pjpk.

We now prove (8.32). If A′M ′/pj [x
′
j] ≥ 2, it follows immediately from (8.31) and (3.3) that

A′xj ⊂
⋂

a′∈A′,(xj−a′,M ′)=M ′/pν ,ν∈{j,k}

(Π(xj, p
2
ν) ∪ Π(a′, p2

ν)),

which proves (8.32).

If A′M ′/pj [x
′
j] = 1, we have

A′x ⊂ `i(xj) ∪ `i(aj),
where aj is the unique element of A′ with (aj − xj,M

′) = M ′/pj. Let b ∈ B′. Since
M ′/pj ∈ DivM ′(A

′), we have B′M ′/pj [b] = 0 and B′M ′/pipj [b] ≤ 1, so that

〈A′[x′j|`i(aj)],B′[b]〉 ≤
1

φ(pipj)
< 1.

Hence A′xj ,b ∩ `i(xj) 6= ∅. But then there must be a b′ ∈ B′ such that (b − b′,M ′) = M ′/pi.

Since b ∈ B′ was arbitrary, the claim follows. �

8.2. Case (DB2). We continue to assume that the tiling A⊕B = ZM satisfies the conditions
of Theorem 8.1. Let Λ be the D-grid as in the statement of the theorem. Additionally, we
assume that pi = 2 and that (8.2) holds with

(8.33) |J c| = |K| = 1.
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Let xj, xk ∈ ZM such that I × J c ×K = {xj} and Ic × J c ×K = {xk}. By (8.2) and (8.33),
we have xj, xk 6∈ A and

(8.34) (xj − xk,M) = M/pi and
1

φ(pj)
AM/pj [xj] =

1

φ(pk)
AM/pk [xk] = 1.

From this point, the proof is organized as follows. We prove in Lemma 8.9 that for each
b ∈ B, the saturating set Axj ,b is contained in one of the lines `i(xj), `k(xj), `k(xk), and that
the same is true with j and k interchanged. We then ask which combinations of these lines
can work for both of the points xj, xk simultaneously. Define

B0 := {b ∈ B : Axj ,b, Axk,b ⊂ `i(xj)},
B1 := {b ∈ B : Axj ,b ⊂ `k(xj) and Axk,b ⊂ `j(xk)}.

(Note that `i(xj) = `i(xk).) We will prove that

(8.35) B = B0 or B = B1.

In both cases, we will be able to use fiber shifts to prove Theorem 8.1.

Lemma 8.9. Assume (DB2). Then, for each b ∈ B, Axj ,b is contained in exactly one of
the lines `i(xj), `k(xj), `k(xk). The same statement holds with j and k interchanged. In
particular, the sets B0 and B1 are disjoint. Moreover, for any b ∈ B,

(8.36) Axj ,b ⊂ `i(xj) ⇔ Axk,b ⊂ `i(xj).

Proof. Fix b ∈ B. By (3.3) we have

Axj ,b ⊂ `i(xj) ∪ `k(xj) ∪ `k(xk).
We prove first that Axj ,b cannot intersect both `k(xj) and `k(xk) simultaneously. Suppose
that

Axj ,b ∩ `k(xj) 6= ∅.
Since M/pk ∈ Div(A), we must have

(8.37) AM/p2k
[xj]BM/p2k

[b] > 0.

Assume furthermore that Axj ,b ∩ `k(xk) 6= ∅. If

AM/pip2k
[xj|`k(xk)]BM/pip2k

[b] > 0,

then this together with (8.34) would imply that M/p2
k ∈ Div(A∩`k(xk)), contradicting (8.37).

Hence AM/pipk [xj|`k(xk)]BM/pipk [b] > 0. But by Lemma 6.1, this cannot hold concurrently
with (8.37).

Next, suppose that Axj ,b ∩ `i(xj) 6= ∅. Since xk 6∈ A, we must have AM/p2i
[xj]BM/p2i

[b] > 0.
By Lemma 6.1, this implies that

Axj ,b ∩ (`k(xj) ∪ `k(xk)) = ∅.
Hence Axj ,b ⊂ `i(xj), and the first conclusion of the lemma follows.

Finally, we prove (8.36). Suppose that Axk,bk ⊂ `i(xk). Then

φ(p2
i ) = AM/p2i

[xk]BM/p2i
[bk] = AM/p2i

[xj]BM/p2i
[bk],

hence Axj ,bk ⊂ `i(xj) as claimed. The same argument works in the other direction. �

Lemma 8.10. Assume that (DB2) holds, and let b ∈ B. Then:
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(i) if Axj ,b ⊂ `i(xj), then

(8.38) AM/p2i
[xj]BM/p2i

[b] = φ(p2
i ),

(ii) if Axj ,b ⊂ `k(xj), then

(8.39) AM/p2k
[xj] = pk, BM/p2k

[bk] = φ(pk),

(iii) if Axj ,b ⊂ `k(xk), then

(8.40) BM/pipk [b] = 1.

The same statements hold with j and k interchanged.

Proof. The first statement is true since xk 6∈ A. For (ii), since M/pk ∈ Div(A), we must
have AM/p2k

[xj]BM/p2k
[b] = φ(p2

k), implying (8.39).

We now prove (iii). The assumption that Axj ,b ⊂ `k(xk) implies

1 =
1

φ(pipk)
AM/pipk [xj|`k(xk)]BM/pipk [b] +

1

φ(pip2
k)
AM/pip2k

[xj|`k(xk)]BM/pip2k
[b].

On the other hand, since pi = 2, we have by (8.34)

AM/pipk [xj|`k(xk)] = AM/pk [xk] = φ(pk) = φ(pipk).

If BM/pipk [b] > 0, this implies (8.40) and we are done. Suppose now that BM/pipk [b] = 0.
Then

AM/pip2k
[xj|`k(xk)]BM/pip2k

[b] = φ(pip
2
k) = φ(p2

k),

and by (8.34) we have M/pk,M/p2
k ∈ Div(A). Hence BM/pip2k

[b] = 1, so that

AM/pip2k
[xj|`k(xk)] = AM/p2k

[xk] = φ(p2
k).

But now

|A ∩ Π(xk, p
2
j)| ≥ AM/p2k

[xk] + AM/pk [xk] = φ(p2
k) + φ(pk) = p2

k − 1 > pipk,

contradicting Lemma 6.3. �

Lemma 8.11. Assume that (DB2) holds, and that there exist bi, bk ∈ B such that Axj ,bi ⊂
`i(xj) and Axj ,bk ⊂ `k(xj). Then we have the following:

(i) AM/p2i
[xj] = 1 and BM/p2i

[b] = pi (in particular, M/pi ∈ Div(B)),

(ii) Φp2j
|A, A ⊂ Π(xj, pj), and Axk ∩ `j(xk) = ∅,

(iii) Axk,bk ⊂ `j(xj), with BM/pipj [bk] = 1.

The same statement holds with j and k interchanged.

Proof. Let bi, bk be as in the assumptions of the lemma. Then bi satisfies (8.38), and bk
satisfies (8.39). Hence

|A ∩ Π(xj, p
2
j)| ≥ AM/pk [xk] + AM/p2k

[xj] + AM/p2i
[xj]

= φ(pk) + pk + AM/p2i
[xj]

= pipk − 1 + AM/p2i
[xj].
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By Lemma 6.3, the last line must be less than or equal to pipk. Hence AM/p2i
[xj] = 1, and

by (8.38) we must have BM/p2i
[bi] = φ(p2

i ) = 2, proving (i). Furthermore, it follows that

|A ∩ Π(xj, p
2
j)| = pipk.

Hence
|A ∩ Π(xj, pj)| ≥ |A ∩ Π(xj, p

2
j)|+ AM/pj [xj] > pipk.

By Corollary 6.4, we have Φp2j
|A and A ⊂ Π(xj, pj). In particular, M/p2

j 6∈ Div(xν , A) for

ν ∈ {j, k}. Since we also have (xk ∗Fj)∩A = ∅, it follows that Axk ∩ `j(xk) = ∅. This proves
(ii).

We now prove (iii). By Lemma 8.9 with j and k interchanged, Axk,bk must be contained
in one of the lines `i(xk), `j(xj), `j(xk).

• Suppose that Axk,bk ⊂ `i(xk). By (8.36), this would imply Axj ,bk ⊂ `i(xj), contra-
dicting the choice of bk.
• Suppose now that Axk,bk ⊂ `j(xk). Then (8.39) holds with j and k interchanged, and

in particular AM/p2j
[xk] > 0, contradicting part (ii) of the lemma.

Hence Axk,bk ⊂ `j(xk), and the last part follows from (8.40) with j and k interchanged. �

Lemma 8.12. Assume (DB2). For every b ∈ B, we have the following:

(i) BM/pipj [b]BM/pipk [b] = 0,
(ii) if Axj ,b ⊂ `k(xk), then Axk,b ⊂ `j(xk).

The same holds with j and k interchanged.

Proof. Assume, by contradiction, that BM/pipj [b]BM/pipk [b] > 0 for some b ∈ B. Let y ∈
ZM be the unique point with (b − y,M) = M/pi. Then there exist bj, bk ∈ B such that
(y − bν ,M) = M/pν for ν = j, k.

Let a ∈ A, and consider the saturating set By,a. Then, by (3.3)

By,a ⊂
⋂

b′∈B,(y−b′,M)=M/pν ,ν∈{i,j,k}

(Π(y, p2
j) ∪ Π(b′, p2

ν))

and thus contained in the vertices of the M -cuboid with vertices at b, bj, bk and y. By (DB2),
we have

(8.41) {M/pj,M/pk,M/pipjpk} ⊂ Div(A),

hence no other elements of B are permitted at the vertices of that cuboid except possibly at
the point u with (u− b,M) = M/pjpk. We consider two cases.

Case 1. Suppose that u 6∈ B. By Lemma 6.1, By,a must consist of just one of the points
b, bj, bk. The latter, in turn, implies that a must be contained in an M -fiber in some direction,
which is clearly false for any a ∈ A ∩ Λ.

Case 2. Assume now that u ∈ B. In this case, we will use a splitting argument. By
translational invariance, we may assume that xj = b = 0, so that Λ = Λ(0, D), xk = M/pi,
and A1 = (Fj \ {0}) ∪ ((xk ∗ Fk) \ {xk}). Replacing B by rB for some r ∈ R if necessary
(see [16, Lemma 3.6]), we may assume that

bj = M/pi +M/pj, bk = M/pi +M/pk, u = M/pj +M/pk.
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By (8.41), no other points of Λ are permitted in B, so that

(8.42) B ∩ Λ = {0, bj, bk, u}.

Let z = µM/pj + νM/pk for some µ ∈ {2, 3, . . . , pj − 1} and ν ∈ {2, 3, . . . , pk − 1}, and
let a′ ∈ A, b′ ∈ B be the elements such that a′ + b′ = z. We first consider splitting for the
fiber z ∗ Fj. We have

νM/pk = bk + (M/pi + (ν − 1)M/pk), with bk ∈ B, M/pi + (ν − 1)M/pk ∈ A,
νM/pk +M/pj = bj + (M/pi + νM/pk), with bj ∈ B, M/pi + νM/pk ∈ A.

Hence z ∗ Fj splits with parity (A,B), so that

(8.43) a′ ∈ Π(0, p2
j), b

′ ∈ Π(z, p2
j).

Next, consider the fiber z ∗ Fk. We have

µM/pj = 0 + µM/pj, with 0 ∈ B, µM/pj ∈ A,
µM/pj +M/pk = u+ (µ− 1)M/pj, with u ∈ B, (µ− 1)M/pj ∈ A.

Hence z ∗ Fk also splits with parity (A,B), so that

(8.44) a′ ∈ Π(0, p2
k), b

′ ∈ Π(z, p2
k).

By (8.43) and (8.44), we have
a′ ∈ `i(0), b′ ∈ `i(z).

This together with (8.42) implies that

(8.45) BM/p2i
[µM/pj + νM/pk] ≥ 1 ∀µ ∈ {2, 3, . . . , pj − 1}, ν ∈ {2, 3, . . . , pk − 1}.

However, since pi = 2, by (8.41) we also have BM/pj [b
′] = BM/pk [b

′] = 0 and BM/pipj [b
′],

BM/pipk [b
′] ≤ 1. At least one of pj and pk is greater than or equal to 5, say pk ≥ 5. Applying

(8.45) with µ = 2 and ν = 2, 3, 4, we get a contradiction. This completes the proof of (i).

We now prove (ii). Assume that Axj ,b ⊂ `k(xk) for some b ∈ B. By Lemma 8.10, we have
BM/pipk [b] = 1. Consider now Axk,b.

• If Axk,b ⊂ `j(xj), then we also have BM/pipj [b] = 1, contradicting (i).
• We cannot have Axk,b ⊂ `i(xk), since that would contradict (8.36).

It follows by Lemma 8.9 that Axk,b ⊂ `j(xk), as claimed. �

Proposition 8.13. Assume (DB2). Then BM/pipj [b] = BM/pipk [b] = 0 for all b ∈ B.

Proof. Assume for contradiction that (b− bk,M) = M/pipk. We again use a splitting argu-
ment. By translational invariance, we may assume that xj = b = 0, so that Λ = Λ(0, D),
xk = M/pi, and A1 = (Fj \ {0}) ∪ ((xk ∗ Fk) \ {xk}). Replacing B by rB for some r ∈ R if
necessary (see [16, Lemma 3.6]), we may assume that b′ = M/pi +M/pk.

Let z = µM/pj + νM/pk for some µ ∈ {1, 2, . . . , pj − 1} and ν ∈ {2, 3, . . . , pk − 1}, and
let az ∈ A, bz ∈ B be the elements such that az + bz = z. We first consider splitting for the
fiber z ∗ Fj. Since

νM/pk = b′ + (M/pi + (ν − 1)M/pk), with b′ ∈ B, M/pi + (ν − 1)M/pk ∈ A,
we have

(8.46) {az, bz} ⊂ Π(0, p2
j) ∪ Π(z, p2

j).
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Next, consider the fiber z ∗ Fk. Since

µM/pj = 0 + µM/pj, with 0 ∈ B, µM/pj ∈ A,
it follows that

(8.47) {az, bz} ⊂ Π(0, p2
k) ∪ Π(z, p2

k).

Combining (8.46) and (8.47), we have

{az, bz} ⊂ `i(0) ∪ `i(z) ∪ `i(µM/pj) ∪ `i(νM/pk).

Taking also into account that az + bz = z, we only need to consider the following two cases:

(8.48) {az, bz} ⊂ `i(0) ∪ `i(z),

(8.49) {az, bz} ⊂ `i(µM/pj) ∪ `i(νM/pk).

Case 1. Assume that (8.48) holds. We cannot have az, bz ∈ Λ, since A ∩ Λ has no points
on these two lines. Hence (az, pi) = (bz, pi) = 1.

Suppose that az ∈ `i(z) and bz ∈ `i(0). Then

(az − µM/pj,M) = M/p2
i pk = (bz − b′,M),

contradicting divisor exclusion. Hence az ∈ `i(0) and bz ∈ `i(z), with

(8.50) (az,M) = (bz − z,M) = M/p2
i .

Note that this implies that

(8.51) (az − (M/pi +M/pk),M) = M/p2
i pk ∈ Div(A).

Case 2. Assume that (8.49) holds. Suppose first that az, bz ∈ Λ, then az ∈ {µM/pj,M/pi+
νM/pk}. If az = µM/pj, then bz − b = bz = νM/pk, contradicting divisor exclusion since
M/pk ∈ Div(A). If on the other hand az = M/pi + νM/pk, then bz = M/pi + µM/pj,
contradicting Lemma 8.12 (i).

Hence az, bz 6∈ Λ. If az ∈ `i(νM/pk) and bz ∈ `i(µM/pj), it follows that

(az − µM/pj,M) = M/p2
i pjpk = (bz − b′,M),

contradicting divisor exclusion. Hence az ∈ `i(µM/pj) and bz ∈ `i(νM/pk), with

(az − µM/pj,M) = (bz − νM/pk,M) = M/p2
i .

In this case, we have

(8.52) (b′ − bz,M) = M/p2
i pk ∈ Div(B).

We now allow µ and ν to vary. Clearly, (8.51) and (8.52) are mutually exclusive, so that
we are either always in Case 1 or always in Case 2. More precisely, either (8.50) holds for
all µ, ν, so that

(8.53) BM/p2i
[µM/pj + νM/pk] ≥ 1 ∀µ ∈ {1, 2, . . . , pj − 1}, ν ∈ {2, 3, . . . , pk − 1},

or else (8.51) holds for all µ, ν, so that

AM/p2i
[µM/pj] ≥ 1 ∀µ ∈ {1, 2, . . . , pj − 1},

BM/p2i
[νM/pk] ≥ 1 ∀ν ∈ {2, 3, . . . , pk − 1}.

(8.54)



EVEN COVEN-MEYEROWITZ 29

Since pi = 2, by (8.41) we have BM/pj [b
′′] = BM/pk [b

′′] = 0 and BM/pipj [b
′′],BM/pipk [b

′′] ≤ 1
for all b′′ ∈ B. As in the proof of Lemma 8.12 (i), this means that (8.53) cannot hold. It
remains to consider the case when (8.54) holds. In this case, we have

AM/pipk [xj]BM/pipk [0] = pk − 1 = φ(pipk),

so that Axj ,0 ⊂ `k(xk). By Lemma 8.12 (ii) with j and k interchanged, we have Axk,0 ⊂ `j(xk),
so that by (8.39) with j and k interchanged,

AM/p2j
[xk] = pj.

Hence

|A ∩ Π(0, p2
k)| ≥ AM/pj [xj] + AM/p2j

[xk] +

pj−1∑
µ=1

AM/p2i
[µM/pj]

≥ (pj − 1) + pj + (pj − 1)

= pipj + (pj − 2) > pipj,

contradicting Lemma 6.3.

This proves that M/pipk 6∈ Div(B). The proof that M/pipj 6∈ Div(B) is identical, with
the j and k indices interchanged. This ends the proof of the proposition. �

We are now ready to complete the proof of Theorem 8.1 under the assumption (DB2). We
first prove (8.35). If we had Axj ,b ⊂ `k(xk) or Axk,b ⊂ `j(xj) for some b ∈ B, it would follow
by Lemma (8.10) (iii) that {M/pipj,M/pipk} ∩ Div(B) 6= ∅; however, that is impossible by
Proposition 8.13. By Lemmas 8.9 and 8.10, for every b ∈ B we must have either

(8.55) Axj ,b ⊂ `i(xj)

or

(8.56) Axj ,b ⊂ `k(xj).

Furthermore, if there were elements bi, bk ∈ B such that (8.55) holds for bi and (8.56) holds
for bk, it would follow by Lemma 8.11 (iii) that BM/pipj [bk] = 1, which, again, is impossible
by Proposition 8.13. The same holds with the indices i and j interchanged.

Hence either (8.55) holds for all b ∈ B, or (8.56) holds for all b ∈ B. In the first case, we
have B = B0 by (8.36). In the second case, also by (8.36), we have B = B1.

Assume first that B = B1. Then Axj ⊂ `k(xj). By (8.39), it follows that (A,B) has
a (1,2)-cofibered structure in the pk direction, with a cofiber in A at distance M/p2

k from
xj. We now use Lemma 3.3 to shift that cofiber to xj. We then do the same with j and
k indices interchanged, using that Axk ⊂ `j(xk). Let A′ be the set thus obtained, so that
A′ ∩ Λ = {xj, xk} ∗ (Fj ∪ Fk). Then A′ is T2-equivalent to A, and satisfies (DB3). By
Proposition 8.2, A′ is T2-equivalent to Λ, therefore so is A.

It remains to consider the case when B = B0. By (8.38), for each b ∈ B we have either

(8.57) AM/p2i
[xj] = 1,BM/p2i

[b] = pi, and M/pi ∈ Div(B),

or

(8.58) AM/p2i
[xj] = pi,BM/p2i

[b] = 1, and M/pi ∈ Div(A).
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We claim that

(8.59) (8.58) holds for all b ∈ B.
Assume, by contradiction, that (8.57) holds for some b0 ∈ B. Then AM/p2i

[xj] = 1, hence we

cannot have (8.58) for any b ∈ B. Therefore, all b ∈ B must satisfy (8.57). But this implies
that

BM [b] + BM/pi [b] + BM/p2i
[b] = p2

i ∀b ∈ B,
and in particular p2

i must divide |B|, which is not allowed. This proves the claim.

We see from (8.59) that (A,B) has a (1,2)-cofibered structure in the pi direction, with a
cofiber in A at distance M/p2

i from xj. We now apply Lemma 3.3 to shift that cofiber to xj.
Let A′ be the set thus obtained, so that xj ∗Fi ∈ A′ and A∩(Λ\(xj ∗Fi)) = A′∩(Λ\(xj ∗Fi)).
Then A′ is T2-equivalent to A, and contains a pi corner structure. By Theorem 7.3, A′

(therefore A) is T2-equivalent to Λ. This completes the proof of the theorem.

9. Fibered grids

9.1. Main results for fibered grids. Throughout most of this section we will work under
the following assumption.

Assumption (F): We have A ⊕ B = ZM , where M = p2
i p

2
jp

2
k. Furthermore, |A| = |B| =

pipjpk, ΦM |A, and A is fibered on D(M)-grids.

We are not making any assumptions on the parity of M at this point, but some of the
arguments below will differ between the odd and even cases. We will indicate this as appro-
priate.

Let I be the set of elements of A that belong to an M -fiber in the pi direction, that is,

I = {a ∈ A : AM/pi [a] = φ(pi)}.
The sets J and K are defined similarly. The assumption (F) implies that every element of
A belongs to an M -fiber in some direction, hence A = I ∪ J ∪ K. We emphasize that this
does not have to be a disjoint union and that it is possible for an element of A to belong to
two or three of these sets.

Our main result on fibered grids is the following theorem.

Theorem 9.1. Assume that (F) holds.

(I) If I ∩ J ∩ K 6= ∅, then the tiling A ⊕ B = ZM is T2-equivalent to Λ ⊕ B = ZM , where
Λ := Λ(0, D(M)). By Corollary 2.3, both A and B satisfy (T2).

(II) Assume that I ∩J ∩K = ∅. Then, after a permutation of the i, j, k indices if necessary,
the following holds.

(II a) At least one of the sets I,J ,K is empty. Without loss of the generality, we may
assume that I = ∅, so that A ⊂ J ∪ K.

(II b) If A ⊂ J or A ⊂ K, then A is M-fibered in the pj or pk direction, respectively. Con-
sequently, the conditions of Theorem 4.6 are satisfied in that direction. By Corollary
4.7, both A and B satisfy (T2).

(II c) Suppose that I = ∅, and that J \ K and K \ J are both nonempty.
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• If Φpi |A, then, after interchanging A and B, the conditions of Theorem 4.6 are
satisfied in the pi direction. By Corollary 4.7, both A and B satisfy (T2).
• If Φp2i

|A, then A ⊂ Π(a, pi) for any a ∈ A. By Theorem 4.5, both A and B

satisfy (T2).

Theorem 9.1 extends [15, Theorem 9.1], covering both odd and even cases. Part (I) of the
theorem was already proved in [15, Corollary 9.6], with no assumptions on the parity of M .
We will therefore assume from now on that

(9.1) I ∩ J ∩ K = ∅.

Moreover, part (II b) is simply an application of Theorem 4.6 and Corollary 4.7 to a fibered
set. Again, no parity assumptions are needed.

It remains to prove (II a) and (II c). We first prove in Section 9.2 that Theorem 9.1 (II)
holds when

(9.2) {D(M)|m|M} ∩Div(B) = {M}.

The proof is simple and based on the structural results on fibered grids in [16]. This leaves
us with the case when

(9.3) {D(M)|m|M} ∩Div(B) 6= {M},

which we assume from now on. In [15], the proof of (II a) in the odd case is organized
according to whether the sets I,J ,K are pairwise disjoint or not. We depart from that
here, considering instead the following sets of assumptions.

Assumption (F1): We have A ⊕ B = ZM , where M = p2
i p

2
jp

2
k. Furthermore, |A| =

|B| = pipjpk, ΦM |A, A is fibered on D(M)-grids, (9.1) and (9.3) hold, and ΦMν |A for some
ν ∈ {i, j, k}.

Assumption (F2): We have A ⊕ B = ZM , where M = p2
i p

2
jp

2
k. Furthermore, |A| =

|B| = pipjpk, ΦM |A, A is fibered on D(M)-grids, (9.1) and (9.3) hold, and ΦMν - A for all
ν ∈ {i, j, k}.

We start with preliminaries in Section 9.3. Our results on unfibered grids in that section
both strengthen those of [15] and extend them to the even case. We then prove Theorem
9.1 (II a) under the assumptions (F1) and (F2) in Sections 9.4 and 9.5, respectively.

Finally, we prove Theorem 9.1 (II c) in Section 9.6. With (II a), (II b), and (9.3) all in
place, we are left with the following assumption.

Assumption (F3): We have A ⊕ B = ZM , where M = p2
i p

2
jp

2
k. Furthermore, |A| = |B| =

pipjpk, ΦM |A, A is fibered on D(M)-grids, (9.3) holds, I = ∅, J \ K 6= ∅, and K \ J 6= ∅.

Assuming (F3), we will prove that either the slab reduction or the subgroup reduction
applies as indicated in the theorem. The proof follows the same outline as in [15], but with
the even case included. We also simplify the argument in several places by using the splitting
formulations of the slab reduction in Theorem 4.6. (Compare e.g. our proof of Corollary
9.31 to the proof of Lemmas 9.37 and 9.38 in [15].)
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9.2. Proof of Theorem 9.1, assuming (9.2). If (9.2) holds, Theorem 9.1 (II) has a short
proof based on the results of [16, Section 7]. Both Lemma 9.2 and Corollary 9.3 are valid
under more general assumptions on the cardinalities of A and B than (F). In particular,
Corollary 9.3 assumes that |A| = pipjpk, but does not require the same of B. Part (II a) of
the theorem in this case follows from Corollary 9.3, and (II c) follows from Theorem 9.4.

We remark that, if M = p2
i p

2
jp

2
k and |A| = |B| = pipjpk, then (T2) for B is an immediate

consequence of (9.2). Indeed, (9.2) implies that any D(M)-grid may contain at most one
element of B. Since there are pipjpk such grids, each grid, must contain exactly one element
of B, so that B is equidistributed mod pipjpk and satisfies (T2) with Φs|B for all s|pipjpk,
s 6= 1. The argument in the rest of this section is needed to prove (T2) for A and our
structure results in Theorem 9.1.

Lemma 9.2. Assume that A ⊕ B = ZM , where M = pnii p
nj
j p

nk
k , and that A is fibered on

D(M)-grids. Assume further that (9.2) holds. Then:

(i) For any D(M)-grid Λ, we have |ΣA(Λ)| = |Λ|.
(ii) If |A| = |Λ| = pipjpk, then A is contained in the union of just two of the sets I,J ,K.

Proof. We first prove (i). For each z ∈ Λ, let az ∈ A and bz ∈ B satisfy z = az + bz. Suppose
that az = az′ for some z, z′ ∈ Λ with z 6= z′. Then bz − bz′ = (z − az)− (z′ − az′) = z − z′,
so that bz 6= bz′ and D(M)|(bz − bz′). But that contradicts (9.2).

If |A| = pipjpk, then (i) implies that ΣA(Λ) = A. By [16, Lemma 8.4], ΣA(Λ) may be
written as a union of fibers in just two directions. This implies (ii). �

Corollary 9.3. Assume that A ⊕ B = ZM , where M = pnii p
nj
j p

nk
k , and that |A| = pipjpk,

ΦM |A, and A is fibered on D(M)-grids. Assume further that (9.1) and (9.2) hold. Then at
least one of the sets I,J ,K is empty.

Proof. Let Λ := Λ(0, D(M)). By Lemma 9.2, we have ΣA(Λ) = A. By Lemma 9.2, and after
a permutation of the i, j, k indices if necessary, we may assume that A ⊂ I ∪ J .

If I = ∅ or J = ∅, we are done. Assume therefore that there exist zi, zj ∈ Λ such that
zi = ai + bi, zj = aj + bj with ai ∈ I, aj ∈ J , and bi, bj ∈ B. Assume also, for contradiction,
that K 6= ∅. Since A ⊂ I ∪ J , we may assume without loss of generality that there exists
an element ak ∈ I ∩K. By Lemma 9.5, we have ak ∗ Fi ∗ Fk ⊂ A. In particular, there exists
z ∈ Λ(zj,M/pipj) such that z = a + b for some a ∈ ak ∗ Fi ∗ Fk. Then a ∈ I ∩ K; but also,
by the choice of zj, we have a ∈ J . This contradicts (9.1). �

Theorem 9.4. Assume that A⊕B = ZM , where M = p2
i p

2
jp

2
k, and that |A| = pipjpk, ΦM |A,

and A is fibered on D(M)-grids. Assume further that K = ∅ and that (9.2) holds. Then we
have at least one of the following:

• A is fibered in at least one of the pi and pj directions, hence the conditions of Theorem
4.6 are satisfied in that direction. By Corollary 4.7, both A and B satisfy (T2).
• A ⊂ Π(a, pk) for any a ∈ A. By Theorem 4.5, both A and B satisfy (T2).

Proof. Assume that (9.2) holds, and that A ⊂ I ∪ J but A is not fibered in either the pi
or the pj direction. Let Λ = Λ(0, D(M)). By Lemma 9.2 (i), we have |ΣA(Λ)| = |Λ| = |A|,
hence

ΣA(Λ) = A.
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In particular, the non-fibering assumption implies that

ΣA(Λ) ∩ I = A ∩ I 6= ∅, ΣA(Λ) ∩ J = A ∩ J 6= ∅.
By [16, Proposition 7.5 (ii)], we have

A = ΣA(Λ) ⊂ Π(a, pnk−1
k ) for any a ∈ A,

and the theorem is proved. �

9.3. Fibering on lower scales. We now begin the proof of the theorem in the case when
both (9.1) and (9.3) hold. We will continue to use the notation of [15]. Given N |M , we will
use IN , JN , KN to denote the N -boxes associated with I, J , K respectively. Recall also that
Mν = M/p2

ν for ν ∈ {i, j, k}. We will need a few preliminary results from [15]. Lemmas 9.5
and 9.6 do not require any assumptions on the parity of M , so that the same results hold
for any permutation of the indices i, j, k.

Lemma 9.5. [15, Lemma 9.5]. Assume (F) and (9.1), and let a ∈ J∩K. Then A∩Π(a, p2
i ) =

a ∗ Fj ∗ Fk.

Lemma 9.6. [15, Lemma 9.8] Assume (F). For each α ∈ {1, 2}, we have

ΦM/p
αk
k
|A ⇔ ΦM/p

αk
k
|K.

In particular, if ΦM/p
αk
k

- A for some αk ∈ {1, 2}, then K 6= ∅.

Proposition 9.7 below is the main result of this subsection.

Proposition 9.7. Assume that (F), (9.1), and (9.3) hold. Assume further that ΦNk |A.
Then K mod Nk cannot be unfibered on any D(Nk)-grid.

Proof. Assume first that M is odd. Suppose that K mod Nk is unfibered on Λ := Λ(a,D(Nk))
for some a ∈ A. If

(9.4) {Nk/pi, Nk/pj, Nk/pipj} ⊂ DivNk(K),

then (9.2) holds, contradicting the assumptions of the proposition. Assume therefore that
(9.4) fails. By the classification results in [15, Section 6.2], K mod Nk must then have one
of the following structures on Λ.

• pν-full plane as in [15, Lemma 6.3] for some ν ∈ {i, j}, with c0 = pk. Assume without
loss of generality that ν = i. Then, for x ∈ Λ indicated in [15, Lemma 6.2], we have

|K ∩ Π(x, p2
i )| ≥ φ(pjp

2
k) > pjpk,

contradicting Lemma 6.3.
• pk-corner as in [15, Lemma 6.4] (i), with c0 = pk. Then there exist a, a′ ∈ K such

that (a− a′,M) = Nk/pk = M/p2
k and (a ∗ Fi ∗ Fk) ∪ (a′ ∗ Fj ∗ Fk) ⊂ K. But then

|K ∩ Π(a, p2
i )| ≥ (pj + 1)pk > pjpk,

contradicting Lemma 6.3.
• pk-almost corner as in [15, Lemma 6.4] (i), with c0 = pk. Then there exists a ∈ K

such that
|K ∩ Π(a, p2

i )| ≥ 2pkφ(pj) > pjpk,

again contradicting Lemma 6.3.
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This proves the proposition in the odd case.

Assume now that M is even, with pi = 2. Again, it suffices to consider the case when
(9.4) fails, so that it suffices to consider the unfibered structures in Lemma 7.6. For any
corner structures as in Lemma 7.6 (i), the proof is the same as for the odd case. It remains
to consider the diagonal boxes structures from Lemma 7.6 (ii). We distinguish between the
cases ΦNi |A (Lemma 9.8, below) and ΦNk |A for k 6= i (Lemma 9.9). These two lemmas
complete the proof of the proposition. �

Lemma 9.8. Assume that (F), (9.1), and (9.3) hold. Assume further that pi = 2 and
ΦNk |A. Let Λ0 = Λ(a,D(Nk)) for some a ∈ K. Then K ∩ Λ0 mod ZNk cannot be a set of
diagonal boxes as in Lemma 7.6 (ii).

Proof. We identify Λ0 with Zpi×Zpj ×Zpk , where for every x ∈ Λ0 we have KNk
Nk

[x] ∈ {0, pk}.
Note that under this representation, elements that differ only in their pk coordinate are at
distance Nk/pk from one another. Assume, by contradiction, that K∩Λ0 is a set of diagonal
boxes (I × J ×K) ∪ (Ic × J c ×Kc) with multiplicity pk, and let

(9.5) a ∈ I × J ×K.

Since pi = 2, we may assume without loss of generality that I = {0}, Ic = {1}.
Claim 1. Suppose that K ∩ Λ0 is a set of diagonal boxes as above. Then

(i) max{|J ||K|, |J c||Kc|} ≤ pj,
(ii) max{|K|, |Kc|} ≤ 2.

Proof. For (i), assuming the contrary, we get

|A ∩ Π(a, p2
i )| ≥ pk|I × J ×K| = pk|J ||K| > pjpk,

which contradicts Lemma 6.3.

For (ii), if |K| > 2, then

|A ∩ Π(a, p2
j)| ≥ KNk

Nk
[a] + KNk

Nk/pk
[a] > pk|K| > pipk,

again contradicting Lemma 6.3.

Applying the same argument with a replaced by an element of Ic × J c × Kc, we get
|J c||Kc| ≤ pj and |Kc| ≤ 2. �

Claim 1(i) implies that pk = |K| + |Kc| ≤ 4, hence pk = 3 and pj ≥ 5. We assume this
from here on, with |K| = 2, |Kc| = 1. Then

(9.6) |A ∩ `k(a)| = pk|K| = pipk,

with A ∩ `k(a) = K ∩ `k(a). By Lemma 6.3, |A ∩ Π(a, p2
j)| = pipk and

(9.7) (A ∩ Π(a, p2
j)) ⊂ `k(a).

By Claim 1 (i), we have |J | ≤ pj/2 and therefore

(9.8) |J c| ≥ pj/2 > 2.

Claim 2. Suppose that K ∩ Λ0 is a set of diagonal boxes as above. Then Φp2i
|A.
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Proof. We have

|A ∩ Π(a, pi)| ≥ pk(|K||J |+ |Kc||J c|)
= pk(2|J |+ |J c|) > pjpk.

By Corollary 6.4, this implies the claim. �

Claim 3. Suppose that K ∩ Λ0 is a set of diagonal boxes as above. Then Φp2i
|B.

Proof. Let x ∈ Ic×J×Kc with (x−a,M) = M/pip
2
k, where a is as in (9.5). By (9.7), we have

x ∈ ZM \ A. Consider the saturating set Ax. By (9.8), we have Ax ⊂ Π(x, p2
j) = Π(a, p2

j).
By (9.7), we further have Ax ⊂ `k(a). As in (9.6), we see that A∩ `k(a) = K∩ `k(a), so that
AM/pipk [x] = 0 and

AM/pip2k
[x|`k(a)]BM/pip2k

[b] = φ(pip
2
k) for any b ∈ B.

With pk = 3 and pi = 2, we have φ(pip
2
k) = 6 = pipk = AM/pip2k

[x|`k(a)], so that

BM/pip2k
[b] = 1.

Since |K| = 2, we also have M/pk,M/p2
k ∈ Div(A), so that BMk

Mk
[b] = 1 for any b ∈ B. These,

in turn, imply that the set B is organized in pairs so that for every b ∈ B we have

B ∩ `k(b) = {b}
and there exists a unique b′ ∈ B with (b−b′,M) = M/pip

2
k, so that B∩Λ(b,M/pip

2
k) = {b, b′}.

Since any plane Π(y, pi) with y ∈ ZM may be written as a disjoint union of nonintersecting
M/pip

2
k-grids, and the intersection of B with each such grid is either empty or a two-point

set as above, we see that

|B ∩ Π(y, p2
i )| =

1

pi
|B ∩ Π(y, pi)| ∀y ∈ ZM ,

so that Φp2i
|B. �

Since Claim 3 contradicts Claim 2, the lemma is proved.. �

Lemma 9.9. Assume (F) and (9.1) with pi = 2. Suppose that ΦNi |A, and that there exists
a D(Ni)-grid Λ on which I mod Ni is a set of diagonal boxes as in Lemma 7.6 (ii). Then
(9.2) must hold.

Proof. Assume ΦNi |A, and let Λ be as in the statement of the lemma. Then I ∩ Λ mod Ni

contains diagonal boxes (I×J×K)∪(Ic×J c×Kc) and for any x ∈ (I×J c×Kc)∪(Ic×J×K)
we have

INiNi/pi [x] = φ(p2
i ) = pi.

Without loss of generality, we may assume that 2 = pi < pk < pj. If min(|J |, |K|) ≥ 2, we
have

{D(M)|m|M} ⊂ Div(I × J ×K) ⊂ Div(A),

and similarly (9.2) holds when min(|J c|, |Kc|) ≥ 2. After relabelling I, J,K as Ic, J c, Kc and
vice versa if necessary, it remains to consider the case when

|J | = |Kc| = 1.
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We then have

(9.9) {M/pi,M/pj,M/pk,M/pipj,M/pipk} ⊂ Div(A ∩ Λ),

with {M/pi,M/pk,M/pipk} ⊂ Div(I × J ×K) and M/pipj ∈ Div(Ic × J c ×Kc).

Assume, by contradiction, that m ∈ {D(M)|m|M} ∩ Div(B) and m 6= M . By (9.9),
we have m ∈ {M/pjpk,M/pipjpk}. Suppose that b, b′ ∈ B satisfy (b − b′,M) = m. By
translational invariance, we may assume that b′ = 0 and that 0 ∈ I × J ×K.

Let Λ = Λ(0, D(M)). Let G ⊂ Λ be the set that projects to I × J × K modulo Ni, so
that G is the union of pk − 1 disjoint M -fibers in the pi direction. Consider the sets G and
b ∗ G, with b as above. Since pk ≥ 3, we must have M/pj ∈ Div(G, b ∗ G). In other words,
there exist z, z′ ∈ Λ such that (z − z′,M) = M/pj and z = a+ b, z′ = a′ + b′ = a′ + 0, with
a, a′ ∈ G. It follows that z ∗ Fj splits with parity (A,B), so that for every z′′ ∈ z ∗ Fj we
have z′′ = a′′ + b′′ for some a′′ ∈ A ∩ Π(0, p2

j) and b′′ ∈ B.

On the other hand, if z1, z2 ∈ z∗Fj satisfy z1 6= z2 and zν = aν+bν for some aν ∈ A∩Π(0, p2
j)

and bν ∈ B, we cannot have M/pi|(a1− a2). Indeed, otherwise b1− b2 = (z1− z2)− (a1− a2)
would be divisible by M/pi, which is impossible since M/pi ∈ Div(I) ⊂ Div(A). Therefore
at most pk − 1 points of z ∗ Fj can be tiled by points of G. Since pj − (pk − 1) ≥ 3,
there are at least 3 more points of z ∗ Fj that need to be tiled some other way, each one
requiring a different point of A ∩ Π(0, p2

j). However, |G| = pi(pk − 1), so that by Lemma

6.3, (A ∩Π(0, p2
j)) \G may contain at most 2 distinct points. This contradiction proves the

lemma. �

We collect a few results on fibered Ni-grids for future reference.

Lemma 9.10. Assume that (F) and (9.3) hold.

(i) Let Λ := Λ(a0, D(Ni)) for some a0 ∈ I. If I ∩ J ∩ Λ = ∅ and A is Ni-fibered on Λ, it
cannot be fibered in the pj direction.

(ii) Assume that pk > minν pν. If ΦNk |A, then K is Nk-fibered on each D(Nk)-grid in one
of the pi and pj directions. In particular, K ⊂ I ∪ J .

(iii) If ΦNi |B, then B must be Ni-fibered in the pi direction.

Proof. Parts (i) and (iii) are from [15, Lemma 9.11]. While the lemma was only stated there
for odd M , the parity assumption is not needed in the proof.

For (ii), assume that ΦNk |A and pk > pi. By Proposition 9.7, K is Nk-fibered on each
D(Nk)-grid. If there existed an element a ∈ K such that K∩Λ(a,D(Nk)) is Nk-fibered in the
pk direction, we would have |A ∩ Π(a, p2

j)| ≥ |K ∩ `k(a)| ≥ p2
k > pipk, contradicting Lemma

6.3. �

Recall that Mν = M/p2
ν has only two distinct prime factors for each ν ∈ {i, j, k}. In

particular, all Mν-cuboids are 2-dimensional, so that Lemma 6.5 applies on that scale. Thus,
if ΦMi

|A, then A mod Mi is a linear combination of Mi-fibers in the pj and pk directions,
with non-negative integer coefficients. In particular, if ΦMi

|A and

AMi
Mi

[x] ∈ {0, c0} ∀x ∈ ZM ,
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then A is Mi-fibered in one of the pj and pk directions on every D(Mi)-grid. Similar state-
ments hold with A replaced by B, as well as for other permutations of the indices i, j, k. In
particular, we have the following fibering result.

Lemma 9.11. Assume that (F) holds. Suppose ΦMk
|A, then for every ak ∈ K we have

KMk
Mk

[ak] = pk. Moreover, we must have one of the following:

(9.10) ak belongs to an Mk-fiber in the pi direction, i.e. KMk

Mk/pi
[ak] = pkφ(pi),

or

(9.11) ak belongs to an Mk-fiber in the pj direction, i.e. KMk

Mk/pj
[ak] = pkφ(pj).

In addition, if (9.10) holds then

(9.12) |A ∩ Π(ak, p
2
j)| = pipk and (A ∩ Π(ak, p

2
j)) ⊂ K,

and if (9.11) holds then |A ∩ Π(ak, p
2
i )| = pjpk and (A ∩ Π(ak, p

2
i )) ⊂ K.

Proof. We write K mod Mk as a linear combination of Mk-fibers in the pi and pj directions
with non-negative integer coefficients, as permitted by Lemma 6.5 with N = Mk. Then for
every ak ∈ K we have KMk

Mk
[ak] = (ci + cj)pk, where cν is the number of Mk-fibers in the pν

direction passing through ak in that representation. Without loss of generality assume that
ci > 0. It follows that

|A ∩ Π(ak, p
2
j)| ≥ KMk

Mk
[ak] + KMk

Mk/pi
[ak]

≥ (ci + cj)pk + cipkφ(pi)

≥ pipk

Recall from Lemma 6.3 that pipk ≥ |A ∩ Π(ak, p
2
j)|, so that the chain of inequalities above

must holds with equalities. In particular, KMk
Mk

[ak] = ci = 1 and cj = 0. �

9.4. Proof of Theorem 9.1 (II a), Case (F1). For the reader’s convenience, we recall
the assumption (F1) and the result we need to prove.

Assumption (F1): We have A ⊕ B = ZM , where M = p2
i p

2
jp

2
k. Furthermore, |A| =

|B| = pipjpk, ΦM |A, A is fibered on D(M)-grids, (9.1) and (9.3) hold, and ΦMν |A for some
ν ∈ {i, j, k}.

Proposition 9.12. Assume that (F1) holds. Then one of the sets I,J ,K is empty.

Without loss of generality we shall assume that

(9.13) ΦMk
|A.

Assume for contradiction that the proposition fails, so that

(9.14) I,J ,K 6= ∅.

We will prove that this is impossible.

Lemma 9.13. Assume that (F1), (9.13), and (9.14) hold. If there exists ak ∈ K satisfying
(9.10), then Φp2j

- A. The same holds with i and j interchanged.
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Proof. Assume for contradiction that (9.10) holds for some ak ∈ K, but Φp2j
|A. The second

assumption, together with (9.12), implies that A ⊂ Π(ak, pj).

Suppose that aj ∈ J . Then aj ∗ Fj ⊂ Π(ak, pj), and there exists an element a′j ∈
(aj ∗ Fj) ∩ Π(ak, p

2
j). By (9.12), we have a′j ∈ J ∩ K, so that

(9.15) aj ∗ Fj ∗ Fk = a′j ∗ Fj ∗ Fk = A ∩ Π(aj, p
2
i )

by Lemma 9.5. In particular, aj ∈ K. Since aj ∈ J was arbitrary, we have J ⊂ K.

Additionally, (9.10) and (9.15) imply that |A∩Π(aj, p
2
i )| = pjpk and |A∩Π(aj, pi)| > pjpk.

By Corollary 6.4, we have Φp2i
|A and A ⊂ Π(aj, pi).

Now let ai ∈ I. By (9.15) and Lemma 6.3, there must be an element a′i ∈ ai ∗Fi such that
a′i ∈ aj ∗ Fj ∗ Fk. But then a′i ∈ I ∩ J ∩ K, contradicting (9.1). �

Lemma 9.14. Assume that (F1), (9.13) and (9.14) hold. If there exists ak ∈ K satisfying
(9.10), then the same holds for all a ∈ K. Moreover, Φpj |A. The same is true with the i and
j indices interchanged.

Proof. Assume for contradiction that there exist a, a′ ∈ K such that a satisfies (9.10) and a′

satisfies (9.11). We also assume, without loss of generality, that pi > pj.

From (9.10) and (9.12) we see that

|A ∩ Π(a, pi)| ≥ pipk > pjpk.

By Corollary 6.4, we get Φp2i
|A. This, however, implies by Lemma 9.13 that (9.11) cannot

hold for a′, a contradiction. The second conclusion follows from Lemma 9.13. �

In light of Lemmas 9.13 and 9.14, we may assume from now on that

(9.16) (9.10) holds for all a ∈ K, and Φpj |A.

We record the following simple consequence.

Corollary 9.15. Assume that (F1), (9.13), (9.14) and (9.16) hold. Then:

(i) |A ∩ Π(ak, pi)| ≥ pipk for all ak ∈ K,
(ii) |A ∩ Π(x, pj)| = pipk for all x ∈ ZM ,

(iii) K ∩ Π(aj, pj) = ∅ for all aj ∈ J (in particular, J ∩ K = ∅),
(iv) (I \ J ) ∩ Π(aj, pj) 6= ∅ for all aj ∈ J ,
(v) pj < pk.

Proof. Parts (i) and (ii) follow directly from, respectively, the first and second part of (9.16).

We now prove (iii). Let aj ∈ J , and assume for contradiction that there exists an element
ak ∈ K ∩ Π(aj, pj). By (9.12), we have |A ∩ Π(ak, p

2
j)| = pipk. Since aj ∗ Fj cannot all be

contained in Π(ak, p
2
j), we get |A ∩ Π(aj, pj)| > pipk, contradicting (ii).

By (iii), we have A ∩ Π(aj, pj) ⊂ I ∪ J . It follows that there exist integers cj > 0, ci ≥ 0
such that

pipk = |A ∩ Π(aj, pj)| = cipi + cjpj,

with cipi accounting for the elements of (I \ J ) ∩ Π(aj, pj). Hence pk = ci + c′jpj for some
c′j > 0, and pj < pk as claimed in (v). Furthermore, we must have ci > 0, since pj does not
divide pk. This proves (iv). �
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Lemma 9.16. Assume that (F1), (9.13), (9.14), and (9.16) hold. Then ΦMi
- A.

Proof. Assume, by contradiction, that ΦMi
|A. By Lemma 9.6, we have ΦMi

|I.

Let aj ∈ J . By Corollary 9.15 (iii), A ∩ Π(aj, pj) ⊂ I ∪ J . By Lemma 9.11 with Mk

replaced by Mi, each ai ∈ I ∩ Π(aj, pj) must satisfy either

(9.17) IMi

Mi/pj
[ai] = piφ(pj).

or

(9.18) IMi

Mi/pk
[ai] = piφ(pk)

Suppose that (9.18) holds for some ai ∈ I ∩ Π(aj, pj). Such an element must exist due to
Corollary 9.15 (iv). Then |I ∩ Π(ai, p

2
j)| = pipk, so that

|A ∩ Π(aj, pj)| ≥ |I ∩ Π(ai, p
2
j)|+ |(aj ∗ Fj) \ {aj}| > pipk,

contradicting Corollary 9.15 (ii).

Hence (9.17) holds for all ai ∈ I ∩Π(aj, pj). We conclude that there must be two nonneg-
ative integers ci, cj such that

pipk = |A ∩ Π(aj, pj)| = cipipj + cjpj,

with the first term accounting for all ai as above and the second term accounting for all
aj ∈ (J \ I) ∩ Π(aj, pj). This, however, is not allowed since pj does not divide pipk. �

The main step in the proof of Proposition 9.12 is the following proposition.

Proposition 9.17. Assume that (F1), (9.13), (9.14) and (9.16) hold. Then

(9.19) ΦNi - A.

We first finish the proof of Proposition 9.12, assuming Proposition 9.17.

Lemma 9.18. Assume that (F1), (9.13), (9.14), and (9.16) hold. Then B is Ni-fibered in
the pj direction, with BM/pipj [b] = φ(pj) for all b ∈ B. Consequently, pj = minν pν ,M/pipj ∈
Div(B), and I ∩ J = ∅.

Proof. Consider B modulo Ni. Since M/pi /∈ Div(B), we have

BNiNi [y] = BM [y] + BM/pi [y] ∈ {0, 1} for all y ∈ ZM .

By Lemma 9.16 and (9.19), we have ΦNiΦMi
|B. Furthermore, since M/pi ∈ Div(A), (6.3)

holds with c0 = 1. It follows from Corollary 6.6 that B is a union of pairwise disjoint Ni-
fibers in the pj and pk directions. We note that if there exists an element b ∈ B which
belongs an Ni-fiber in the pj direction, then pj < pi. In that case, together with Corollary
9.15 (v), we have pj = minν pν .

It remains to prove that B mod Ni cannot contain an Ni-fiber in the pk direction. Indeed,
assume for contradiction that {b1, . . . , bpk} is such a fiber. Since M/pk ∈ Div(A), we must
have (bµ − bν ,M) = M/pipk for µ 6= ν. This is only possible if pk < pi. However, consider
any Mk-fiber in the pi direction in K, as provided by (9.16). If pk < pi, then any such fiber
must include M/pipk as a difference. Thus M/pipk ∈ Div(A)∩Div(B), a contradiction. �
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By Corollary 9.15 and Lemma 9.18, we have |A ∩ (ak, pi)| ≥ pipk > pjpk. Corollary 6.4
implies that

(9.20) Φp2i
|A.

Lemma 9.19. Assume (F1), (9.13), (9.14), and (9.16). Then ΦMj
- A.

Proof. Assume, by contradiction, that ΦMj
|A. By Lemma 9.6, this implies that ΦMj

|J . By
Lemma 9.11 with k and j interchanged, J mod Mj is a union of disjoint Mj-fibers in the
pi and pk directions. Suppose first that there exists an Mj-fiber in the pi direction in J ,

with JMj

Mj/pi
[aj] = pjφ(pi) for some aj ∈ J . Since pj < pi by Lemma 9.18, it follows that

M/pipj ∈ Div(A); but this also contradicts Lemma 9.18.

Hence JMj

Mj/pk
[aj] = pjφ(pk) for all aj ∈ J . In particular, |J ∩ Π(aj, p

2
i )| ≥ pjpk, and

by Lemma 6.3, the latter holds with equality. This together with (9.20) implies that A ⊂
Π(aj, pi).

Now, let ak ∈ K. Since ak ∈ Π(aj, pi) and satisfies (9.10), there must be an element
a′k ∈ K ∩ Π(aj, p

2
i ). Since a′k /∈ J by Corollary 9.15 (iii), we get |A ∩ Π(aj, p

2
i )| > pjpk,

contradicting Lemma 6.3. �

Lemma 9.20. Assume (F1), (9.13), (9.14), and (9.16). Then ΦNj - A.

Proof. Let aj ∈ J . By Corollary 9.15 (iii) and Lemma 9.18, we have aj /∈ I ∪ K. Hence
A ∩ Λ(aj, D(M)) ⊂ J , and there exist xi, xk ∈ ZM \ A such that (aj − xν ,M) = M/pν and

JNjNj [aν ] = 0 for ν ∈ {i, k}.
We have ΦNj |A if and only if ΦNj |J . Consider the evaluation of J on an Nj-cuboid with

one face containing vertices at aj, xi, and xk, and the other face in Π(ak, pj) for some ak ∈ K.
In order to balance that cuboid, J ∩Π(ak, pj) must be nonempty. But then J ∩Π(ak, p

2
j) is

nonempty, contradicting (9.12). �

Proof of Proposition 9.12. By Lemmas 9.19 and 9.20, we have ΦNjΦMj
|B. It follows from

Corollary 6.6, with c0 = 1 since M/pj ∈ Div(A), that B is a union of pairwise disjoint
Nj-fibers in the pi and pk directions.

Let ν ∈ {i, k}, and suppose that {b1, . . . , bpν} is a Nj-fiber in the pν direction. Since
M/pν ∈ Div(A), we must have (bµ − bµ′ ,M) = M/pjpν for all µ 6= µ′. However, this is not
possible, since pj = minν pν by Lemma 9.18. This contradiction concludes the proof of the
proposition. �

Proof of Proposition 9.17. The proof is divided into several steps. In each of the following
claims, the assumptions of the proposition are assumed to hold. We will also assume, by
contradiction, that (9.19) does not hold, so that ΦNi |A. By Lemma 9.6, this implies that

ΦNi|I.

Claim 1. Let aj ∈ J . Then:

(i) There must exist ai ∈ I ∩ Π(aj, pj) such that

(9.21) `i(ai) ⊂ A, and ai 6∈ J .
(ii) Consequently, pi = minν pν.
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Proof. Let ai ∈ (I \ J ) ∩ Π(aj, pj), as provided by Corollary 9.15 (iv). By Proposition 9.7,
the grid Λ(ai, D(Ni)) must be Ni-fibered in some direction. However, fibering in the pν
direction for some ν ∈ {j, k} would imply that ai ∗ Fi ∗ Fν ⊂ A; for ν = j, this is impossible
by the assumption that ai ∈ I \ J , and for ν = k, this is prohibited by Corollary 9.15 (iii).

It follows that any ai ∈ (I \ J ) ∩Π(aj, pj) must belong to an Ni-fiber in the pi direction,
so that (9.21) holds. This, moreover, implies that |A ∩ `i(ai)| = p2

i . If pi > pj or pi > pk,
this contradicts Lemma 6.3. �

Let aj ∈ J , and let ai ∈ I ∩ Π(aj, pj) satisfy (9.21). Replacing aj by another element
of aj ∗ Fj, and ai by another element of `i(ai), if necessary, we may assume without loss of
generality that Mk|ai − aj.

Claim 2. With ai and ak as above, we have

(9.22) (ai − aj,M) = M/p2
k.

Proof. Assume for contradiction that (9.22) fails, so that (ai − aj,M) = M/pk. Then ai ∈
Λ := Λ(aj, D(M)). The set A∩Λ contains no elements of K by Corollary 9.15 (iii), hence it
cannot be M -fibered in the pk direction. Furthermore, A ∩Λ cannot be M -fibered in the pj
direction, since ai 6∈ J . Thus it must be M -fibered in the pi direction, so that

(9.23) aj ∗ Fi ∗ Fj ⊂ A,

and |A ∩Π(aj, pk)| > pipj since ai 6∈ aj ∗ Fi ∗ Fj. It follows by Corollary 6.4 that Φp2k
|A and

A ⊂ Π(aj, pk). However, this implies that K ⊂ Π(aj, pk), hence K ∩ Π(aj, p
2
k) 6= ∅. Thus

Π(aj, p
2
k) must contain the pipj points in (9.23), and at least one additional point of K which,

by Corollary 9.15 (iii), does not belong to aj ∗ Fi ∗ Fj. This violates Lemma 6.3. �

Claim 2, together with (9.14), yields the following (partial) list of divisors in A:

(9.24) M/pi,M/pj,M/pk,M/p2
i ,M/p2

k,M/pip
2
k,M/p2

i p
2
k ∈ Div(A)

Claim 3. B is Nk-fibered in the pj direction, with BM/pjpk [b] = φ(pj) for all b ∈ B.

Proof. We claim that

(9.25) M/pipk /∈ Div(A)

Indeed, if (9.25) were not true, then this together with (9.24) would imply

|B ∩ Π(b, p2
j)| ≤ pi for all b ∈ B.

By Corollary 9.15 (v),

|B| ≤ pip
2
j < pipjpk,

a contradiction.

Next, let ak ∈ K. By (9.16), ak satisfies (9.10), and due to (9.25) we must have

(9.26) KM/pip2k
[ak] = pkφ(pi).
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Fix b ∈ B and x ∈ ZM with (x − ak,M) = M/pj, and consider the saturating set Ax,b.
Recall from Corollary 9.15 (ii) that A∩Π(ak, pj) ⊂ Π(ak, p

2
j), hence by (3.3) Ax,b ⊂ Π(ak, p

2
j).

Together with (9.25) and (9.26), the latter implies

1 = 〈A[x],B[b]〉

=
1

φ(pjpk)
AM/pjpk [x|Π(ak, p

2
j)]BM/pjpk [b] +

1

φ(pipjp2
k)
AM/pipjp2k

[x|Π(ak, p
2
j)]BM/pipjp2k

[b]

=
1

φ(pj)
BM/pjpk [b] +

1

φ(pjpk)
BM/pipjp2k

[b]

=
1

φ(pj)

∑
(y−b,M)=M/pj

(
BM/pk [y] +

1

φ(pk)
BM/pip2k

[y]
)

Since M/pip
2
k ∈ Div(A) by (9.24), Lemma 6.1 implies that

(9.27) BM/pk [y] · BM/pip2k
[y] = 0, for all y ∈ ZM .

On the other hand, again by (9.24), we have

(9.28) BM/pip2k
[y] ≤ φ(pi) < φ(pk),

where at the last step we used Claim 1 (ii). Given (9.27) and (9.28), the only way to saturate
〈A[x],B[b]〉 is to have BM/pjpk [b] = φ(pj) as claimed. �

At this point, it may be useful to pause and consider the geometric meaning of what we
have proved so far. Suppose that 0 ∈ A ∩ B, with 0 ∈ J . By [16, Lemma 8.4], the grid
Λ := Λ(0, D(M)) must be tiled by fibers in at most 2 directions. However, the subgrid Fj ∗Fk
cannot be tiled solely by fibers of J , since by Claim 3 each such fiber would tile pj fibers of
Fj ∗Fk and pk is not divisible by pj. Therefore ΣA(Λ) ⊂ I∪J , with (I \J )∩ΣA(Λ) 6= ∅. We
will see that this forces B to have very strong fibering properties, which eventually become
incompatible with each other.

We now return to the proof of the proposition.

Claim 4. We have
ΦNj - A.

Proof. Assume by contradiction that ΦNj |A. By Lemma 9.6, ΦNj |J . We have pj > pi by
Claim 1, so that by Lemma 9.10 (ii), J must be Nj-fibered on each D(Nj)-grid in one of
the pi and pk directions. However, Claim 3 implies that M/pjpk ∈ Div(B). Hence J is
Nj-fibered in the pi direction, and J ⊂ I. We prove that this is not allowed.

Let aj ∈ J , so that aj ∗Fi ∗Fj ⊂ A. By Lemma 6.3, A∩Π(aj, p
2
k) = aj ∗Fi ∗Fj. If we had

Φp2k
|A, then A would be contained in Π(aj, pk); this, however, contradicts the conclusion of

Claim 2. It follows that Φpk |A, Φp2k
|B, and

(9.29) A ∩ Π(aj, pk) = aj ∗ Fi ∗ Fj.

Let x ∈ ZM with (x− aj,M) = M/pk and consider the saturating set Ax,b0 , where b0 ∈ B
is arbitrary. By (9.29), for every y ∈ ZM with (y − b0,M) = M/pk we have

1 = BM [y] + BM/pi [y] + BM/pj [y] + BM/pipj [y].
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This implies that B ∩Λ(b0, D(M)) = {b0, b1, b2, . . . , bpk−1}, where pk ‖ bµ− bµ′ for all µ, µ′ ∈
{0, 1, . . . , pk − 1}, µ 6= µ′. On the other hand, taking Claim 3 into account, this pk-tuple
of elements b0, . . . , bpk−1 can be grouped into pairwise disjoint Nk-fibers in the pj direction,
each of cardinality pj. This implies pk is divisible by pj, which is not allowed. �

Claim 5. Given ai ∈ I satisfying (9.21), we have IMi

Mi/pµ
[ai] = 0 for µ ∈ {j, k}.

Proof. Let ai satisfy (9.21). Let b, b′ ∈ B with (b−b′,M) = M/pjpk, as follows from Claim 3.
Let y, y′ ∈ ZM \B with (b− y,M) = (b′− y′,M) = M/pk, (b− y′,M) = (b′− y,M) = M/pj,
and consider the saturating set By,ai . Then by (3.3)

By,ai ⊂ `i(b) ∪ `i(y) ∪ `i(b′) ∪ `i(y′).
If By,ai ∩ (`i(b) ∪ `i(b′)) were nonempty, then {M/pi,M/p2

i } ∩ Div(B) would be nonempty,
contradicting (9.24). Thus By,ai ⊂ (`i(y) ∪ `i(y′)). It follows that {M/pδipj,M/pδipk} ⊂
Div(B) for some δ ∈ {1, 2}. By (9.21), in both cases we get IMi

Mi/pµ
[ai] = 0 for µ ∈ {j, k}. �

The next three claims are identical to Claims 7, 8, and 9 in the proof of Proposition 9.14
of [15]. The proofs are exactly the same as in [15], and are therefore omitted. The only
difference is that, in the proof of Claim 6, we have to start by choosing ai satisfying (9.21).

Claim 6. We have ΦMi/pjΦMi/pk |B.

Claim 7. For each µ ∈ {j, k}, B is Mi-fibered in the pµ direction, with BMi

Mi/pµ
[b] = φ(pµ)

for each b ∈ B.

Claim 8. B is Nj-fibered in the pi direction, with BMM/pipj
[b] = φ(pi) for each b ∈ B.

We are now in a position to finish the proof of Proposition 9.17. Fix b ∈ B. By Claims 1
and 7, BMi

Mi
[b] = 1 and BMi

Mi/pj
[b] = φ(pj). Thus

|B ∩ Λ(b,Mi/pj)| = pj for all b ∈ B.
On the other hand, we can write Λ(b,Mi/pj) as a union of pairwise disjoint grids Λ(yν ,M/pipj)
for an appropriate choice of yν . By Claim 8, each such grid contains either 0 or pi elements
of B. But this implies that pi divides pj, a contradiction. �

9.5. Proof of Theorem 9.1 (II a), Case (F2). We recall the assumptions and our main
result in this case.

Assumption (F2): We have A ⊕ B = ZM , where M = p2
i p

2
jp

2
k. Furthermore, |A| = |B| =

pipjpk, ΦM |A, A is fibered on D(M)-grids, (9.1) holds, and ΦMν - A for all ν ∈ {i, j, k}.

Proposition 9.21. Assume that (F2) holds. Then one of the sets I,J ,K is empty.

Assume, for contradiction, that (9.14) holds. Without loss of generality, we may also
assume that

(9.30) pi < pj < pk.

Lemma 9.22. Assume that (F2), (9.14), and (9.30) hold. Then neither ΦNj nor ΦNk divides
A.



44 IZABELLA  LABA AND ITAY LONDNER

Proof. By (9.30) and Lemma 9.10 (ii), if ΦNj |A, then J ⊂ I ∪ K. However, that would
imply ΦMj

|A, contradicting (F2). The same argument holds with j and k interchanged. �

Corollary 9.23. Assume that (F2), (9.14), and (9.30) hold. Then ΦNjΦMj
|B. Conse-

quently, B is Nj-fibered in the pi direction, with

(9.31) BM/pipj [b] = φ(pi) for all b ∈ B.
Moreover, we have Φpi |A and Φp2i

|B.

Proof. The first part follows from (F2) and Lemma 9.22. This, in turn, implies by Corollary
6.6 (with c0 = 1, since Nj ∈ Div(A)) that B is a union of pairwise disjoint Nj-fibers in the
pi and pk directions. We also have pj < pk by (9.30), so that having an Nj-fiber in the pk
direction in B would imply that Nj ∈ Div(B), a contradiction. This proves the fibering
claim. Finally, (9.31) and Lemma 6.2 imply that Φp2i

|B as claimed. �

Proposition 9.24. Assume that (F2), (9.14), and (9.30) hold. Then ΦNi - A.

As in Section 9.5, we first finish the proof of Proposition 9.21, assuming Proposition 9.24.

Proof of Proposition 9.21. By (F2) and Proposition 9.24, we have ΦNiΦMi
|B. Applying

Corollary 6.6 with c0 = 1 once more, we see that B is a union of pairwise disjoint Ni-fibers
in the pj and pk directions, so that for every b ∈ B we must have

BM/pipν [b] = φ(pν) for some ν = ν(b) ∈ {j, k}.
By (9.30), this implies M/pν ∈ Div(A) ∩ Div(B) for at least one ν ∈ {j, k}, which is a
contradiction. �

Proof of Proposition 9.24. Again, we split the proof into several steps. In each of the follow-
ing claims, the assumptions of the proposition are assumed to hold. We will also assume, by
contradiction, that ΦNi |A. By Lemma 9.6, this implies that ΦNi |I.

Claim 1. I is a union of pairwise disjoint Ni-fibers in the pi and pk directions. Moreover,
INiNi/pi [ai] = φ(p2

i ) must hold for at least one element ai ∈ I, and M/p2
i ∈ Div(A).

Proof. By Proposition 9.7, I mod Ni must be Ni-fibered on each D(Ni)-grid. By (9.31), we
have M/pipj /∈ Div(A), therefore Ni/pj /∈ DivNi(I) and I cannot be Ni-fibered in the pj
direction on any D(Ni)-grid. This implies the first part of the lemma.

If I were Ni-fibered in the pk direction, this would imply I ⊂ K. Then, however, we would
have ΦMi

|A, contradicting (F2). Hence at least one ai ∈ I must belong to an Ni-fiber in the
pi direction, as claimed. �

Claim 2. B is Mi-fibered in the pk direction, with BMi

Mi/pk
[b] = φ(pk) for each b ∈ B.

Consequently,

(9.32) M/pipk ∈ Div(B).

Moreover:

(i) There is no element b ∈ B satisfying BMi

Mi/pj
[b] = φ(pj).

(ii) I is Ni-fibered in the pi direction.
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Proof. We have ΦMi
|B by (F2). This means that B satisfies the assumptions of Lemma

9.11, with K replaced by B, the pk and pi directions interchanged, and with multiplicity 1
(instead of pk) by Claim 1. It follows that B is a union of pairwise disjoint Mi-fibers in the
pj and pk directions.

We now argue as in the proof of Proposition 9.17. Assume for contradiction that (i) fails,
so that some b ∈ B belongs to an Mi-fiber in the pj direction, with BMi

Mi/pj
[b] = φ(pj). This

means that
|B ∩ Λ(b,Mi/pj)| = pj for all b ∈ B.

On the other hand, we can write Λ(b,Mi/pj) as a union of pairwise disjoint M/pipj-grids.
By (9.31), each such grid contains either 0 or pi elements of B. But then pi|pj, which is
obviously false. This proves (i), and the fibering claim for B follows. Part (ii) now follows
from (9.32) and Claim 1. �

Claim 3. There exists b0 ∈ B such that BM/pjpk [b0] = φ(pj).

Proof. By (F2) and Lemma 9.22, we have ΦNkΦMk
|B. It follows from Corollary 6.6 with

c0 = 1 that B is a union of pairwise disjoint Nk-fibers in the pi and pj directions, so that for
every b ∈ B we have BM/pµpk [b] = φ(pµ) for some µ ∈ {i, j}. However, if the latter was true
with µ = i for all b ∈ B, then Claim 2 and the divisibility argument in its proof would show
that pi|pk. This contradiction proves the claim. �

We note that (9.31), (9.32), and Claim 3 show that {M/pipj,M/pipk,M/pjpk} ⊂ Div(B).
Hence I,J and K are pairwise disjoint.

The next two claims are proved in [15], Claim 7 and 8 of Proposition 9.14. The proof is
identical.

Claim 4. ΦMi/pjΦMi/pk |B.

Claim 5. B is Mi-fibered in both of the pj and pk directions, so that for all b ∈ B we have

1

φ(pj)
BMi

Mi/pj
[b] =

1

φ(pk)
BMi

Mi/pk
[b] = 1.

Since Claim 5 is in direct contradiction with Claim 2 (i), the proposition follows. �

9.6. Proof of Theorem 9.1, part (II c). In this section, we will work under the following
assumption.

Assumption (F3): We have A ⊕ B = ZM , where M = p2
i p

2
jp

2
k. Furthermore, |A| = |B| =

pipjpk, ΦM |A, A is fibered on D(M)-grids, I = ∅, (9.3) holds, and

(9.33) the sets J \ K and K \ J are nonempty.

Proposition 9.25. Assume (F3). Then the conclusion (II c) of Theorem 9.1 holds.

The proof below works regardless of whether J and K are disjoint or not. If J ∩ K 6= ∅,
then (since I = ∅) any element a ∈ J ∩ K must satisfy the conditions of Lemma 9.5 (i), so
that

A ∩ Π(a, p2
i ) = a ∗ Fj ∗ Fk.
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It follows that the set J \K is M -fibered in the pj direction, and K \ J is M -fibered in the
pk direction.

We begin with the case when at least one of ΦMj
and ΦMk

divides A.

Lemma 9.26 ([15], Lemma 9.33). Assume (F3), and that ΦMk
|A. Then

Φp2j
|A.

Furthermore, K is Mk-fibered in the pj direction, so that for every ak ∈ K we have

(9.34) KMk

Mk/pj
[ak] = pk · φ(pj).

and

A ∩ Π(ak, p
2
i ) ⊂ Λ(ak, p

2
i pj).

The same holds with pk and pj interchanged.

Lemma 9.27 ([15], Lemma 9.34). Assume (F3). The following holds true:

(i) If Φp2i
ΦMk
|A, then A is contained in a subgroup.

(ii) If Φpi |A, then |A∩Π(a, pi)| = pjpk for all a ∈ A. Moreover, for every a ∈ A we have
either A ∩ Π(a, pi) ⊂ J or A ∩ Π(a, pi) ⊂ K.

Corollary 9.28. Assume that (F3) holds, and that

(9.35) ΦpiΦMk
|A.

Then

(i) |A ∩ Π(a, p2
i )| = pjpk for every a ∈ K.

(ii) Assume, in addition, that ΦMj
|A. Then the conditions of Theorem 4.6 (the slab

reduction) are satisfied in the pi direction, after interchanging A and B.

Proof. Let a ∈ K, then by (9.34) we have |A∩Π(a, p2
i )| ≥ pjpk, and by Lemma 6.3 this must

hold with equality. This implies (i).

For (ii), we have Φp2i
|B by (9.35). Moreover, in this case (i) also holds for a ∈ J , hence for

all a ∈ A. This, however, means that (4.1) holds with A and B interchanged. By Corollary
4.8 (ii), the slab reduction conditions are satisfied as claimed. �

Lemma 9.29. Assume (F3) and (9.35). Then ΦNj - A.

Proof. If ΦNj divides A, it also divides J . By Proposition 9.7, J must be Nj-fibered on all
D(Nj)-grids. The rest of the argument appears in [15], Lemma 9.35. �

Assume next that ΦMj
- A. Then, by Lemma 9.29,

(9.36) ΦNjΦMj
|B.

Lemma 9.30. Assume (F3), (9.35), and (9.36). Then B is Nj-fibered in the pi direction,
so that for every b ∈ B,

(9.37) BM [y] + BM/pj [y] = 1 for every y ∈ ZM with (b− y,M) = M/pi,
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Proof. By (9.36) and Corollary 6.6 with c0 = 1, B is a union of pairwise disjoint Ni-fibers in
the pj and pk directions. It follows that for every b ∈ B, either (9.37) holds, or else

(9.38) BM [y] + BM/pj [y] = 1 for every y ∈ ZM with (b− y,M) = M/pk.

Assume, by contradiction, that (9.38) holds for some b ∈ B. Since M/pk ∈ Div(A), we must
have pk < pj and M/pjpk ∈ Div(B). On the other hand, K satisfies (9.34), so that pk < pj
implies M/pjpk ∈ Div(A), contradicting divisor exclusion. �

Corollary 9.31. Assume (F3), (9.35), and (9.36). Then the conditions of Theorem 4.6 are
satisfied in the pi direction, after interchanging A and B.

Proof. By Theorem 4.6 (iii), it suffices to prove that for all a ∈ A, b ∈ B, and for all y ∈ ZM
with (y − b,M) = M/pi, we have

(9.39) By,a ⊂ Π(y, p2
i ).

For a ∈ K, we have A ∩ Π(a, pi) = A ∩ Π(a, p2
i ) by Lemma 9.27 (ii) and Lemma 9.28 (i).

This clearly implies (9.39).

Assume now that a ∈ J . If y ∈ B, (9.39) holds trivially. Otherwise, we have BM/pj [y] = 1
by (9.37), so that

〈A[a],B[y]〉 =
1

φ(pj)
AM/pj [a]BM/pj [y] = 1,

which proves (9.39). �

It remains to prove Proposition 9.25 under the assumption that

(9.40) ΦMν - A for ν ∈ {j, k}.

Without loss of generality, we may also assume that

(9.41) pk > pj.

Since by (9.33) K 6⊂ J , it follows from Lemma 9.10 (ii) that ΦNkΦMk
|B. As in the proof of

Lemma 9.30, we see that B mod Nk is a union of pairwise disjoint Nk-fibers in the pi and pj
directions, so that every b ∈ B satisfies at least one of the following:

(9.42) BM [y] + BM/pk [y] = 1 for every y ∈ ZM with (b− y,M) = M/pi.

(9.43) BM [y] + BM/pk [y] = 1 for every y ∈ ZM with (b− y,M) = M/pj,

In particular,

{M/pi,M/pj,M/pipk,M/pjpk} ∩Div(B) 6= ∅.

Lemma 9.32. Assume (F3), (9.40), and (9.41). Then:

(i) ΦNj - A,
(ii) B is Nj-fibered in the pi direction, so that (9.37) holds for all b ∈ B,

(iii) Φpi |A.

Proof. We start with (i). Assume for contradiction that ΦNj |A. By Proposition 9.7, J must
be Nj-fibered on each D(Nj)-grid, so that J \ K must be Nj-fibered in the pj direction.

Let aj ∈ J \ K. We now consider two cases.



48 IZABELLA  LABA AND ITAY LONDNER

• Suppose that Φpi|A. By Lemma 9.27 (ii), we have A ∩ Π(aj, pi) ⊂ J and |A ∩
Π(aj, pi)| = pjpk. If there was an element a ∈ (J ∩ K) ∩ Π(aj, pi), it would follow
that A ∩ Π(aj, pi) = a ∗ Fj ∗ Fk, and in particular aj ∈ a ∗ Fj ∗ Fk, contradicting the
choice of aj. Therefore A∩Π(aj, pi) ⊂ J \K. But then the fibering of J \K implies
that pjpk is divisible by p2

j , a contradiction.
• Assume now that Φp2i

|A. Let A′ be a translate of A such that aj ∈ A′pi . By the

cyclotomic divisibility assumption, we have |A′pi | = pjpk. On the other hand, by the
fibering properties of A,

pjpk = |A′pi | = cjp
2
j + ckpk, cj > 0.

Thus cj = pkc
′
j and pj = c′jp

2
j + ck with c′j > 0, a contradiction.

Therefore ΦNj - A, proving (i).

Next, we prove (ii). By (i) together with (9.40), we have ΦNjΦMj
|B. As in the proof of

Lemma 9.30, B mod Nj is a union of pairwise disjoint Nj-fibers in the pi and pk directions,
so that every element of B satisfies at least one of (9.37) and (9.38). However, by (9.41),
we must in fact we have (9.37) for all b ∈ B, otherwise M/pk ∈ Div(A) ∩Div(B) which is a
contradiction. This proves (ii).

Finally, the Nj-fibering in (ii) implies that the assumptions of Lemma 6.2 hold for B, with
m = M/pipj and s = p2

i . It follows that Φp2i
|B, and therefore Φpi |A. �

Lemma 9.33. Assume (F3), (9.40), and (9.41). Then the conditions of Theorem 4.6 (the
slab reduction) are satisfied in the pi direction, after interchanging A and B.

Proof. We verify that the condition (ii) of Theorem 4.6 holds. That is, given r ∈ R, we show
that every M -fiber in the pi direction splits with parity (rA,B). Since the only property of
the set A that our proof uses is the fact that every element belongs to an M -fiber in either
the pj or the pk direction, and this property is preserved under the mapping A 7→ rA, it
suffices to consider the case r = 1.

Let x ∈ ZM , and let a ∈ A, b ∈ B satisfy x = a + b. If a ∈ J , then x ∗ Fi ∗ Fj is tiled by
a ∗ Fj ⊂ A and the Nj-fiber in the pi direction in B containing b, provided by (9.37).

Suppose now that a ∈ K. If b belongs to an Nk-fiber in the pi direction in B (as in
(9.42)), then x ∗ Fi ∗ Fk is tiled by a ∗ Fk ⊂ A and that fiber (this is the same argument
as for a ∈ J , with j and k interchanged). If on the other hand b satisfies (9.43), with each
element b′ of its Nk-fiber in the pj direction belonging to a Nj-fiber in the pi direction, then
Λ(x,D(M)) is tiled by a ∗ Fk ⊂ A and all pipj elements b′′ ∈ B satisfying (b − b′′,M) ∈
{M,M/pi,M/pipj,M/pjpk}. In both cases, x ∗Fi splits with parity (A,B), as required. �

This concludes the proof of Proposition 9.25.
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