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Abstract

Suppose that each proper subset of a set S of points in a vector space is contained
in the union of planes of specified dimensions, but S itself is not contained in any such
union. How large can |S| be?

We prove a general upper bound on |S|, which is tight in some cases, for example
when all of the planes have the same dimension. We produce an example showing that
this upper bound does not hold for point sets whose proper subsets are covered by lines
in (Z/pkZ)2 with k ≥ 2, and prove an upper bound in this case. We also investigate the
analogous problem for general matroids.

1 Introduction

Let S ⊂ Fn be a finite set of points in an n-dimensional vector space over a field F. Our
project stems from the following natural question:

Question 1. Let (D) be some fixed degenerate condition (for instance, (D) can be “lying on
an union of t hyperplanes”). If each proper subset of S satisfies (D), must S also be (D)?

Clearly, such statement would be helpful in various contexts, especially if one needs to
apply some sort of induction. Equally clearly, in order for the statement to hold, S must be
large enough: each proper subset of 3 points lies on a line, but the 3 points might not!

One of our main results settles the above question for a large collection of degenerate
conditions. Let V be a finite set of dimension vectors, say V = {(2, 1), (1, 1, 1)}. Let (DV )
be the condition that S lies on a plane arrangement with dimension vectors from V (so, in
this example, (DV ) means “the points lie on either an union of a plane and a line, or three
lines”). We prove:

Theorem 2. For any V , there is a constant C(V ) such that if any subset of S of size at
most C(V ) satisfies (DV ), then S is (DV ).

At this point, a reader might reasonably ask why we would want to study the above
problem with a set of multiple distinct dimension vectors. To provide motivation we list
below a number of situations where understanding such conditions is desirable:

• Algebraic geometry: Let X be a finite set of points in the complex projective space Pn.
A well-known result ([3, Proposition 1.2 and 1.5] or [6, Theorem 8.18]) says that the
Betti number βn,n+1 of the coordinate ring of X is non-zero if and only if X lies on the
union of two planes whose sum of dimension is less than n (in other words, X satisfies
condition DV for V = {(a, b), a+ b < n}). For similar statements and some fascinating
open questions, see [7, 8, 9, 11].
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• Matroid theory: A matroid M is 2-connected [17, Ch. 4] if and only if the elements
of M are not contained in the union of any two flats whose sum of ranks is at most
the rank of M (this generalizes the condition of the previous item). Murty [15] showed
that a rank r matroid that is minimally 2-connected has at most 2(r−1) elements, and
Oxley [18] gave a complete characterization of mimimally 2-connected matroids with
2(r − 1) elements. These results have many applications, and several related questions
remain open. For example, see Section 4 for a discussion of t-thick matroids.

• Combinatorial geometry: a set of points is k-degenerate if it is contained in a set
L1, . . . , Lt of planes, each with dimension at least 1, whose dimensions add up to at
most k. Point sets that span few k-planes [14, 5] or whose average k-planes have many
points [1, 2] are almost k-degenerate.

• Intrinsic interest: We found the problem itself to be interesting even for very simple set
of dimension vectors, such as those with only 1s and 0s. See Theorem 11. It seems any
definitive result would require a combination of techniques, and we hope this work will
lead to further investigations in this direction.

For a specific condition (DV ), it is of considerable interest to find the best possible bound
for C(V ). This is in general a difficult and quite fascinating problem. One important case
in which we obtain a complete solution is when V = (n− 1, ..., n− 1) with t entries; in other
words, (DV ) means “lying on a union of t hyperplanes”:

Theorem 3. If S ⊆ Fn and every subset T ⊆ S with |T | ≤
(
n+t
n

)
is contained in the union of

a set of t affine hyperplanes, then S is contained in the union of a set of t affine hyperplanes.

The following example shows that the function
(
n+t
n

)
in Theorem 3 cannot be replaced

by anything smaller.

Example 4. Let Tt be the set of integer points in the convex hull of (0, 0), (0, t), (t, 0). Then
Tt is not in the union of any set of Tt lines, but each proper subset of Tt is contained in the
union of some set of t lines.

We first show that Tt is not contained in the union of any set of t lines. Suppose, toward a
contradiction, that there is a least integer t0 such that T = Tt0 is covered by t0 lines, and let L
be a set of t0 lines that covers T . Let L be the line defined by x = 0. Since |L∩T | = t+ 1, we
must have L ∈ L. Hence, T \ {L} is covered by t0 − 1 lines, which contradicts the minimality
of t0.

Now we show that, for each P = (p1, p2) ∈ Tt, the set Tt \ {P} is contained in the union
of some set of t lines. Indeed, choose the lines defined by the equations

{x = c : c ∈ Z ∩ [0, p1)} ∪ {y = c : c ∈ Z ∩ [0, p2)} ∪ {x + y = c : c ∈ Z ∩ (p2 + p1, t]}.

The total number of lines chosen is p1 +p2 +(t−p1−p2) = t. For any point (a, b) ∈ Tt \{P},
either a < p1, or b < p2, or a + b > p1 + p2, and hence (a, b) is contained in the union of the
lines.

In higher dimensions, let Tn,t ⊂ Rn be the set of integer points satisfying xi ≥ 0 for each
i ∈ [n], and x1 + x2 + . . . + xn ≤ t. An argument analogous to that given above shows that
Tn,t is not contained in the union of t hyperplanes, and each proper subset of Tn,t is.

We also study this problem over more general rings. Recently, there have been some works
on combinatorial geometry over general rings, and this setting makes classical questions quite
interesting and subtle (see [4, 13]). In Section 3 we are able to extend Theorem 2 to Artinian
rings and the rest of the paper focuses on the ring Z/pkZ. The earlier explicit bounds over
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fields do not apply because two lines at a small ‘angle’ can intersect on a large number of
points. As k increases, the number of ‘scales’ in the ring increase. In this setting we often
want to study problems with increasing k as it corresponds to thin tubes and balls over the
p-adics. We restrict our focus to the case of n = 2.

We are able to show the following upper bound.

Theorem 5. If S ⊆ (Z/pkZ)2 and every subset T ⊆ S with

|T | ≤ t(1 + k−1t)k

is contained in the union of t lines, then S is contained in the union of t lines. When k > t
and t < p, we have the same result for |T | ≤ t2t.

The bound follows from an inductive counting argument. In the converse direction, in
Section 5.2 we construct nearly-covered sets in (Z/pkZ)2 with k ≥ 2 that are larger than
would be possible in (Z/pZ)2. The construction relies on the availability of multiple scales.
One special case is as follows.

Theorem 6. Assume that p > k ≥ 3 and 2 ≤ t < 1
4

√
p. Let t′ := t + ⌊(k − 1)/2⌋ − 1. Then

there exists a set S in (Z/pkZ)2 of size

|S| = 2⌊
k−1
2 ⌋
((

t + 1

2

)
+ 1

)
− 1 (1)

such that S cannot be covered by t′ lines but S \ {x} for all x ∈ S can be covered by t′ lines.

In particular, if we fix the parameter t in Theorem 6 and then allow both p and k to be
large, the size of the set S in the theorem is bounded from below by 2t

′−t. This shows that
the second upper bound in Theorem 5 is close to optimal at least in some cases.

1.1 General setup

A dimension vector is a vector v⃗ = (v1, . . . , vt) over the non-negative integers with v1 ≥ . . . ≥
vt. A set S of points is covered by a set {L1, . . . , Lt} of affine planes if it is contained in their
union. S is covered by a dimension vector v⃗ = (v1, . . . , vt) if it is covered by a set {L1, . . . , Lt}
of planes with dim(Li) = vi for each i ∈ [t]. S is covered by a set V of dimension vectors if
it is covered by some v⃗ ∈ V . S is nearly covered by a set V of dimension vectors if it is not
covered by any v⃗ ∈ V , but every proper subset R ⊂ S is covered by some v⃗R ∈ V .

For a finite set V of dimension vectors and affine space A over a field, denote by CA(V )
the least N such that, for every finite S ⊂ A, if every subset of S of size at most N is covered
by V , then S is covered by V . Equivalently, CA(V ) is equal to the largest number of points
in any set that is nearly covered by V .

1.2 Organization

The proof of Theorems 2 and 3 is in Section 2. Section 3 generalizes the algebraic proof given
in Section 2 to the setting of Artinian rings. In Section 4, we discuss a generalization to the
setting of matroids. We consider the p-adic variant of our question in Section 5. Section 5.1
introduces the definitions and basic results on the geometry of modules over Z/pkZ. In
Section 5.2, we demonstrate a simple example over (Z/pkZ)2 that has more points than that
described in Example 4, and then iterate it to obtain Theorem 6. Section 5.3 contains the
proof of Theorem 5.
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2 Algebraic approach

Fix a field F and consider a set S of points in Fn. We view R = F[x1, . . . , xn] as a F-vector
space. Let Rd, (R≤d) denote the subspaces of polynomials of degree d (at most d). We say
that a subspace Y of R covers S if Y ⊂ I(S), where I(S) denotes the ideal of polynomials
vanishing on S.

The following is trivial.

Lemma 7. 1. If Y covers S, then so does any subspace of Y .

2. If Yi covers Si for each i, then
∑

Yi covers ∩Si.

Proposition 8. Let S = {P1, . . . , Pr} be a set of points in Fn. Suppose that S \ {Pi} is
covered by Yi. If

r > dim
r∑

i=1

Yi − dimY1 + 1,

then one of Yi covers S.

Proof. Consider the chain of subspaces Y1 ⊆ Y1 + Y2 ⊆ · · · ⊆ Y1 + · · · + Yr. The condition
r > dim

∑t
i=1 Yi − dimY1 + 1 forces at least one equality in the chain, i.e., Yi+1 ⊆ Y1 + . . . Yi

for some i. By Lemma 7, Yi+1 covers
⋂i

j=1{S \ {Pi}} which contains Pi+1, thus Yi+1 covers
the whole S.

Theorem 9. If V is a set of dimension vectors, each with at most t coordinates, and k =
maxv⃗∈V maxi vi, then

CA(V ) ≤
(
t + k + 1

k + 1

)
.

Proof. Let S′ = {P ′
1, . . . , P

′
r} be a set of points in an affine A space over a field F′. For each

i ∈ [r], suppose that A′
i is an V -covering set for S \ {Pi}.

Let π be a generic projection from A to Fk+1, where F is possibly an extension of F′.
More precisely, π is projection from a point that is not contained in any plane spanned by
the points of S′. For i ∈ [r], let Pi = π(P ′

i ) and let Ai = π(A′
i). Let S = {P1, . . . , Pr}. Note

that Ai is a V -covering set for S \ {Pi}.
Fix an i, and let Γj be the vanishing ideal of the affine plane Lj ∈ Ai. Each Γj is

generated by linear forms. The product Γ of those ideals Γj will be in the ideal I(S \ {Pi}).
Each generator of Γ, being products of at most t linear forms, lives in R≤t. Thus, the span
of those generators of Γ lives in R≤t and covers S \ {Pi}. Since dimR≤t =

(
k+1+t
k+1

)
, the

conclusion of the theorem follows directly from Proposition 8.

Example 4 shows that Theorem 9 is tight in the case that V = {(k, k, . . . , k)}, but it is
not tight in general. In the remainder of this section, we show that Proposition 8 can also
be used to prove tight bounds for certain dimension vectors with all entries either k or zero.
We first give the construction, which generalizes the construction given in Example 4.

Example 10. Let 0 ≤ s ≤ t, and let t1 = t − s and t2 =
(
s+n
n

)
− 1. Let T = Tn,t ⊂ Rn

be the set of integer points such that xi ≥ 0 for i ∈ [n] and x1 + x2 + . . . + xn ≤ t. Note
that |T | =

(
t+n
n

)
. We will show that T is not contained in the union of any collection of t1

hyperplanes and t2 points, but that every proper subset of T is contained in such a union.
This implies that, if v⃗ is the dimension vector with t entries, of which t1 are equal to n − 1
and t2 are zeros, then C(v⃗) ≥

(
t+n
n

)
.

First, we show that T is not contained in the union of t1 hyperplanes and t2 points. We
proceed by induction on n, t1, and t2. In the case n = 1, hyperplanes are just points so the
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claim is that |T | = t + 1 > t1 + t2 = t1 +
(
s+1
1

)
− 1 = t points, which is true. In the case

t1 = 0, the claim is that |T | =
(
s+n
n

)
> t2 =

(
s+n
n

)
− 1, which is true. The case t2 = 0 is

exactly Example 4.
Suppose, toward a contradiction, that there is a set L with t1 hyperplanes and t2 points

that covers T . Let H0 be the hyperplane defined by x1 = 0. Note that T ∩ H0 is a copy of
Tn−1,t, and T \H0 is a copy of Tn,t−1. If H0 ∈ L, then T \H0 is covered by t1−1 hyperplanes
and t2 points, which contradicts the inductive hypothesis on t1. Otherwise, H0 ∩ T is covered
by t1 hyperplanes and t′2 ≤ t2 points. By induction on n, we have that t′2 ≥

(
s+n−1
n−1

)
. Hence,

T \H0 is covered by t1 hyperplanes and t2 − t′2 ≤
(
s+n
n

)
−
(
s+n−1
n−1

)
− 1 ≤

(
s+n−1

n

)
− 1 points.

This contradicts the inductive hypothesis on t2.
Now we show that each proper subset of T is contained in the union of t1 hyperplanes and

t2 points. Let P ∈ T be an arbitrary point. For any integer point A = (a1, a2, . . . , an) such
that a1 + . . . + an + s ≤ t, let SA be the set of integer points such that xi ≥ ai for i ∈ [n] and
x1 + x2 + . . .+ xn ≤ a1 + a2 + . . .+ an + s. Note that |S| =

(
s+n
n

)
= t2 + 1. Choose A so that

P ∈ SA ⊆ T - see Fig. 1 for an illustration. It is easy to check that T \ {P} is covered by the
t2 points of S \ {P} together with the hyperplanes defined by the equations

{xi = c : i ∈ [n], c ∈ Z ∩ [0, a1)} ∪ {x1 + x2 + . . . + xn = c : c ∈ Z ∩ (a1 + a2 + . . . + s, t]}.

The total number of such hyperplanes is a1 + a2 + . . . + an + (t− a1 − . . .− an − s) = t1.

Figure 1: Possible set of points and lines described in Example 10 with t = 5 and s = 1. The
point P is blue, the additional points of S are red, and the points of T \ S are black. Four
lines and two points suffice to cover T \ {P}.

Here comes the proof that shows that this example is as large as possible.

Theorem 11. Let n ≥ 2, let 0 ≤ s ≤ t, let t1 = t − s, and let t2 =
(
s+n
n

)
− 1. Let v⃗ be a

dimension vector with t1 entries n− 1 and t2 zeros. Then, C(v⃗) =
(
t1+r+n

n

)
.

Proof. Let X = {P1, . . . , Pn} be a set of points such that X−{Pi} is covered by a set Li of t1
lines and t2 points, but X itself is not covered by any such set. Since any set of t2 =

(
s+n
n

)
−1

points is contained in the zero set of a polynomial of degree s, we have that X − {Pi} is
contained in the zero set of a polynomial of degree t1 + s. The rest of the argument follows
as in the proof of Theorem 9.

3 Generalized algebraic approach

In this section we prove a generalized version of Theorem 2 using ring-theoretic methods.
While it gives the existence of a bound over Artinian rings, effective applications are more
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limited than the field case: we need estimates on degree of generators of vanishing ideals,
which in this situation is much more subtle. Even the concept of “lines” and “planes” over
rings such as Z/pkZ requires more care and alternative approaches, see Section 5.

Fix an Artinian ring F and consider a set X of points in Fn. We view R = F[x1, . . . , xn] as
a free F-module. Let Rd, (R≤d) denote the free, finitely generated submodule of polynomials
of degree d (at most d). We say that an F-submodule Y of R covers X if Y ⊂ I(X), where
I(X) denotes the ideal of polynomials vanishing on X.

The following is trivial.

Lemma 12. 1. If Y covers X, then so does any submodule of Y .

2. If Yi covers Xi for each i inside a finite set S, then
∑

Yi covers ∩Xi.

Recall the length of a finitely generated F-module M , denoted by lengthF (M), is the
supremum of lengths of all chains of submodules in M . As F is Artinian, this is finite. If M
is free of rank r, M ∼= Fr, then length(M) = r length(R). For reference on basic facts about
length, see [19, Tag 00IU].

Proposition 13. Let X = {P1, . . . , Pr} be a set of points in Fn. Suppose that X − {Pi} is
covered by Yi. If

r > length(

r∑
i=1

Yi) − lengthY1 + 1,

then one of Yi covers X.

Proof. Consider the chain of submodule Y1 ⊆ Y1 + Y2 ⊆ · · · ⊆ Y1 + · · · + Yr. The condition
r > length(

∑t
i=1 Yi)−dimY1+1 forces at least one equality in the chain, i.e., Yi+1 ⊆ Y1+. . . Yi

for some i. By Lemma 12, Yi+1 covers ∩i
j=1{X−{Pi}} which contains Pi+1, thus Yi+1 covers

the whole X.

To state the next Theorem, we need one more definition.

Definition 14. For an ideal I ⊂ R, we let g(I) be the infimum (over all finite system of
generators G of I) of the maximal degree of the polynomials in G.

Theorem 15. Let X = {P1, . . . , Pr} be a set of points in Fn. Suppose that Ii ⊂ R covers
X − {Pi}. If d is the maximal degree of g(Ii), and r ≥ (length(F))

(
n+d
d

)
+ 1, then at least

one Ii covers X.

Proof. Fix an i. By definition, Ii can be generated by a system of polynomials Gi in R≤d.
Let Yi denote the F-submodule generated by Gi. Each Yi covers X −{Pi}, and

∑
Yi ⊂ R≤d.

Finally, note that R≤d is a free F-module of rank
(
n+d
d

)
, thus its length is length(F)

(
n+d
d

)
.

We now apply Proposition 13 to finish the proof.

Example 16. We give some basic examples of length to apply the bound in Theorem 15. We
have length(F) = 1 if and only if F is a field. If F = Z/nZ with n =

∏
pni
i with distict primes

pi and ni ≥ 1, then length(F) =
∏

pni−1
i .

Remark 17. We can extend our results to all rings by localization to reduce to the Artinian
case. For example, over Zn, we can view the points as in Qn.

Although Theorem 15 can be applied in the case that each Ii is defined by a product
of linear factors, this is not comparable to Theorem 5, since the set of solutions to a linear
equation is not necessarily a hyperplane as defined e.g. in [13].
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4 Combinatorial bounds

The algebraic proof of Theorem 9 does not seem to apply to non-representable matroids. In
this section, we give an elementary combinatorial argument that gives an upper bound on
C(V ) for matroids, albeit with a quantitatively weaker bound than that given in Theorem 9
for representable matroids.

For a set V of dimension vectors, CM(V ) is defined analogously to CA(V ). In particular,
we say that a matroid M is covered by a dimension vector v⃗ = (v1, . . . , vt) if there is a set
{L1, . . . , Lt} of flats with rank r(Li) = dim(Li) + 1 = vi + 1 such that every element of M
is contained in one of the Li. M is covered by V if it is covered by some v⃗ ∈ V . CM(V ) is
the least N such that, if M is a simple matroid on N elements and every restriction of M is
covered by V , then M is covered by V .

Theorem 18. If V is a set of dimension vectors, each with at most t coordinates, and
k = maxv⃗∈V maxi vi, then then

CM(V ) ≤
k+1∑
i=0

ti.

Proof. For consistency with the notation of the rest of the paper, we focus on the “dimension”
instead of the rank of flats, which we define to be one less than the rank.

Suppose that M is a matroid such that every proper restriction of M is covered by V ,
but M is not covered by V . If dim(M) > k + 1, then truncate it to k + 1 dimensions.

We first show that, if Λ is a flat of dimension j with 0 ≤ j ≤ k + 1, then, for each
x ∈ Λ∩S, the set Λ \ {x} is contained in the union of t subspaces, each of dimension at most
j − 1. Fix x ∈ Λ. By assumption, there is v⃗ ∈ V and a covering set L1, . . . , Lt of M \ x,
with dim(Li) = vi for each Li. Since x is not contained in L1 ∪ . . . ∪ Lt, it is clear that
dim(Li ∩ Λ) < j for each i ∈ [t], and the claim follows.

With the claim established in the previous paragraph, a simple inductive argument shows
that |Λ| ≤ tj + tj−1 + . . .+ 1 for each j dimensional plane Λ. For the base case, if dim(Λ) = 0
then |Λ| ≤ 1. If Λ is a j-plane with j > 0, then, for each x ∈ Λ, the set Λ \ {x} is contained
in the union of t planes of dimension at most j − 1. Hence, by the inductive hypothesis,
|Λ| ≤ t(tj−1+ . . .+1)+1, as claimed. The conclusion of the theorem is the case j = k+1.

As in the representable case, one particularly interesting case is when V = {k, k, . . . , k}.
As defined in [10], a matroid is t+1-thick if it is not the union of t hyperplanes. On particularly
important case is that of round matroids; a matroid is round if and only if it is 3-thick. The
study of round matroids is closely related to the study of higher matroid connectivity [17,
Chapter 8.6].

It follows immediately from Theorem 18 that no rank n+1 matroid on at least 1+
∑n

i=0 t
i

elements is minimally (t + 1)-thick, and from Theorem 9 that no representable rank n + 1
matroid on at least 1 +

(
t+n
n

)
elements is minimally (t + 1)-thick. We conjecture that the

representable bound holds in general.

Conjecture 19. If V is a set of dimension vectors, each with at most t coordinates, and
k = maxv⃗∈V maxi vi, then

CM(V ) ≤
(
t + k + 1

k + 1

)
.

Although the vast majority of matroids are non-representable [12, 16], any extremal ex-
ample for Conjecture 19 should be a highly structured matroid with many small circuits, and
such matroids tend to be representable.

It is also interesting to consider the structure of extremal examples for Theorem 9. The
sets described in Example 4 are not the unique extremal examples, for example see Fig. 2.
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However, the example shown in Fig. 2 can be obtained from that described in Example 4 by
adding one circuit on three points (such an operation is called a tightening).

Figure 2: Two sets of 6 points with different underlying matroids that are each nearly covered
by 2 lines. The set of points on the right has the same underlying matroid as that described
in Example 4, and is obtained from the left set by removing the circuit denoted by the dashed
line.

The following precise conjecture was proposed by Rutger Campbell.

Conjecture 20. Every minimal (t + 1)-thick matroid is a tightening of that described in
Example 4.

It would be interesting to prove Conjecture 20 even in the special case of representable
matroids.

5 Nearly covered sets in (Z/pkZ)n

5.1 Basic p-adic geometry

Let p be a prime number, and let k ∈ N. We define R := Z/pkZ, the ring of integers modulo
pk, and use R× to denote the multiplicative group of invertible elements of R. We will work
in Rn with coordinates x = (x1, x2, . . . , xn), where xj ∈ R for each j. We will also write
Rℓ = Z/pℓZ for 1 ≤ ℓ ≤ k, so that Rk = R and R1 = Z/pZ.

We use the notation |S| to denote the cardinality of a set S, and the notation pj ∥ a to
mean pj | a but pj+1 ∤ a. If x = (x1, . . . , xn) ∈ Rn, we will write pj ∥ x if pj |xi for each
i ∈ {1, . . . , n} and pj+1 ∤ xi for at least one i. The p-adic distance between two distinct points
x, x′ ∈ Rn is |x− x′|p = p−ℓ, where pℓ ∥ x− x′. By convention, we will write |x− x|p = p−k,
so that the results below will not require a separate statement in this case.

A direction in Rn is an element of the projective space PRn−1, defined as follows. Let
Sn−1(R) be the set of all elements of R that have at least one invertible component, and let

PRn−1 = Sn−1(R)/R×

We will identify a direction b ∈ PRn−1 with a vector b = (b1, . . . , bn) ∈ Rn such that bj ∈ R×

for at least one j, with the convention that two such vectors b, b′ represent the same direction
if b = λb′ for some λ ∈ R×. In particular, when n = 2, any direction b ∈ PR may be
represented as either (1, u) or (pu, 1) with u ∈ R.

For b, b′ ∈ PRn−1, we define the p-adic angle between b and b′ to be ∠(b, b′) = minr∈R× |b−
rb′|p. Thus the angle between b = (1, u) and b′ = (pu′, 1) in R2 is 1, and the angle between
b = (1, u) and b′′ = (1, u′′) is |u− u′′|p.

A line in a direction b ∈ PRn−1 is a set of the form

Lb(a) = {a + sb : s ∈ R} for some a ∈ Rn.

Note that Lb(a) has |R| = pk distinct elements. The angle between lines L and L′, with
direction vectors b and b′ respectively, is ∠(L,L′) = ∠(b, b′). By a slight abuse of terminology,
we will say that the p-adic slope of a line Lb(a) in R2 is the angle between b and (0, 1).
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For 0 ≤ ℓ ≤ k, let πℓ : Rn → Rn
ℓ be the projection

πℓ(x) = x mod pℓ.

A cube on scale ℓ, or a p−ℓ-cube, is a set of the form

Q = Qℓ(x) = {y ∈ Rn : |x− y|p ≤ p−ℓ} ⊂ Rn

for some x ∈ R2. Note that a 1-cube is the entire Rn, and a p−k-cube is a single point.
A cube Q on scale ℓ may be rescaled to Rn

k−ℓ as follows. We represent points x ∈ Q as

x = x′ +pℓx′′ with x′ ∈ {0, 1, . . . , pℓ−1}n and x′′ ∈ {0, 1, . . . , pk−ℓ−1}n. If x, y belong to the
same Q, then (with the obvious notation) we have y′ = x′. Therefore the map ιQ : Q → Rn

k−ℓ

defined by
ιQ(x′ + pℓx′′) = x′′

provides the desired rescaling.
A distinguishing feature of p-adic geometry is that two lines may intersect in more than

one point. We describe such intersections in the next two lemmas.

Lemma 21. Let L,L′ ⊂ Rn be two lines with direction vectors b, b′. Assume that {a, a′} ⊂
L∩L′, where a, a′ ∈ Rn satisfy |a− a′|p = p−ℓ for some 0 ≤ ℓ ≤ k− 1. Then ∠(b, b′) ≤ pk−ℓ.

Proof. Let L = Lb(a) and L′ = Lb′(a). Then a′ = a + sb = a + s′b′ for some s, s′ ∈ R. Since
pℓ ∥ a − a′ = sb = s′b′ and p does not divide either b or b′, we must have pℓ ∥ s and pℓ ∥ s′.
Hence there is an element r ∈ R× such that s′ = sr. Let b′′ = rb′, then b′′ represents the
same direction as b′, and a′ = a + s′b′ = a + sb′′. Hence sb = sb′′ in R, so that pk | s(b− b′′).
Since pℓ ∥ s, we must have pk−ℓ|b− b′′, proving the claim.

Lemma 22. Let Q be a cube on scale k − ℓ for some 1 ≤ ℓ ≤ k. Then:

(i) If L ⊂ Rn is a line in the direction b intersecting Q, then ιQ(Q ∩ L) is a line in the
direction πℓ(b) in Rn

ℓ .

(ii) Let L,L′ ⊂ Rn be lines in the directions b, b′ respectively. Assume that ∠(b, b′) = p−ℓ,
and that the set L ∩ L′ ∩ Q is nonempty. Then L ∩ L′ = L ∩ Q = L′ ∩ Q, and in
particular, |L ∩ L′| = pℓ.

Proof. For (i), there is nothing to prove when ℓ = k. Assume now that ℓ < k, and let
L = Lb(a) for some direction b and some a ∈ Q. Let a = a′ +pℓa′′ with a′ ∈ {0, 1, . . . , pℓ−1}.
Then

Q ∩ L = {a + pk−ℓtb : t ∈ R},

so that
ιQ(Q ∩ L) = {a′′ + tπℓ(b) : t ∈ Rℓ} ⊂ Rn

ℓ .

We now prove (ii). Let L,L′ be as in (ii), and let a ∈ L∩L′ ∩Q. Since ∠(b, b′) = p−ℓ, we
have πℓ(b) = πℓ(b

′). By (i), the lines ιQ(Q ∩ L) and ιQ(Q ∩ L′) are the same in Rn
ℓ , hence

L ∩Q = L′ ∩Q ⊂ L ∩ L′.

For the converse inclusion, suppose we had a′ ∈ (L ∩ L′) \Q. Then |a− a′|p > p−(k−ℓ), and
by Lemma 21 we must have ∠(L,L′) < p−ℓ, contradicting the assumptions of (ii).

Lemma 23. Let n = 2. Suppose that the line L = Lb(a) passes through a point a′ such that
|a1 − a′1|p = p−j and |a2 − a′2|p = p−ℓ, where ℓ > j. Then L makes angle at most p−ℓ+j with
(1, 0).
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Proof. We may assume that b = (b1, b2) with one of b1, b2 equal to 1. We have a′ = a+ tb for
some t ∈ R, so that

a′1 − a1 = tb1, a′2 − a2 = tb2.

If we had b2 = 1, it would follow that pℓ|(a′2 − a2) = t. But then pℓ would also divide
tb1 = a′1 − a1, a contradiction. Therefore b1 = 1. It follows that pj ∥ t, so that pℓ−j | b2,
proving the lemma.

5.2 Large nearly covered sets in (Z/pkZ)2

We continue to use the notation of Section 5.1, with n = 2. We also let t ∈ N. When k ≥ 2
and p is sufficiently large relative to t, Example 4 can be improved by taking advantage of
the multiple scales available in R. Our result is as follows.

Theorem 24. Let 2 ≤ t <
√
p
4 and k ≥ 2. Define the parameters ℓ and M as follows:

• If k = 2, let M = ℓ = 1.

• If k ≥ 3, let ℓ = ⌊logp k⌋ + 2 and M = ⌊(k − 1)/ℓ⌋.

Let also t′ = t + M − 1. Then there exists a set S in (Z/pkZ)2 of size at least

|S| = 2M
(
t + 1

2

)
+ 2M − 1 (2)

such that S cannot be covered by t′ lines but S \ {x} for any x ∈ S can be covered by t′ lines.

The set constructed in Theorem 24 has cardinality strictly larger than
(
t′+2
2

)
(the cardi-

nality of the set in Example (4) with t replaced by t′) for all k ≥ 2 and t ≥ 2. Figures 3 and
4 show this for k = 2.

Furthermore, assume that p > k. Then ℓ = 2 and M = ⌊k−1
2 ⌋, so that

|S| = 2⌊
k−1
2

⌋
((

t + 1

2

)
+ 1

)
− 1

as claimed in Theorem 5.
The main idea of our construction is illustrated in Figures 3 and 4. We start with the

triangle from Example 4 and flatten it so that any line passing through two distinct points
of the triangle makes a low angle with the horizontal line. We then add a second copy of the
flat triangle, translated by a small increment so that a low-slope line passing through a point
of the triangle must also pass through its companion point. Finally, we add one more point
that is not colinear with any two of the triangle points. To cover the entire set, we need to
cover the triangle and add one more line for the extra point; however, if any point is removed
from the set, one line can be dropped as shown in Figure 4.

We now proceed with the rigorous proof. For the simple example described in Figures
3 and 4, we recommend reading the proof below with k = 2 and M = ℓ = 1. The general
construction giving the bound in Theorem 24 is based on iterating the argument.

Let t ∈ N with t ≥ 2. Let p, r be primes such that

2 ≤ t <

√
p

4
< r <

√
p

2
. (3)

We note that the first two inequalities imply that p > 64. The existence of a prime r satisfying
(3) is then guaranteed by Bertrand’s Postulate.
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Figure 3: The flattened triangle with two points at each vertex, plus an additional point that
requires an extra line.

Figure 4: If we remove one of the points in the triangle, then its companion and the extra
point above can be covered by one line, and then one of the lines covering the triangle is no
longer needed.

Lemma 25. Let k ≥ 3. For m,m′ ∈ {1, . . . , k} such that m ̸= m′, we have |mp −m′p|p ≥
p−ℓ+1.

Proof. For 1 ≤ m ≤ k, we have logpm ≤ logp k < ℓ−1, so that m < pℓ−1 and mp < pℓ. Thus

pℓ−1 is the highest power of p that may divide mp−m′p, as claimed.

Let
T = {x = (x1, x2) ∈ R2 : 0 ≤ x1 + x2 ≤ t + 1, x1 ≥ 1. , x2 ≥ 1}.

For two sets S, S′ ⊂ R2, we write S +S′ = {x+ y : x ∈ S, y ∈ S′}. If S′ = {y} is a singleton,
we write S + y = {x + y : x ∈ S}.

Lemma 26. Consider the linear mapping F : R2 → R2 defined by

F (z1, z2) = (z1 + rz2, p
k−1z2).

(i) We have F (T ) ⊂ {x = (x1, p
k−1x2) ∈ R2 : x1, x2 ∈ {1, 2, . . . , p− 1}}. Furthermore, if

z, w ∈ T are distinct, then x = F (z) and y = F (w) satisfy x1 ̸= y1. In particular, F is
injective on T .
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(ii) Define Ξ0 := {(0, 0)}, and

Ξm =

{(
m∑
i=1

νip
iℓ, 0

)
: νi ∈ {0, 1}

}
(4)

for 1 ≤ m ≤ M . Then for any two distinct points x, y ∈ F (T ) + Ξm, any line passing
through both x and y has p-adic slope at most p−k+mℓ.

(iii) The set F (T ) can be covered by t lines but not by t− 1 lines. Moreover, for any x ∈ T ,
the set T \ {x} can be covered by t− 1 lines with p-adic slope at most p−k+1.

Proof. We start with (i). Let x = F (z) for some z ∈ T . By (3), we have

1 ≤ z1 + rz2 <

√
p

4
+

√
p

2
·
√
p

4
< p.

Moreover, let y = F (w) for some w ∈ T . If y1 = x1, then z1 + rz2 = w1 + rw2, so that
z1 − w1 = r(w2 − z2) is divisible by r. Since z1, w1 ∈ {1, . . . , t} with t < r, we must have
z1 = w1. But then rz2 = rw2 implies that z = w.

Next, we prove (ii). Let x = x′ + ξ and y = y′ + η with x′, y′ ∈ F (T ) and ξ, η ∈ Ξm. If
x′1 ̸= y′1, then

|x1 − y1|p = |x′1 − y′1|p = 1 and |x2 − y2|p = |x′2 − y′2|p ≤ p−k+1.

By Lemma 23, any line through x and y has slope at most p−k+1, proving (ii) in this case.
If on the other hand x′1 = y′1, by (i) we must have x′ = y′. Since x ̸= y, we have m ≥ 1 and
ξ ̸= η, so that

|x1 − y1|p = |ξ1 − η1|p ≥ p−mℓ and x2 = y2.

By Lemma 23 again, any line through x and y has slope at most p−k+mℓ, as claimed.
We now prove (iii). By Example 4, T can be covered by t lines but not by t− 1 lines, but

for any x ∈ T , the set T \ {x} can be covered by t− 1 lines.
Clearly, F (T ) can be covered by the t lines {x : x2 = j} for j = 1, 2, . . . , t. We now prove

that for any x ∈ F (T ), the set F (T ) \ {x} can be covered by t − 1 lines. Let x = F (z) for
z ∈ T , and let L1, . . . , Lt−1 be lines covering T \{x}. Then the sets F (L1), . . . , F (Lt−1) cover
F (T ) \ {x}. It remains to show that if L is a line, then F (L) can be covered by a line. Let
L = {a + sb : s ∈ R}. Then

F (L) = {F (a) + sF (b) : s ∈ R}.

This is a line if F (b) = (b1 + rb2, p
k−1b2) is a direction. Suppose therefore that this is not the

case, so that b1+rb2 = pju for some u ∈ R× and 1 ≤ j ≤ k. If j = k, then F (b) = (0, pk−1b2),
and F (L) ⊂ L(0,1)(a). If 1 ≤ j ≤ k− 1, then v := p−jF (b) = (u, pk−1−jb2) is a direction, and
F (L) ⊂ Lv(a).

Let L be one of the lines covering F (T ) \ {x}. If L contains two distinct points of F (T ),
it follows from (ii) that L has slope at most p−k+1. If on the other hand L ∩ F (T ) = {y}
for some y ∈ F (T ), we may simply replace L by L(1,0)(y). This proves the statement about
slopes.

To complete the proof of (iii), we need to show that F (T ) cannot be covered by t−1 lines.
Assume towards contradiction that such a covering exists, and let L be one of the covering
lines. We may assume that L = Lb(x) for some x = F (z), where z ∈ T . As shown above, we
may further assume that b = (1, pk−1u) for some u ∈ {0, 1, . . . , p− 1}. Let

L′ = Lv(z), where v = (1 − ru, u). (5)
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It suffices to prove the following claim. Let w ∈ T , w ̸= z, and let y = F (w). If y ∈ L, then
w ∈ L′. Indeed, if we can prove this, then T is covered by the lines L′ corresponding via (5)
to the lines L covering F (T ). But by Example 4, a covering of T requires at least t lines.

We now prove the claim. Assume that y ∈ L as above, so that y = x+sb = x+(s, pk−1su)
for some s ∈ R. Then

y1 − x1 = s, y2 − x2 = pk−1su.

But we also have x = F (z) = (z1 + rz2, p
k−1z2) and y = F (w) = (w1 + rw2, p

k−1w2), so that

w2 − z2 = p−(k−1)(y2 − x2) = su,

w1 − z1 = (y1 − x1) − r(w2 − z2) = s− sru.

Hence w − z = sv, proving the claim. This completes the proof of the lemma.

We are now ready to construct our example. Let K0 := F (T ). For m ∈ {1, . . . ,M}, let

am := (mp, pk−mℓ−1),

K ′
m := Km−1 ∪ (Km−1 + (pmℓ, 0)), Km := K ′

m ∪ {am}. (6)

Equivalently, we have

Km = (K0 + Ξm) ∪
m⋃
j=1

(aj + pjℓ Ξm−j), (7)

where Ξj were defined in (4). We note that

|Km| = 2m
(
t + 1

2

)
+

m∑
j=1

2m−j = 2m
(
t + 1

2

)
+ 2m − 1.

We claim that the set S := KM satisfies the conclusions of Theorem 24. Indeed, Equation (2)
follows from the above with m = M . It remains to prove that KM has the desired properties
with regard to being covered by lines. We now prove this by induction in m.

Lemma 27. For distinct x, y ∈ K ′
m with m = 1, . . . ,M , any line L joining u and v has

p-adic slope at most p−k+mℓ.

Proof. By (7), we have

K ′
m = (K0 + Ξm) ∪

m−1⋃
j=1

(aj + pjℓ Ξm−j).

We consider the following cases.

• Suppose that either m = 1, or else m ≥ 2 and x, y ∈ K0 + Ξm. Then the conclusion
follows from Lemma 26 (ii).

• Let x ∈ K0 + Ξm and y ∈ aj + pjℓ Ξm−j for some 1 ≤ j ≤ m− 1. Then |x1 − y1|p = 1
and |x2 − y2|p = p−k+jℓ+1 ≤ p−k+mℓ, so that the claim follows from Lemma 23.

• Let x, y ∈ aj +pjℓ Ξm−j for some 1 ≤ j ≤ m−1. Then |x1− y1|p ≥ p−(mℓ) and x2 = y2.
By Lemma 23, L has slope at most p−k+mℓ.

• Let x ∈ ai + piℓ Ξm−i and y ∈ aj + pjℓ Ξm−j for some 1 ≤ i < j ≤ m − 1. This
can happen only when m ≥ 3, so that k ≥ 3. By Lemma 25, we have |x1 − y1|p ≥
p−ℓ+1. Since |x2 − y2|p = p−k+jℓ+1, it follows by Lemma 23 that L has slope at most
(p−k+jℓ+1)/(p−ℓ+1) = p−k+(j+1)ℓ ≤ p−k+mℓ.
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Proposition 28. For m = 0, 1, . . . ,M , the set Km cannot be covered by t + m − 1 lines.
However, for any x ∈ Km, the set Km \ {x} can be covered by t + m − 1 lines with p-adic
slope at most p−k+mℓ if m ≥ 1, and at most p−k+1 if m = 0.

Proof. We proceed by induction in m. For the base case m = 0, the conclusion follows from
Lemma 26 (iii). Assume now that m ≥ 1, and that the proposition has been proved with m
replaced by m− 1. We will prove it for m.

We first prove that Km cannot be covered by t+m−1 lines. Assume towards contradiction
that Km is covered by the lines L1, . . . , Lt+m−1, and that am ∈ L1. Suppose first that L1

contains two distinct points x, y ∈ K ′
m. By Lemma 27, L1 must have p-adic slope at most

p−k+mℓ. Since we also have Km−1 ⊂ R × pk−mℓR, it follows that L1 ⊂ R × pk−mℓR. In
particular, L1 cannot contain am = (pm, pk−mℓ−1), contradicting our assumption.

Therefore L1 contains at most one point of K ′
m. It follows that at least one of the

sets Km−1 and (Km−1 + (pmℓ, 0)) is covered by the remaining lines L2, . . . , Lt+m−1. This
contradicts the inductive hypothesis for m − 1. Hence Km cannot be covered by t + m − 1
lines.

We now prove that Km \{x} can be covered by t+m−1 lines for any x ∈ Km. If x = am,
then Km \ {x} = K ′

m can be covered by the t + m− 1 lines L(1,0)((0, jp
k−1)) for j = 1, . . . , t

and L(1,0)((0, p
k−jℓ+1)) for j = 1, . . . ,m − 1. Assume now that x ∈ K ′

m. Then x is one of

the points y, y + (pmℓ, 0) for some y ∈ Km−1. Let Lt+m−1 be a line through am and the
remaining one of these two points. Now, without loss of generality we assume x = y ∈ Km−1.
We are left with the set

(Km−1 \ {x}) ∪ ((Km−1 \ {x}) + (pmℓ, 0)).

By the inductive hypothesis, Km−1 \ {x} can be covered by t + m− 2 lines L1, . . . , Lt+m−2,
all with slopes at most p−k+mℓ. We claim that whenever one of these lines passes through a
point z ∈ Km−1, it also passes through z′ = z + (pmℓ, 0). Indeed, we may write the line as
Lb(z) with b = (1, pk−mℓu) for some u ∈ R. Then z − z′ = (pmℓ, 0) = pmℓb, and z′ ∈ Lb(z) as
claimed. Hence, L1, . . . , Lt+m−2 cover both Km−1 and Km−1 + (pmℓ, 0)). This concludes the
proof of the proposition.

5.3 Upper bound for p-adic lines

We say that a set S of points in Rn is nearly covered by t lines if each proper subset of S is
contained in the union of some set of t lines, but no set of t lines contains S itself.

Theorem 29. If S ⊆ R2 is nearly covered by t lines, then |S| ≤ t
(
1 + k−1t

)k
+ 1 if t ≥ k,

and |S| ≤ t2t + 1 if k ≥ t.

Proof. For 0 ≤ ℓ ≤ k, denote by f(ℓ, t) the largest number of points in any set T such that

1. T is contained in the intersection of a line L and a p−ℓ-cube Q, and

2. for each point P ∈ T , there is a set LP of at most t lines such that T \{P} ⊂
⋃

L′∈LP
L′

and P /∈
⋃

L′∈LP
L′.

Clearly, f(k, t) = 1, since each cube on scale k contains a single point. We claim that,

f(ℓ, t) ≤ max
0≤j≤t

(j + 1)f(ℓ + 1, t− j) (8)

for 0 ≤ ℓ ≤ k − 1.
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Indeed, let T , L, and Q be as above. Suppose that T has nonempty intersection with
exactly j+1 distinct p−ℓ−1-cubes Q1, . . . , Qj+1 contained in Q. Let Q′ = Qj0 be one of them,
let P ∈ T ∩Q′, and denote L = LP .

Let L′ ∈ L. By Lemma 22 part (ii), there is a cube Q̃ on some scale ℓ̃ such that
L ∩ L′ = L ∩ Q̃ = L′ ∩ Q̃. We have L′ ∩ L ∩ Q ̸= ∅; on the other hand, P ∈ L ∩ Q
and P ̸∈ L′∩Q, so that L′∩L∩Q′ ⊊ L∩Q. It follows that ℓ̃ ≥ ℓ+1, and that Q̃ is contained
in one of the cubes Qj .

We can thus partition L into L1 = {L′ ∈ L : L′∩L ⊆ Q′} and L2 = {L′ ∈ L : L∩L′∩Q′ =
∅}. Furthermore, if L′ ∈ L2, then L′ ∩ L ⊆ Qj for some j ̸= j0. Since for each j ̸= j0 there
must be at least one such line, we have that |L2| ≥ j, and so |L1| ≤ t − j. Since the choice
of P was arbitrary, this implies that |T ∩Q′| ≤ f(ℓ + 1, t− j), and Eq. (8) follows directly.

From Eq. (8), we see that f(0, t) ≤
∏

0≤i≤k−1(ji + 1) for some set of integers ji such that

each ji ≥ 0 and
∑

ji = t. Maximizing this function, we see that f(0, t) ≤ (1+k−1t)k if t ≥ k,
and f(0, t) ≤ 2t if k ≥ t. Since each proper subset of S is contained in the union of t sets
that satisfy the above hypotheses for T with ℓ = 0, the conclusion of the theorem follows
immediately.
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