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ABSTRACT. New finite energy traveling wave solutions with small
speed are constructed for the three dimensional Gross-Pitaevskii
equation

¥y =AY + (1— Y)Y,
where V¥ is a complex valued function defined on R® x R. These
solutions have the shape of 2n + 1 vortex rings, far away from
each other. Among these vortex rings, n + 1 of them have posi-
tive orientation and the other n of them have negative orientation.
The location of these rings are described by the roots of a sequence
of polynomials with rational coefficients. The polynomials found
here can be regarded as a generalization of the classical Adler-
Moser polynomials and can be expressed as the Wronskian of cer-
tain very special functions. The techniques used in the derivation
of these polynomials should have independent interest.

1. INTRODUCTION

In this paper, we are interested in the existence of solutions with
the shape of multiple vortex rings, to the nonlinear Schrodinger type
problem

(1.1) Y, = AY + (1 - |‘F|2)‘Y,

where A = a;l + 852 + 853 is the Laplacian operator in R3. Equation
(1.1), usually called Gross-Pitaevskii equation (GP), is a well-known
mathematical model arising in various physical contexts such as non-
linear optics and Bose-Einstein condensates, see for instance [30].

Traveling wave solutions of the GP equation play important role
in its long time dynamics. If ¥ is a traveling wave type solution of
the form

Yy, t) = d(y1 y2, ys —ct),
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then i (71, 72, i3) will be a solution of the nonlinear elliptic problem

(1.2) _icdT _ aa g (1— |a|2)a.
973

The existence or nonexistence of traveling wave solutions to (1.2)
with i — 1 as |jj| — oo has attracted much attention in the liter-
ature, initiated from the work of Jones, Putterman, Roberts [22, 23],
where they studied the equation from the physical point of view and
obtained solutions with formal and numerical calculation. They car-
ried out their computation in dimension two and three, and find that
the solution branches in these two cases have different properties. In
particular, in the energy-momentum diagram, the branch in 2D is
smooth, while the branch in 3D has a cusp singularity. In any case,
the solutions they found have traveling wave speed c less than /2
(the sound speed in this context, appears after taking the Madelung
transform for the GP equation).

A natural question is whether there exist solutions whose travel-
ing speed is larger than the sound speed. In this respect, the nonex-
istence of finite energy solutions with ¢ > /2 is rigorously proved
by Gravejat in [18, 19]. This result is also true for ¢ = v/2 in R?, but
the higher dimensional case is still open.

The first rigorous mathematical proof of the existence is carried
out in [10], where solutions in 2D with small traveling speed are ob-
tained using mountain pass theorem. Later on, the existence of small
speed solutions in dimension larger than two are proved in [11], also
based on the mountain pass theorem. In [9], a different approach,
minimizing the action functional with fixed momentum, is applied
to get the existence of solutions with large momentum in dimension
N > 3. This method is further developed in [8] to dimensions 2
and 3, yielding existence in dimension 2 for any constrained value
of the momentum and existence in dimension 3 when the momen-
tum p > pg for some threshold value py > 0. The asymptotic profile
of these solutions are also studied in the above mentioned papers.
In particular, for ¢ close to 0, in 2D, these solutions have two vor-
tices and around them, the solution is close to the degree one vortex
solution of the the Ginzburg-Landau equation; while in 3D, the solu-
tions have the shape of a single vortex ring. See also [12] for related
results. We also refer to the paper [7] by F. Bethuel, P. Gravejat and J.
Saut and the references therein for more details and discussions.

The question of existence for all traveling speed ¢ € (0,/2) is
quite delicate. It is proved by Maris in [27] that in dimension N > 2,
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one can minimize the action under a Pohozaev constraint, obtaining

solutions in the full speed interval (0,v/2). Unfortunately, this ar-
gument breaks down in 2D, thus leaving the problem open in this
dimension. Recently, Bellazzini-Ruiz [2] proved that the existence
of almost all subsonic speed in 2D, using mountain pass argument.
They also recovered the results of Maris in 3D.

Note that when the parameter ¢ = 0, equation (1.2) reduces to the
Ginzburg-Landau equation:

(1.3) Au+u (1— |u|2> = 0.

In R?, for each T € Z\ {0}, it is known that the Ginzburg-Landau
equation (1.3) has a degree T vortex solution. In the polar coordi-
nate, it has the form S; (r) ¢’™. The function S is real valued and
vanishes exactly at r = 0. It satisfies

1 T2 ,
S~ ~Si+ 550 =S (1 - s%) in (0, +00).

This equation indeed has a unique solution S with S; (0) = 0 and
Stz (+o0) = Tand S (r) > 0. See [17, 31] for a proof.

Recently, based on the vortex solutions of the Ginzburg-Landau
equation, multi-vortex traveling wave solutions to (1.2) were con-
structed in [25] using Lyapunov-Schmidt reduction method. These
solutions have @ pairs of vortex-anti vortex configuration, where
the location of the vortex points are determined by the roots of the
Adler-Moser Polynomials. It is worth pointing out that the Adler-
Moser polynomials arise naturally from the rational solutions of the
KdV equation. We also mention that as c tends to \/ﬁ, a suitable
rescaled traveling waves will converge to solutions of the KP-I equa-
tion, which is an important integrable system, see [6, 13]. Interest-
ingly, the KP-I equation is actually a two dimensional generalization
of the classical KdV equation. Hence in the context of GP equation,
we see the KP-I equation in the transonic limit and KdV in the small
speed limit. The inherent reason behind this phenomena is still to
be explored. As a related result, we would like to mention that nu-
merical simulation has been performed in [14] to illustrate the higher
energy solutions of the GP equation.

Denote the degree 1 vortex solutions of the Ginzburg-Landau
equation (1.3) as

v, = €95 (r),v_ =e 5 ().
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To better explain our main result in this paper, let us recall the fol-
lowing result proved in [25], which provides a family of multi-vortex
solutions in dimension 2.

Theorem 1.1 ([25]). In R?, for each n < 34, there exists co > 0, such that
forall c € (0,cp), the equation (1.2) has a solution u., with

n(n+1)/2

ue=J] [v+ (z—c‘lpk) v_ <z+c‘1pk>] +0 (1),

k=1
where py, k =1, ...,n (n+1) /2 are roots of the Adler-Moser polynomials.

In this paper, we construct new traveling waves for c close to 0
in 3D. The solutions will have multiple vortex rings. By our con-
struction below, it turns out that the location of the vortex points are
closely related to the following system (Balancing condition):

m n
Z ak a; Z = —n, fork = 1,...,7’7’1
(1.4) j=Lizk =t
Z b Z b—a; — fork=1,..,n
j=Lj#k j=1
Here a;,j = 1,..,m, by, ¢ = 1,..,n, are complex numbers in the

z = x1 + ixp plane. The integer m actually denotes the number of
positively oriented vortex rings and n denotes the number of nega-
tively oriented ones. Moreover, the solvability of our original prob-
lem is related to the nondegeneracy of the linearized operator dF of
the map F defined by (5.2).

The make our construction possible, the solution aj, b, to the sys-
tem (1.4) has to satisfy some symmetric properties. We therefore in-
troduce the following condition:

(M). m > n. The points a;, by, j = 1,...,m, £ = 1,...,n are all distinct.
The set of points of {ay, ..., an} and {by, ..., b, } are both symmetric
with respect to the x; axis.

The existence and nondegeneracy of symmetric (a;, b,) are con-
sequences of generalized Adler-Moser polynomials which will be
studied in Section 5 and Section 6.

We use Lyapunov-Schmidt reduction method to construct multi-
vortex ring solutions. Our main result is the following;:

Theorem 1.2. Suppose aj, by, j = 1,...,m, ¢ =1,..,n is a solution of
(1.4) satisfying condition M and the linearized operator dF of (5.2) is
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non-degenerate at this solution in the sense defined in Section 5. Then
for all e > 0 sufficiently small, there exists an axially symmetric solution

u = u(y /y% + y%, y3) to equation (2.2), and u has m positively oriented
vortex rings and n negatively oriented vortex rings. The distance of the
vortex rings to the axis is of the order O(e~1), while the mutual distance of
two vortex rings are of the order O(e~1/|1Ine)|. After scaling back by the

factor €| In¢€|, the position of the vortex rings in the (xq,x3) plane is close
to suitable x1-translation of those points {ay, ..., am, b1, ..., by }.

More precise description of the solutions can be found in the course
of the proof. From the proof in Section 5, we can see that in the case
of two positively oriented vortex rings and one negatively oriented
vortex ring, there exists solutions to (1.4) and the corresponding lin-
earized operator of (5.2) is non-degenerate. Hence one can construct
traveling wave solutions with three vortex rings. We also show in
Section 5.2 and Section 6 that (1.4) has solutions satisfying M, pro-
vided that m = n + 1. (Surprisingly, if m —n > 1, we have not found
any solutions satisfying M.) When m = n + 1 the location of the
vortex points are determined by the roots of generating polynomials
which have recurrence relations and can be explicitly written down
using certain Wronskians. These generating polynomials are natural
generalizations of the classical Adler-Moser polynomials. We refer
to Section 6 for more details.

Let us point out that traveling wave solutions of the Schrodinger
map equation with single vortex ring has been constructed in [24].
In principle, our method in this paper can also be applied to this
equation and other related equation such as the Euler equation.

The dimension three case (with obvious extension to higher di-
mensions) studied in the present paper actually has some new prop-
erties compared to the 2D case. Roughly speaking, the main dif-
ference of the 2D and 3D case is the following. In 2D, the vortex
location of our solutions is determined by the Adler-Moser polyno-
mials. These polynomials can be obtained by method of integrable
systems and are well studied. However, in 3D, due to the presence
of additional terms in the equation, the vortex location is not deter-
mined by Adler-Moser polynomials. Indeed they are determined by
a sequence of polynomials, which can be regarded as a generaliza-
tion of Adler-Moser polynomials, and up to our knowledge, are new.
We have to find these new generating polynomials using some tech-
niques from the theory of integrable systems. This step is nontrivial
and may have independent interest.
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If we rescale the Gross-Pitaevskii equation x = e~ 1%, then the dis-
tance between the locations of the vortex rings obtained in Theorem
1.2 is of the order (9(“01?). Note that this distance is much smaller

than the leapfrogging region in which the distance between the vortex
rings is of the order O(———). For the dynamics of vortex rings in

\/|loge]

the leapfrogging region for the Gross-Pitaevskii equation we refer to
Jerrard-Smets [21] and the references therein.

The paper is organized as follows. In Section 2, we formulate the
3D problem as a two dimensional one. In Section 3, we introduce
the approximate multi-vortex ring solutions and estimate their error.
Section 4 is devoted to the study of a nonlinear projected problem.
This is more or less standard. The main part of the paper is Section
5 and Section 6, where we get the reduced problem for the position
of the vortex points and study some generating polynomials whose
roots determine the location of the vortex rings.
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no. 11801421, and no. 12071357. Y. Liu is partially supported by
NSFC no. 11971026 and “The Fundamental Research Funds for the
Central Universities WK3470000014”. J. Wei is partially supported
by NSERC of Canada. We thank Professor D. Ruiz for some useful
suggestions.

2. FORMULATION OF THE PROBLEM

We are looking for a solution to problem (1.1) in the form

Y(yt) =i (yl,yz,yg - ct).
Then @ must satisfy

il
2.1 —ic— = Ad + (1 —|a|?)a.
(2.1) 35 (1—i]?)

Let e > 0 be a small parameter. We would like to seek solutions with
traveling speed ¢ = ¢|In¢|. Equation (1.2) then becomes

(2.2) —ie| lne|a—u = Al + (1 — |i|*)i.
ay3

We require the solution i satisfies

i(y) — las|y| — oo.
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We are interested in the solutions axially symmetric with respect to

the y3 axis. Let us introduce x1 = 4 /y% + y%, Xy = Y3, and

z = X1+ ixp, u(x1, X2) = A(y1,Y2,¥3)-
Then we get the following equation satisfied by u:
, ou 1 du ”
(2.3) —ie] 1n£|a—x2 = Dy )t + P + (1 — |ul)u,
with boundary conditions
a—xlu(O,xz) =0, u — las|z| — co.

Observe that the problem (6.2) is invariant under the following
two transformations:

u(z) = u(z), u(z) — u(-2).

Thus we impose the following symmetry on the solutions u:

Y ={u(z) =u(2), u(z) = u(-2).}
This symmetry will play an important role in our analysis. As a con-
clusion, if we write

u(x1, x2) = ur(x1, x2) + iz (x1, x2),
then u; and u; enjoy the following conditions:

uy(x1,x2) = ug(—x1,x2), uq(x1,x2) = up(x1, —x2),

(2.4) Mz(xllxz) = uz(—xlfxz), uz(xl,xz) = —Mz(xlf—xz),
Jouq B duy -
a—xl(of x2) =0, ox; (0,x2) =0.

We now have a two dimensional elliptic system with Neumann
boundary condition 837“1(0, x3) = 0. Compared with the two di-
mensional problem studied in [25], there are two differences: Firstly,
there is an extra term %1387”1 ; Secondly, the coefficient in front of 887”2
becomes ¢ In¢|, instead of ¢.

Some remarks are in order. We aim to construct multi-vortex ring
solutions to (2.2). For single vortex ring, one can use vt (x — p)v~ (x +
p) as a good approximate solution for the equation (6.2). But for

multi-vortex rings, the vortex-anti vortex pairs are not good enough

because of the extra term xila%”l and the Neumann boundary condi-

tion. So we need to use more accurate approximate solution which
we will explain in the next section.
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3. THE APPROXIMATE SOLUTION

In this section, we would like to define a family of approximate
solutions for the equation (6.2).

3.1. The first approximate solution. We consider K distinct points
pj = (Pj,lf p]-,z), j=1,.., K, lying in the right half of the z plane. Let
us define p;F = —pjforj=1,---,K. We also denote pr,; = p;‘ for
j = 1,---,K. Intuitively, these points represent the location of the
vortex rings. We also suppose that the set of points {py, ..., px} is
symmetric with respect to the x; axis. Moreover, we will assume:

(A1)

3.1) o =mingsii<pi<xilpe — pil} ~ ﬁ
and

Pl ~ 2

Pia1 e
forj=1,---,K.

n order to understand more clearly the difference between the 2D
and 3D case, let us now following the strategy of [25] to define an
approximate solution.

Let S = Sj be the function associated to the degree one vortex so-
lution of the Ginzburg-Landau equation, defined in the first section.
Define ,

uj = S(|z - p]-\)e”fef, j=1---,K,
where 0; is the angle around p;, 7; = +1 or — 1, corresponding to the
degree +1 vortex. We then set

= S(z = pye T, f= K 2K

where 6 is the angle around p;. The reason of defining these func-
tions is the following: Projecting a vortex ring onto the z plane, we
get two circles in the right and left plane with different orientation.
Here u; and u;, i can be viewed as a vortex-antivortex pair.

We now define the first approximate solution as

(3.2) U= H}’Cluj.

We will see that this approximate solution is not good enough to
handle the 3D case and later on we will introduce a refined approxi-
mate solution. Note that at this moment, we still haven’t decided the
sign of the degree of the vortex. This will also be done later on.
Since each vortex in the right half plane has a vortex in the left
plane with opposite sign, we can check directly that U — 1 as |z| —
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co. We will see that the approximate solution satisfies the boundary
and symmetry condition (2.4). In fact, by the choice of the vortex
points, one has

Lemma 3.1. The approximate solution U has the following symmetry:
U(z) =U(z), U(z") = U(z)
where z* = —Z.

Proof. This is the result by the definition of the vortex points. Since
v_(z) = v4(z), one has

U(z") =TI, [uj(z* — pjlug(z* = p})]
= I [ui((z — p}) iy (2 = pj)*)]
= 11 [ucyj(z — p)ui(z — py)] = U(2),

and since the points {p;} are invariant with respect to the reflection
across the x1 axis, we have

U(z) =TT [uj(2 — pj)ucj(Z — p})]
= T, [@(z — pj)iicj(z — pp)] = U(2).

This finishes the proof.
O

3.2. The error of the first approximate solution. Firstly, we estimate
the error of the first approximate solution U. Since it satisfies the
symmetry and boundary condition (2.4), one only need to consider
in the domain {x; > 0}.

Recall that the degree +1 vortex satisfies

S(r) + 5(r) — 5S(r) + (1~ $)S =0,
It has the following properties([29]):

Lemma 3.2. The vortex solution satisfies the following properties:
@(i). S(0) =0, S'(r) >0, S(r) € (0,1);
(i) S(r) =1— 35 +0(%) asr — oo;
(iii). S(r) = agr — 21> + O(r) as r — 0 where ag is a positive con-
stant.

In this subsection, we are going to estimate the error caused by the
first approximation U. Use E; to denote the error :

ou
Ey = ie|Ine|z— + AU+ (1 - uAHu + —~—.
2
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We have
AU = A(uy - - - upx)

K
= ZZ(AugHj?gguj) + ;g Vg - Vuilliyjuy.
—1 i

On the other hand, writing p; = |uj|* — 1, one has

1=+ -
] =

where Q; = Y i, <..<;, (0, - - - p;;). Using the fact that Au; — pju; =
0, we get

2
AU+ (1 — |U|2)U = Z(Vug . Vujl_[t#,]-ut) —-u Z Q]
iZ =
Let

Z 7j(6; — Oxc+4),

and

ri=lz=pjl, ;=2 —qjl, 11 = x1 = pj1, 12 = X2 — pj2-
We have

LU _ 17 g 9 1k o) ) i 220 |
i = a9 g (S (S (i) +ie 0 SR S (r)S (i)

2K S/ :
_ (Z 1 (r])r]1+i@>u

X1 S( ) 1"] X1 ax1

Similarly, there holds
ou 2K
a_X2 = 21 ale/l]'Hg#jug
]:

_ <2IC S/(T]')T’]’_Iz i%)u.
=1 S(T’]) 7’]‘ axz
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Combining the above computations, we obtain
B= Y e Yy
U]

2K /
1S (1’]) 1”]1 1 8900
+(2x1 S(rj) i x1 8x1>u

J=

. 2K 5 (r )7’]2 .09
+18]1ns|<]; S0y 7, +i ax2>u.

In the sequel, we denote |p; | by d;. Direct computation yields

K d0;  db;

900 Y gl - 2

axz =1 8x2 8x2
L —Pir X1 — p;il
=27 [ 2 2 ]
j=1 ] K+j
K 2dj(xf — piy — (2= pj2)?)

= Z Tj 2,2 :

j=1 jTK+j

We also have

1Wm,lzrﬁﬁ_wmq
X1 8x1 X1 =1 J 8x1 8x1

1 X2 — sz X2 — Pf,z
———Z e
] K+j

Observe that -1 o a ' % contributes to the imaginary part of the error E;.
Note that away from the vortex point p;, this decays only at the rate

C)(r%
antivortex pair is not enough to be a good approximate solution.

), which is not sufficient for our construction. Hence the vortex-

3.3. The reference vortex ring. In order the get rid of these singu-
larities, one need more accurate approximations for the vortex ring.

In [21], leap frogging behavior of the vortex rings to the GP equa-
tion has been analyzed. Indeed, our construction in this paper is
partly inspired by these leap frogging behavior. Following the anal-
ysis performed in [21], we introduce the potential function A,, which
satisfies the following equation:



12 WEIWEI AO, YEHUI HUANG, YONG LIU, AND JUNCHENG WEI

A, =0o0nodH,

where H = {(x1,x,) € R?, x; >0} and a € H.

For the region {x1 < 0}, we consider the odd extension of A,. The
expression of A, can be integrated explicitly in terms of complete
elliptic integrals (see [20, 21]). We emphasize that in the literature,
there are different notations concerning the definition of complete
elliptic integrals, mainly about its arguments.

Letr := r, = |z —a|. When r, = o(|a1|), one has the following
asymptotic behavior

(3.3) { —div(%V(xlAa)> =21, in H,

_ i _ Taiin e
(3.4) Aq(z) = (1n - +3In2 2) —|—O<a1|ln . )
and
1 1
(3.5) 0r A, = 7 + O(a),
and for x; — 0
2
(3.6) Ay(x1,x0) = X1y as 1 — 0.

a3 +x3 m
Up to a constant phase factor, there exists a unique unimodular
map u} € C®°(H \ {a},S') such that
(3.7) xq(iu}, Vul) = x1j(u}) = —V+(x14,),
where
j(u) =u x Vu = (iu, Vu) = Re(iuVi).
In the sense of distribution, we have

{ div(x1j(ug)) = 0,
curl(j(uk)) = 27é,,

and the function u} corresponds to a singular vortex ring centered at

a.
If we denote by u? = /%, then by (3.7), one has

(38) 81(pa = azAa, az(Pa = x—la—xl

So from the definition of ¢, and the boundary condition of A,, one

has
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X1 8x1

Aga+ L% = 0inH,
91¢,(0,x2) = 0 on 0H.

Moreover, using the relation of ¢, and A, in (3.8), one has

_ 1oy 1. m ra
(3.9) V(pu—rav ra—l—O(x1 logru)for al—)O
and
(3.10) |V a| < ¢ forr, > 1
: Pa <1, forre =1

So near the vortex point a, V¢, can be viewed as a perturbation of
V,.

3.4. Improvement of the first approximate solution. We will use 1),

instead of the vortex-anti vortex pair ¢!%=c+)) to define a more ac-
curate approximate vortex ring. In view of the symmetry condition
(2.4), the vortex ring associated to a point a € H will defined to be

S(lz —al)S(|z — a*|)u; (x) = S(|z — a])S(|z — a*])e® =),
We can also decompose ¢, as
Pa(z) = 0a(2) — b (2) + Fa.

Note that the difference ¢, can be analyzed around the vortex point
a using the asymptotic behavior of A.
Define

K K
Pa =) TiPp = 9o+ ) TiPp; := Qo+ Pp-
j=1 j=1

Then our final approximation will be defined as
U(x) = U(x)e'Pr = H]Z’:CISF,]. (x)e'?d,

Namely, we replace the function ¢y by ¢, in the first approximate
solution. Since {p;} satisfies (A1), one can see that the new approxi-
mate solution will satisfy the symmetry condition (2.4).
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3.5. Error of the final approximation. Now the new error becomes

0

el ne| Y au 4+ (1= P+ LM
aX2

= Ep1 + En.

Here Ej; is the first term in the left hand side. We use B;(p) to denote
the ball of radius / centered at the point p. We have the following
error estimate:

Lemma 3.3. There exists a constant C such that for all small € and all
points p; satisfying (A1), we have

Y I E2lls(sy(py)) < Cellnel.

Moreover, we have E; = ild[R1 + iR3], with Ry, Ry real valued and

2K 1-6
O ™)
IR1| < C ,
Z 1+r])3

%O 1(5
IRy| < C
1—|—r]

forany é € (0,1), if |z — pj| > 1 forall j.

Proof. We compute, in B§ (p]-),

u _ LS |
Pd
311 BXQ axz + ZUV(Pd
3.11) K g (r )7’]2

= +iVoy|U.
[]._1 S(r]) ri (Pd]
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Hence in (U]Z’:ClBg(p]-))C, by (3.10), we have

We also have
||lie| Ing| GX2Z/I]]L9(U],{er3}) < Ce|Ine].

Note that the L*® norm is not bounded near pjs due to the presence
of In rj term.
Next, letting S; = S(r;) and using the fact that

S;
AS;— L+ (1-5%)s; =0,

2
]
one has
1 oU
2K 2K
1 | S'( )
(3.12) :u[j_lg— V| + Z S(r Ox, ZQJ
2K S’(r‘)
+2i Y —LVr - Vo,
]._Zl S(ry) Y ]
where we have used the fact that
Apg+ —=—¢a =

By carefully checking the terms, using (3.4)-(3.10), away from the
vortex points, one has
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Re[@} 2K 0(81—5)

il == (1+77)%

Im[@} 2K 0(8175)
i1 — =1 (1 + 1’])

Moreover,
IE22l 1oy ri<3y) < Cellnel.

Combining the estimates for Ep; and Ej», we obtain the desired esti-
mates.
O

4. LINEAR THEORY

Now we set up the reduction procedure. The linear theory we use
here will be the same one as that of [25]. We recall the framework
developed there in the sequel. As usual, we shall look for a solution
of (6.2) in the form:

(4.1) wi= (U+Un)x+(1—x)Ue,

where y is a cutoff function such that
2K
x(x) =) x(x—p))
j=1

and ¥(s) = 1fors < land ¥(s) = Ofors > 2 and n = 11 + 12i
is complex valued function close to 0 in suitable norm which will be
introduced below. We also assume that 7 has the same symmetry as
U. Note that near the vortice, u is obtained from ¢/ by an additive
perturbation; while away from the vortice, u is of the form U/e”. The
reason of choosing the perturbation 7 in the form (4.1) is explained in
Section 3 of [16] and also in [25]. Essentially, the form of the pertur-
bation far away from the origin makes it easier to handle the decay
rates of the error away from the origin.

The conditions imposed on u in (2.4) can be transmitted to #:

171(x1,x2) = 171(—x1,x2), 171(x1,x2) = —171(x1, —Xz),
az ) =mloxx), nl ) =ni ),
M 0,0) =0, 22(0,xy) =0,

8x1 axl
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In view of (4.1), we can write u = Ue'l + -y, where
yi=xU(1+ny—¢l).

Note that 7y is localized near the vortex points and of the order o(7),
for # small.
Set A:= (x+ (1 — x)e’)U. Then u can be written as

u=Unx+ A

Following the computation in [25], we get

(1 — |u|2) u=Unx+ A (1 — |UeT + 7|2> .
The equation for 7 becomes
43)  —AL (1) = (1+n) xE2 (U) + (1 = x) e"E2 (U) + No (1) ,
where E; (U) represents the error of the approximate solution ¢/, and
(4.4) Ly = isaa—:z—{—Aiy+2u1Vu-V17—2|u|2171+xllaa—JZ,
while Ny is 0(77), and explicitly given by

No () = (1= x)Ue" |V |* +ie| Ine| (U (1+1 — 7)) dupx

1
+x—(U(1+17—e”))8x1x+2V(Z/{(1+17—e’7))-V)(+Z/{(1+17—e’7)AX
1

— 20 [UP a0 = (A+Unx) [UP (20 =1=2m) + |7 +2Re e 7))
Let us write this equation as
(4.5) L () =-U"E2(U)+N(y),
where

N(p) = = Ul (& =1 -2 ) + |V

1

+ie| Inel AT (U (147 — 7)) 9, x + T, U+ —e))oxx
1

+2A Y U1+ —e)) -V

+ AU A+ - Ax — A Ux | Vi[> = |y]* — 2Re (Ue'T)

+ A Unx [Z/{*lEZ U) —2|U)* g —|U)? (ez’h -1- 2171> —|7]* = 2Re (Ue7)| .

This nonlinear equation, equivalent to the original GP equation, is
the one we eventually want to solve. Observe that in N (1), except
U* (2 —1—2171) — |Vn|*, other terms are all localized near the
vortex points.
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4.1. A Linear problem. By the definition of our vortex configura-
tion, one can see that the terms contain ¢|In¢| and x1_1 can be viewed

as small perturbation near the vortex points.
Let us first consider the following linear problem:

(4.6) L(y)=h, Re/zu_nZg]- =0, 1 satisfies (4.2),
R

where
. U
Zyj = agNVuypo(x),ap = —,
Uy

and gy is a cutoff function centered at p, with support in B% (o).
We shall establish a priori estimates for this problem. The following
weighted norms and linear theory has been studied in [25].

Recall that ri, j=1,---, K, represent the distance to the j-th vortex
point. Let w be a weight function defined by

w(z) == (f (1 +r]-)1> 1.

=1

This function measures the minimal distance from the point z to
those vortex points. We use B, (z) to denote the ball of radius a
centered at z. Let a,0 € (0,1) be small positive numbers. For com-
plex valued function 1 = 11 + 7721, we define the following weighted
norm:

Il
= lllwzsoes) + || Ly o+ [ A9+ 19%m)

L>(w>2)

Vi (1) = Vi (22)] + [ V271 (z1) — V271 (22)]
w (Z)—Z—(T—IX

+ sup sup

[
2€{w>2} 21,22€ By 3(2) |21 — 22

Nl sy + [0 0]y + 079

Lo (w>2 L (w>2)
(w (z)Ho e V2 (z1) = V2 (22) |)
(2)

|21 — 22"

+ sup sup
ze{w>2} 21,20E€By 3

+ sup sup
ze{w>2} z9,2p€By, /3

W (2)2H V2112 (21) — V172 (22) | .
(2) |21 — 22"

Basically, the norm means that the real part of 7 decays like w177
and its first and second derivatives decay like w277, Moreover, the
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imaginary part of 7 only decays as w7, but its first and second de-
rivative decay as w177 and w2~ respectively. It is worth mention-
ing that the Holder norms are taken into account in the definition
because eventually we shall use the Schauder estimates. Moreover,
near the vortex points, we use the L¥ norm, because the L™ norm is
not bounded there.

On the other hand, for complex valued function h = h; + ihy, we
define the following weighted Holder norm

R 140
[l 2= lhlisocsy + [0
+ Hw2+(7v],ll + Hw2+(7h2H
L (w>2) L®(w>2)
+ sup sup (ZU (Z)Z—HT—HX |Vhl (Zl) — vill (ZZ)‘>
ze{w>2} 21,22y 3(2) |21 — 22

+ sup sup (w (z)*To 2 (1) — hz,x(zZ)‘) .
ze{w>2} z1,2p€By,/3(2) |Zl - 22’

This definition tells us that the real and imaginary parts of & have
different decay rates. Moreover, intuitively we require /; to gain
one more power of decay at infinity after taking one derivative. The
choice of this norm is partly decided by the decay and smooth prop-
erties of Ex(U).

We have the following a priori estimate for solutions of the equa-
tion (4.6).

Lemma 4.1 (Proposition 4.5 in [25]). Let € > 0 be small. Suppose 17 is a
solution of (4.6) with ||h||,, < oo. Then

7]l < Ce=7 [Inef || ],
where C is a constant independent of € and h.
We now consider the following linear projected problem:
L) = h+ X34 Y cZ4j,

(47) Re f]Rz Z/{_ﬂZg] dx = 0,
1 satisfies (4.2).

We state the following existence result:

Proposition 4.2. There exists constant C, depending only on a, o such
that for all € small, the following holds: if |||« < oo, there exists a unique
solution (17, {cy;}) = Te(h) to (4.7). Furthermore, there holds

5]l < Ce=7|Ine|||A] .
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Proof. The proof is similar to that of Proposition 4.1 in [16]. Instead
of solving (4.7) in IR?, we solve it in a bounded domain first:

() = h+ X35 Yiy cijZij, Re s, UnZyidx = 0in By (0)
7 = 0on dBy(0),
n satisfies the condition (4.2),

where M large enough. By the standard proof of a priori estimates,
we also obtain the following estimates for any solution 7, of the
above problem with

l7mll < Ce™7 [ Incef || ][ s

By working in the Sobolev space H}(By), the existence will follow
by Fredholm alternatives. Now letting M — oo, we obtain a solution
of the required properties.

O

4.2. Projected nonlinear problem. From now on, we will denote by
Te(h) the solution of (4.7). We consider the following nonlinear pro-
jected problem: :

u
L(p) + 28+ N(p) = 05 12 e,
(4.8) Re [p2UnZyidx =0,
1 satisfies the condition (4.2).

Using the operator T, defined in Proposition 4.2, we can write the
above problem as
Ey(U
7= T2 N = aa.
Using the error estimates in Lemma 3.3, we have for rjn e 1
é gl—=0 é gl—=o

)~ S, I

R ~ .
e( ] U ) r}‘.‘

More precisely, if one check the express of the error, and using the
explicate expression for A, in Section 2, one can check by direct cal-
culation that for rp >> e 1

E2 81—(5 81—5
=)~ ——, Im
)~ S

Taking this into account, one has

et E2 ()]s < Ce'°

Re(

)~

E
7/ 3
U r;
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forany 6 > 0.
Let

n € B:={[yll < Ce'F}
for B € (6 4+ ,1). Then using the explicit form of N(7), we have

IGe()|l+ < CUIN) s + U E(U) || 4x) < Ce'7F
and

1Ge(n) = Ge()l+ < o(1) ]l = 7]l

for all 7, 7 € B. By contraction mapping theorem, we obtain the
following;:

Proposition 4.3. There exists constant C and B small, depending only on
«, o such that for all e small, the following holds: there exists a unique
solution (11 (py, {¢ij}) = Te(h) to (4.8). Furthermore, there holds

Il < Ce'~F,

and 11\ is continuous in {p;}.

5. THE REDUCED PROBLEM AND THE MULTIPLE VORTEX RINGS
SOLUTIONS

5.1. The reduced problem. To find a real solution to problem (4.5),
we solve the reduced problem by finding the positions of the vortex
points {p;} such that the coefficients c;; in (4.8) are zero for small e.
In the previous section, we have deduced the existence of 7 to the
projected nonlinear problem:

E Vu;
Ly + ﬁz +N(n) = chu—j]pj(x).
]
So ¢j = 0 is equivalent to
E, o
(5.1) Re /}Rz wj[Ly + 2+ N(n)|Vigdx = 0.
By the relation of u;IL. and Lo(¢;) where ¢; = u;n,

L (i) = Lo(¢;) +o(%)¢p

where
Lo(¢) = A + (1 — S*)¢p — 2Re(ilogp)up.
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One has, by integration by parts,

_ 1
Re/]R2 uilly Vijdx = Re/IR2(L0+O([7

= Re /IR2 cijg(Vﬂ]')dx + O(S) = O(S),

)(P] Vﬁjdx

and using the expression of N(¢),

Re /IRZ uiN(n) Vijdx = o(e).
We now compute

Er _
Re/]R2 ujUVujdx.

Recall that one can write U as uja;, where a; = ﬂg#jugei(Pp, near each
vortex point p;. By (3.11) in Section 3, we have

E
Re ﬂVﬂ]-clx
R2 oj

. S'(rj)rjia . S'(r;) , 2
= Re(ie| In¢l) /11{2 [S(rj) T + 10y, 4] (mVrj — ZTjVGj)S (rj)dx
+o(e)

X2

= —¢|Ine|T; /IR2 SS'(r) (3x2(/)d - ”roV(%)dx +o(e)
—_ , ' (X, - X2
= —¢|Ine|T; /IRZ SS (r)(rZVr . VB)dx+o(£)
= (—7e|Ine[T;, 0) +o(e),
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where we have used the estimate (3.6). On the other hand, by (3.12),

E
Re EVﬁjdx
R2 o

- R2 (2_2 - |V§0d|2 1 Z S(I’g) 8x1r5>5(rj)5’(rj)Vrjdx
Ty
s/

+2TJ/Z

- /]Rz |Vg0d|2Vr]-S(rj)S’(rj)dx

1

Pi1 JR?
+ 27; /IRZ Vri-VeaV;iS(r;)S (rj) dx + o(e)
=L+ O(S).

V?’g ViV, G2 (rj)dx +o(e)

(S'(r))?0y,rVrdx

Recall the relation of ¢; and ¥ in (3.8), one has
K K A,
P
j=1 =1

It has been shown in [20] that

_ jmlr o 5 2\ 2
Aa(x1,%2) = le[(z K2)K (1) — 2E(x )},
where
4&13(?1

2
K (x) =
(x) X2+ a2+ (x — a2)? + 2a1x1

and K, E are the complete elliptic integrals of first and second kind,
ie.,

T

K(s) = /2 (1— ssin?6) g,
0

[SE}

E(s) = / (1 — ssin? 6)2016
0
They satisfy

K'(s)=K(1—s), E'(s) =E(1 —s)for1 <s<1.
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Note that A,,(Ax) = As(x), and fors — 1,

1 1-

K(s) = —5In(1 - 5)(1+ TS) +Ind+0(1—5s),

1-—s
1

Moreover, as we mentioned before, when r = |z — a| = o(|ay]),

E(s)=1—In(1—35s)

+0(1—5s).

Aa(z) = <lna71—l—3log(2) -2) +o(é11n%\)
and
1

1
arAa —_ — + O(
r ay

).

Combining all these, one has
2
— /]RZ IV al*VriS(r;)S (rj)dx
+ 27; /]RZ Vri-VeaV0;iS(rj)S (r;) dx
= —21']' /]Rz 5(1’]')5/(1’]') (V@j : VQOd VI’]' - Vi”]' : qud V@j) + 0(8)

= er(l / MApj(x)dx + l Y Ay (p)), O>

pj,l 1"]' P],l g#]
+257 ) 7V Ap, (p)) + o(e)
UF#j
27
= ( In Pj1 +co + Z T]'TKAW(P]'), 0) + 27 Z T]'TKVAW(P]') + O(S)
o ] i
where
/
(52) C0=3ln2—2—l/wdx.
7T r
So one has

21
L = —‘<1n piit+c1+ Z T Ap, (p)), O) +2r Z TV Ay, (pj) +o(e)
Pit 7] 7]

where
1 o0
c1=co+ —/ S'(r)rdr.
2 Jo

By the above estimates,
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E
Re/ —28x1ﬁ]~dx
R? &

Re / axZu]dx =21 ) 1102 Ap,(pj) + 0(e).
t#j

We now have the following reduced problem:

Lemma 5.1. The reduced problem (5.1) is equivalent to the following sys-
tem of the vortex points {p;}:

(5.3)
2Inp;
Tie| Ing| — Snpit_ 2, Y 11y p(Py) 2 1o Ap,(pj) = o(e),
Pia Pil % i U#]
and
(5.4) 2 1104, (pj) = ofe).
t#j

Using the scaling invariance
Ay (Ax) = Aq(x),
if we denote by
_ P
Pi= %

where | 1| = O(1), we can get the reduced problem for f;:

2lne 2 In Pin 201

7| Ine| + —
(5.5) Pia Pi1 Pia £ Pia
-2 2 T]TgalAm(ﬁ]) = 0(1),
U#]
and
(56) 2 Z T]'TgazAﬁé(ﬁj) = 0(1).

=
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Using the asymptotic behavior of A,(x) and A/ (r), and recall that

S 1
Pe— il ~ o 1Pjal ~ O(D),

we obtain the following equivalent reduced problem:

7| Ing| 4 m +22g7£jTjTg‘p]1 pﬂ; = o(Ine),

(5.7)
22£¢jT]TﬁTp2 ;ﬂ% = o(1).

5.2. Vortex locations and their generating polynomials. In this sec-
tion, we construct a family of polynomials whose roots will corre-
spond to the locations of the vortex rings.

For each rescaled vortex point pi.j =1, KC, we have associated
a degree 7; = +1. To analyze the reduced problem in a more precise
way, let us relabel those points with T = 1 by ﬁf L ey fﬁ and those

with 7 = —1 will be denoted by 7, ..., p,, . We then write

pl=ao+a+—a;, forj=1,.

1
|1|

ﬁ]._—lxo—l—tx—l— b forj=1,..,n

|1|

Here «a is a fixed constant only depends on m,n, and « = 0 (1) de-
pends on ¢. Inserting these into the reduced problem (5.7), we find
that, at the main order, (a, ..., am, b1, ..., by) should satisfy the fol-
lowing system:

m n
1 1 _1_ -1 .
, Z a—a; Zak—bj =5—wny , fork=1,..,m,
J=1J7ék ]:1
1 -1 .
Z bk Zbk a =s+way , fork=1,..,n
j=Lj#k

This can be regarded as a balancing condition between the multiple
vortex rings. Adding together the m + n equations in the balancing
condition, we find that a necessary condition for the existence of a
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balancing configuration is <oco_1 — %) m + (oco_l + %) n = 0. It fol-

lows that xy = 2242

. Therefore, we are lead to consider the system

m n
12 a—a; Z =—n, fork=1,...m
(5.8) j=Lizk -1
“ %kbk Z ba, — M fork=1,..,n

To find solutions to this system, we define the generating polynomial

as
n

x) ::ﬁ(x—aj), Qx):=]](x—b;).

j=1 j=1
If a;, b satisfy (5.8), then
(5.9) P"Q—-2P'Q" + PQ" +nP'Q — mPQ' = 0.

The case of m = n has been studied in [25] . In this case, the system
(5.8) is equivalent to

Z a—a Zak—bj =—1,fork=1,...,m
j:lj;ék j= 1

Z bk Zbka_l fork =1,.
j=Lj#k

The polynomial solutions of this system are connected with theory of

integrable system. Indeed, letting ¢ = %exp (x)and u = 2(InP)".
The equation (5.9) can be rewritten as

¢" +up =¢.
This equation appears as the first equation in the Lax pair of the KdV
equation and has the Darboux invariance property. The polynomial
solutions of (5.9) in this case are given by the Adler-Moser polyno-
mials.

From the view point of numerical computation, the equation (5.9)
is indeed easier than (5.8). Note that our construction of multiple
vortex ring solutions requires that all the points aj, j=1,..,mand
b ] =1,.. nare distinct from each other. Therefore we require that
the polynomials P, Q satisfy the following condition:

(H1) P, Q have no repeated roots.

Our construction also requires the following condition:
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(H2) The set of points {ay, - - - ,am, by, -, by} are symmetric with
respect to the x; axis.

Observe that equation (5.9) implies that if X is a common root of
P and Q, then necessarily Xy is a repeated root of P or Q.

We observe that due to the translation invariance of the equation
in the balancing condition, we can normalize the polynomials P, Q
as

P(x)=s1+sx+ ...+ Sy x4 2™,
Q(x)=H+hx+ ..+ t,_ x4 x".

That is, the x*~! term in Q can be chosen to be zero. In this sec-
tion, we would like to find some solution pair (P, Q) using software
such as Maple. Then in the next section, we shall use techniques of
integrable system to find a sequence of solution pairs, with explicit
Wronskian representation.

Let us consider the case of m + n < 12. With this constraints, we
find, using Maple, that there exist polynomial solutions to (5.9) sat-
isfying (H1) and whose roots satisfy (H2), if further (m, n) are one of
the cases in the set

$:={(2,1),(3,2),(4,3),(54),(6,5)}.
Indeed, if (m,n) = (2,1), then (5.9) has a solution of the form
P(x)=x*>-2x+2, Q(x) =x.
If (m,n) = (3,2), then (5.9) has solution:
P (x) =x3—2x2+;x—§, Q(x)=x*+1.
If (m,n) = (4,3), then (5.9) has solution:

44 , 89 533
Ply) = 1% 034 222 S99
(¥) =27 =207+ gt = oxt o

13 13
— 43 -~
Q(x)=x -|—6x—|—54.

If (m,n) = (5,4), then (5.9) has solution:

449 . 749 , 12919 16015
_ 5 4 =372 .

P(x) =27 =200 4 o = i+ g ¥~ 15507

61 , 16 1337

_ .4 e - SO
Q(x)=x +18x +27x+1296.
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When (m,n) = (6,5), we have
2269 , 193279 5 10810499 , 57115601 3980046413

6 5
Plx) =" =204 355 ~ 57000 © + 1080000 © 16200000 T 2916000000”
Q(x) = o4 1669x3 n 36O7x2 1112099x L 23805769.
360 3600 324000 48600000
The roots of P, Q listed above are solutions of the balancing system.
Here we list them in the order aj, ..., ay, by, ...,b, and denote it by
P(m,n).

The numerical value can be listed as below:

Payy : (1+i,1-14,0),

Pag) : (0.56,0.72 + 1.484,0.72 — 1.48i,i, —i),

Pla : (0393 — 0.57i,0.393 + 0.571,0.607 — 1.76i,0.607 + 1.76,
—0.11,0.055 — 1.48i,0.055 + 1.48i),

P4 (0.255,0.322 — 0.9381,0.322 + 0.938i,0.55 — 1.948i,0.55 + 1.948i,
—0.107 — 0.567i, —0.107 + 0.567i,0.107 — 1.758i,0.107 + 1.758i),

Pys) (0.191 — 0.3951,0.191 + 0.3957,0.29 — 1.24,0.29 + 1.21,0.52 — 2.09i,
0.52 +2.09i, —0.145, —0.078 — 0.94i, —0.078 + 0.94i,0.15 — 1.95{,0.15 + 1.951).

Let us denote the pair (P, Q) for (m,n) = (j,j—1) as (P}, Q;). Then
for the above examples, we can see that P; is simply a translation in
the x variable of Q; 1. We will see in the next section that this is true
forallm =n+1.

Next let us consider the linearized operator around the solution.
Let us denote the left hand side of the j-th equation of (5.8) by F;.
Then we can compute the linearization dF of the map

.F . (a]_,..., am,bl,...,bn) — (Pl, ...,Pm+n> .

dF evaluated at the point P(,, , is a matrix, which can be explicitly
computed. The solvability of our original reduced problem is closely
related to the nondegeneracy of dF. Since any translation of the (a, b)
is still a solution to the balancing system, necessarily the determi-
nant of this matrix is zero. That is, 0 is an eigenvalue of 4F. Observe
that (1,1, ..., 1) is an eigenvector. We call (ay, ..., ay, b1, ..., by ) nonde-
generated, if the kernel of 4F is one dimensional. One can check by
explicit computations that for the solutions P, ,,) listed above, they
are all nondegenerated.
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FIGURE 1. (m,n) = (2,1)
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FIGURE 2. (m,n) = (4,3)
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FIGURE 3. (m,n) = (6,5)
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It is worth pointing out that if (m,n) is not in S, there may still
have polynomials P, Q satisfying (5.9) , but with repeated roots. For
instance, when (m,n) = (4,1), it has a solution with

P(x)=x*+4x% Q(x) =x.
When (m,n) = (5,3), it has a solution with

5 44, 43 8, 8 3
P(x)=x 3¢t ¥ +27x,Q(x)—x.

A given pair (m,n) can be used in the construction of multiple
vortex rings, if there exist polynomial solutions to (5.9) satisfying
(H1) and (H2). In this respect, there are many questions remain to
be answered. For instances, are there infinitely many such pairs? If
(m,n) is such a pair, is it necessarily that m = n + 1? Is the balanc-
ing configuration unique up to translation? These questions will be
partially answered in the next section.

Now let us come back to our original reduced problem (5.7) of
the GP equation. For each (m,n) € S. We have a special solution
(a(ll, ey a%, b(l), ey bg) given by P(m,n). If we define vector B by

aj = a? +Bi,j=1,...m,

bj =b) +Bjym =11,
then the reduced problem (5.7) takes the form
(5.10) dr (B) = G (a, B) + any ey,

where G (v, 8) = 0 (1) as ¢ — 0, with higher order dependence on
«, B, and e; is a m + n dimensional column vector whose first m en-
tries are equal to —1 and the last n entries are all equal to 1. Note that
dF is in general not a symmetric matrix. However, since dF is non-
degenerated, the kernel of (dF)" is spanned by e, := (1,...,1) . Using
the fact that m —n = 1, we find that the projection of the right hand
side of (5.10) onto e; is equal to G - ey — aay 2. Now let us consider
the projected problem
G-ex—any 2

(511) dF (ﬁ) =G (06, ,B) + 060(0_291 — m—HEQ.

Note that for each fixed small &, using the nondegeneracy of the solu-
tion (a(l), . a%,b(f, . bg) , the projected system (5.11) can be solved
and a solution 8 depending on a. With this B, we then can solve
the equation G - ey — aa;? = 0 by a contraction mapping argument.

Hence the reduced problem (5.10) can be finally solved. Once this
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is done, with the help of linear theory of Section 4, arguments simi-
lar as that of [25] yield a solution to the GP equation, satisfying the
conclusion of Theorem 1.2 .

6. RECURRENCE RELATIONS AND WRONSKIAN REPRESENTATION
OF THE GENERATING POLYNOMIALS

In this section, we show that the generating polynomials of the
balancing system discussed in the previous section have recurrence
relations in the case of m = n + 1, and can be explicitly written down
using certain Wronskians. The main result of this section is the fol-
lowing

Theorem 6.1. There exists a sequence of polynomials Py, n = 1,..., such
that
(6.1)

Py Pn = 2Py 1Py + PyyaPu + 0Py P — (n+1) Puya Py =0,

where Py, is of degree n, Py = x and P, = x> — 2x + 2. Moreover, up to a
constant factor(see (6.8)), these polynomials can be written as

exp (—M) W (w1, ..., wn),

where W represents the Wronskian, w; = (x —a;) exp ((j — 1) x), and
m=0,a711=a;+ %

These polynomials can be regarded as a generalization of the Adler-
Moser polynomials. There are other types of generalization of the
Adler-Moser polynomials, see, for instance [26]. We also refer to
[3, 4, 15, 25] and the references cited therein for more discussion in
this direction.

Recall that in the previous section, we derived the equation

(6.2) P'Q—2P'Q +PQ" +nP'Q— (n+1)PQ = 0.

For n = 1, we have found that P (x) = x> —2x +2, Q(x) = x is
a solution. To solve this equation for general 1, we define ¢ = %
Direction computation shows that the equation (6.2) can be written
as

(6.3) ¢"+ (2(InP)" — (InP))¢p— (n+1)¢' = 0.

Note that the equation in this form is different from the one consid-
ered by Adler-Moser, in the sense that we have two additional terms
corresponding to (In P)" and ¢’. Moreover, equation (6.2) is not of
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the standard Hirota bilinear form. This significantly complicates the

analysis.
For n = 1, we already know that equation (6.3) has the solution
- _Q b
¢ (x) = P x2—2x+2

It is worth pointing out, although not necessarily relevant to our later
analysis, ¢ is smooth in the whole line. Equation (6.3) is a second
order ODE, it has another solution linearly independent with ¢. One
can check that ¢* defined below is such a solution. Explicitly,

2x3 —10x2 +21x — 16
* = 2x).
4) (x) xz _ Zx + 2 exp ( x)

Note that ¢* can also be written as

o = (/_xoo exp [(Z_);L 1)s] ds) 5 (x).

Next we discuss the generalized Darboux transformation adapted
to equation (6.3). The following result can be found in the last section
of [28].

Lemma 6.2. Suppose ¢ = ¢y and ¢ = ¢ are two solutions of the equation
upd” + ur¢d’ + upp = 0.

Then the functions ¢ := ¢h — ¢1¢2 satisfies
" + u1<P + il =0,

where iy = Uy, 1] = uy + uh, ilg = ug + uj +2uz (Ing1)” + 1y (Ingy)".

To apply this lemma, we write equation (6.3) as

e "¢ +e*(2(InP)" — (InP))p—e*(n+1)¢' =0.
Let us define the new potential
dg:=e*(2(InP)" — (InP)) + (n+1)e > +2¢ " (Ingp*)" —e ™ (Inp*)’.
iih=—e*(n+1)—e?,
and the new function
ey PN
¢* ¢ ¢*

Then using the generalized Darboux transformation described in the
previous lemma, we have

eixq)lll + igPq + fllq)i =0.
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That is,
(64) e @ +e ¥ (2(InP3)" — (InP3)) @ — (n+2)e P =0,
where the polynomial P; is defined by

Ps := Pgp*e 2 = 2x> — 10x% + 21x — 16.

Equation (6.4) precisely has the form (6.3) . An important property
is that the equation (6.4) has another solution

36x* — 312x + 1136x% — 1972x + 1357 3
2x3 —10x2 +21x — 16 )

The computations tell us that if P, is a sequence of polynomials
satisfies the conclusion of Theorem 6.1, then we expect the equation

¢" + (2(nPys1)" — (InPuy)) ¢ — (n+1) ¢ =0,

has two linearly independent solutions, of the form

P] =

P Pui2 (n41)x
= _——, = ——¢ .
"= T P

The Wronskian W (¢, ¢,) should be equal to ce"*1* for some con-
stant c. Hence we get the following recursive relations between Py, Py 11, P42 :

( il ) Pus jnsye ( Pu ) (7’”+ze<n+l>x)' _ el

73n+1 73nJrl 7DnJrl

That is,

(,ngprﬂrl - PH,PL—H) P2 —"Pn (7)1/1+27)n+1 - 7)r14r27)r/z+1 +(n+1) 7)”+277n+1) - CP2+1-
This can be written as

If we normalize the polynomials P, such that the highest order term
is x". Then the constant c satisfies

—(n+1)=c
We get the following recurrence relations
(6.5)  PpPur2—PuPyis— (n+1) PaPura+ (n+1) Ppy =0.

When we are given Py, P, 1, the recurrence equation (6.5) can be
integrated, and we expect that the resulted function P, is a poly-
nomial. However, in this step, we will not get a free parameter in
this polynomial, because solution of the homogeneous equation has
an exponential factor.
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To show that integrating (6.5) indeed yields a polynomial, we pro-
ceed to find the explicit formula of the sequence P, which satisfies
(6.5).

Let us consider the sequence 4; defined through the recurrence
a =0,and aj; =a;+ % Let us define functions w; by

(6.6) wj=(x—aj)exp((j—1)x).
Then we define functions P, through the Wronskian
-1
(6.7) Py 1= cnexp (—%x) W (w1, ..., wn),
where
-1
(6.8) Cn = [(n -1 J1 (]—1)] :
1<i<j<n—1

The normalizing constant ¢, is used to ensure that the highest or-
der term of P, is x". Note that P, defined by (6.7) are indeed poly-
nomials of degree 1, and its leading coefficient is a determinant of
Vandermont type.

Lemma 6.3. P, defined by (6.7) satisfies the three-term recurrence relation
(6.5).

Proof. For national simplicity, we write W (wy, ..., wg) as Wy. Using
(6.7) and the fact that

2
Cn+1

CnCny2
we see that to prove (6.5) , it suffices to prove
6.9) Wi Wyin — WyW! o+ nW,Wyio + (n41)2 W2, = 0.
Following Adler-Moser [1], for any function ¢, we define
Wk (é) =W (wl, veey Wy, (;‘) .
Then we have the Jacobi identity(see [1], Lemma 1)
(6.10) (Wi (£)) Wicr1 — Wi (8) Wiy — Wi (§) Wi =0
Direct computation tells us that
Wiy = jwjexp (x).

Using this relation and its differentiation and the fact that w; = x,
we obtain

=n+1,

We (1) = (=) (k= 1)) exp [(k — 1) x] Wy_1.
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We then compute
(=) ((We (1)) Wieyr = Wi (1) Wiy = Wi (1) W)
= ([ = DR exp[(k— 1) x] Wit ) Wi
(k= 1)) exp [(k — 1) ¥] Wiy W, + (k1) exp [kx] W2
Dividing the right hand side by [(k — 1)!]* exp (k — 1) x, we get
Wi_1 Wit — Wiea Wiy + (k= 1) Wi Wi + K2 exp (x) W

By the Jacobi identity, this has to be zero. Letting k = n + 1, we get
(6.9) . This finishes the proof. O

The conclusion of Theorem 6.1 follows immediately from Lemma
6.3 and the Darboux invariance property discussed above. Hence we
have abundant candidates of balancing configurations of multiple
vortex rings. In principle, the nondegeneracy of these configuration
could be proved using similar idea as that of [25]. We leave this to a
further study.

Finally, let us comment on the reason why we restrict to the case
m = n + 1. Indeed, our original equation in Section 5 to be solved is

(6.11) P’'Q—-2P'Q' + PQ" +nP'Q —mPQ =0

Let Q = x,n = 1 and m > 3. Then the degree m polynomial P
satisfying (6.11) necessarily has the factor x°. Hence P and Q has a
common root and can’t be used in our construction. We conjecture
that when m — n > 1, there will be no balancing configurations sat-
isfying our requirements stated in Section 5.
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