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CONSTRUCTION OF BUBBLING SOLUTIONS OF THE

BREZIS-NIRENBERG PROBLEM IN GENERAL BOUNDED DOMAINS (I):

THE DIMENSIONS 4 AND 5

FENGLIU LI, GIUSI VAIRA, JUNCHENG WEI, AND YUANZE WU

Abstract. In this paper, we consider the Brezis-Nirenberg problem
{

−∆u = λu+ |u|
4

N−2 u, in Ω,

u = 0, on ∂Ω,

where λ ∈ R, Ω ⊂ RN is a bounded domain with smooth boundary ∂Ω and N ≥ 3. We prove that
every eigenvalue of the Laplacian operator −∆ with the Dirichlet boundary is a concentration
value of the Brezis-Nirenberg problem in dimensions N = 4 and N = 5 by constructing bubbling
solutions with precisely asymptotic profiles via the Ljapunov-Schmidt reduction arguments. Our
results suggest that the bubbling phenomenon of the Brezis-Nirenberg problem in dimensions
N = 4 and N = 5 as the parameter λ is close to the eigenvalues are governed by crucial
functions related to the eigenfunctions, which has not been observed yet in the literature to our
best knowledge. Moreover, as the parameter λ is close to the eigenvalues, there are arbitrary
number of multi-bump bubbing solutions in dimension N = 4 while, there are only finitely many
number of multi-bump bubbing solutions in dimension N = 5, which are also new findings to
our best knowledge.

Keywords: Brezis-Nirenberg problem; Multi-bump solution; Bubbling phenomenon; Sign-
changing solution; Reduction argument.
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1. Introduction

1.1. Background. The Brezis-Nirenberg problem is one of the famous problems in the community
of nonlinear analysis. It reads as

{
−∆u = λu+ |u|

4
N−2u, in Ω,

u = 0, on ∂Ω,
(1.1)

where λ ∈ R, Ω ⊂ RN is a bounded domain with smooth boundary ∂Ω and N ≥ 3. This famous
model was introduced by Brezis and Nirenberg in their celebrated paper [10], as an analogous
example of the Yamabe problem, to understand the lack of compactness of the Sobolev embedding
from H1

0 (Ω) to L
2∗(Ω), where Lp(Ω) is the classical Lebesgue space, 2∗ = 2N

N−2 and

H1
0 (Ω) =

{
u ∈ L2(Ω) | |∇u| ∈ L2(Ω)

}

is the classical Sobolev space. Brezis and Nirenberg proved in [10] that (1.1) has positive solutions
for every λ ∈ (0, λ1) in the case N ≥ 4 and there exists λ∗ := λ∗(Ω) > 0 such that (1.1) has
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positive solutions if λ ∈ (λ∗, λ1) in the case N = 3 by investigating the attainment of the following
variational problem

Sλ = inf
u∈H1

0
(Ω)\{0}

‖u‖2 − λ‖u‖22
‖u‖2

∗

L2∗
(1.2)

where ‖u‖ and ‖u‖Lp are the standard norms in H1
0 (Ω) and L

p(Ω), respectively, and λ1 := λ1(Ω) is
the first eigenvalue of the Laplacian operator −∆ with Dirichlet boundary condition. If we denote

λ0 =

{
λ∗, if N = 3,

0, if N ≥ 4,

then λ0 is characterized by

λ0 = inf {λ ∈ R | Sλ < S}

where S is the best constant of the Sobolev embedding. Moreover, as a consequence of the classical
Pohozaev’s identity, positive solutions do not exist if λ ≤ 0 and Ω is star-shaped. The existence
of positive solutions is completely understood in the radial setting (Ω = B is the unit ball), since

Brezis and Nirenberg further proved in [10] that λ∗ = λ1(B)
4 and a positive solution of (1.1) exists

if and only if λ ∈
(

λ1(B)
4 , λ1(B)

)
. Finding sign-changing solutions or establishing multiplicity of

solutions are much more complicated, since these topics are not very close to our main concerning
in this paper, we only refer the readers to [5, 13, 15–18,37, 38] and the references therein.

The Brezis-Nirenberg problem (1.1) is also one of the classical models to understand the bubbling
phenomenon of nonlinear partial differential equations (PDE for short). To our best knowledge,
in answering Brezis and Peletier’s open questions proposed in [9,11], Druet in [19] and Han in [26]
first observed the bubbling phenomenon of the positive solution of the variational problem (1.2) as
λ → λ+0 in dimension N = 3 and dimensions N ≥ 4, respectively, which is called the one-bubble
case since there is only one bubble in this study. Alternative proofs of this one-bubble phenomenon
are given by Esposito in [21] and Rey in [36] for dimension N = 3 and dimensions N ≥ 4,
respectively. The further related studies on such one-bubble phenomenon of the positive solutions
of the Brezis-Nirenberg problem (1.1), for example, critical functions and energy asymptotics, can
be found in [23–25, 27] and the references therein. Since the positive solution of the variational
problem (1.2) will concentrate as λ→ λ+0 , we prefer to call λ0 a concentration value, as that in [6].
Besides the one-bubble phenomenon, the positive solutions of the Brezis-Nirenberg problem (1.1)
also has the multi-bubble phenomenon as λ→ λ+0 , which, to our best knowledge, is first observed
by Musso and Pistoia in [33]. The further related studies on such multi-bubble phenomenon of
of the positive solutions, for example, the stability of the Pohozaev obstruction and multi-bubble
blow-up analysis, can be found in [12, 20, 31, 32] and the references therein. A significant finding
in these studies is that the bubbling phenomenon of the positive solutions of the Brezis-Nirenberg
problem (1.1) as λ→ λ+0 is governed by the Kirchhoff-Routh function, which is given by

K(µµµ,xxx) =
1

2




k∑

j=1

H(xj , xj)µ
N−2
j −

k∑

i,j=1;i6=j

G(xi, xj)µ
N−2

2

j µ
N−2

2

i



−
k∑

j=1

BN

2
µ2
j (1.3)

where

G(x, y) = γN

(
1

|x− y|N−2
−H(x, y)

)

is the Green function of the Laplace operator −∆ at the boundary ∂Ω, with γN = 1
(N−2)ωN

and

ωN the surface area of the unit sphere in RN , H(x, y) is the regular part of G(x, y), that is, H(x, y)
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is the unique solution of the following equation




−∆H(x, y) = 0, in Ω,

H(x, y) =
1

|x− y|N−2
, on ∂Ω,

BN is a constant only depending on the dimension N , k is the number of the bubbles, {xj} ⊂ Ω
are the locations of the bubbles and µj is the height of the j-th bubble. The bubbling phenomenon

of sign-changing solutions of the Brezis-Nirenberg problem (1.1) as λ → λ+0 is much richer and
more complicated, we refer the readers to [3, 4, 29, 34, 40] and the references therein.

Besides λ0, it is well known that there are also many other concentration values of the Brezis-
Nirenberg problem (1.1) in low dimensions 3 ≤ N ≤ 6 in the radial setting (Ω = B is the unit
ball). Atkinson et al. first observed such phenomenon in [2, 7] via ODE arguments. Based on
these results, Iacopetti and Pacella gave a further detailed investigation on the sign-changing
solution, having two nodal regions, in [28] in the low dimensions 4 ≤ N ≤ 6, still by ODE
arguments. In a recent paper [6], Amadori et al. gave a completed description of concentration
values and bubbling phenomenon of the Brezis-Nirenberg problem (1.1) in the radial setting for
all N ≥ 3, mainly by ODE arguments. In particular, it is known that in the radial setting
(Ω = B is a unit ball), every eigenvalue of the Laplacian operator −∆ with Dirichlet boundary
condition is a concentration value of the Brezis-Nirenberg problem (1.1) in dimensions N = 4
and N = 5. Iacopetti and Vaira partially generalized the study of the bubbling phenomenon of
the Brezis-Nirenberg problem (1.1) away from λ0 in dimensions N = 4 and N = 5 from radial
setting to general bounded domains in [30], where it has been proved that the Brezis-Nirenberg
problem (1.1) has a one-bump bubbling solution uλ as λ → λ1 in general (symmetric) bounded
domains in dimensions N = 4 and N = 5, where we recall that λ1 := λ1(Ω) is the first eigenvalue
of the Laplacian operator −∆ with Dirichlet boundary condition. Moreover, as λ→ λ1, this one-
bump bubbling solution has the same asymptotic profile as that in the radial setting established
in [6, 28], that is, u+λ , the positive part of uλ, concentrates and blows up at a single point and
has the limit profile of a “standard bubble” in RN (i.e. a solution of the critical problem in RN ,
see (1.5)) while, u−λ , the negative part of uλ, blows down uniformly and shares the shape of the
positive eigenfunction associated with λ1. We remark that the symmetric assumption in [30] is
only used to simplify the computations and can be trivially removed. Inspired by the above facts,
it is natural to ask the following questions:

(Q) Does every eigenvalue of the Laplacian operator −∆ with Dirichlet boundary condition
is a concentration value of the Brezis-Nirenberg problem (1.1) in general bounded domains
in dimensions N = 4 and N = 5? If so, given a concentration value of the Brezis-Nirenberg
problem (1.1), which is different from λ0, can we find some functions, which play the same
role of the Kirchhoff-Routh function K(µµµ,xxx) given by (1.3) for the concentration value λ0?

In this paper, we shall report our answer to this natural question.

It is worth pointing out that the situation in general bounded domains in the dimension N = 6
is much more involved. Indeed, Pistoia and Vaira proved in [35] that the Brezis-Nirenberg prob-

lem (1.1) has a one-bump bubbling solution uλ as λ→ λ ∈ (0, λ1) in generic bounded domains in
dimension N = 6. Again, as λ → λ, this one-bump bubbling solution has the same asymptotic
profile as that in the radial setting established in [6, 28], that is, u+λ , the positive part of uλ, con-
centrates and blows up at a single point and has the limit profile of a “standard bubble” in RN (i.e.
a solution of the critical problem in RN , see (1.5)) while, u−λ , the negative part of uλ, uniformly
converges to a positive solution of the Brezis-Nirenberg problem (1.1). Pistoia and Vaira’s results
suggest that in constructing bubbling solutions of the Brezis-Nirenberg problem (1.1) in general
bounded domains in dimension N = 6, the ansatz will be quite different from that in dimensions
N = 4 and N = 5. Thus, if we also report our results on constructing bubbling solutions of the
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Brezis-Nirenberg problem (1.1) in general bounded domains in dimension N = 6 in this paper,
then the length of this paper will be too long according to two different construnctions. Taking into
account this, we shall report our results on constructing bubbling solutions of the Brezis-Nirenberg
problem (1.1) in general bounded domains in the dimension N = 6 in a forthcoming paper. More-
over, we remark that there is no results on constructing bubbling solutions of the Brezis-Nirenberg
problem (1.1) in general bounded domains in the dimension N = 3. Besides, the result in [6]
about the radial setting in the dimension N = 3 implies that the ansatz in the dimension N = 3
will also be very different that in dimensions N = 4, 5 and in dimension N = 6. We shall report
our results on constructing bubbling solutions of the Brezis-Nirenberg problem (1.1) in general
bounded domains in the dimension N = 3 in the future.

1.2. Main results. We introduce necessary notations to state our main results. Let λ1 < λ2 <

· · · < λκ → +∞ as κ → ∞ be the eigenvalues of the Laplacian operator −∆ with the Dirichlet
boundary condition and denote the eigenspace related to λκ by

Ξκ = Re1 ⊕ Re2 ⊕ · · · ⊕ Remκ
(1.4)

where mκ ∈ N is the multiplicity of λκ and {ei} is an orthogonal system. Besides, we denote the
standard Aubin-Talenti bubble for every µ > 0 and ξ ∈ Ω by Uµ,ξ while, we denote its projection
into H1

0 (Ω) by Wµ,ξ, that is, Uµ,ξ and Wµ,ξ are the unique solutions of the following equations




−∆u = u
N+2

N−2 , in R
N ,

u > 0, in R
N ,

u(ξ) = max
x∈RN

u(x) = µ−N−2

2 ,

u ∈ D1,2(RN )

(1.5)

and
{

−∆w = U
N+2

N−2

µ,ξ , in Ω,

w = 0, on ∂Ω.
(1.6)

Moreover, it is well known that (see [1], [14], [39]) the Aubin-Talenti bubble Uµ,ξ is explicitly given
by

Uµ,ξ = αNµ
N−2

2

(
1

µ2 + |x− ξ|2

)N−2

2

= µ−N−2

2 U1,0

(
x− ξ

µ

)
(1.7)

with αN = [N(N − 2)]
N−2

4 . Now, our main result for N = 4 can be stated as follows.

Theorem 1.1. Let N = 4, k ≥ 1 and 1 ≤ m ≤ mκ where mκ is the dimension of the eigenspace

Ξκ corresponding to λκ. Then the Brezis-Nirenberg problem (1.1) has a solution of the form

uλ =

k∑

j=1

βjWµj ,ξj +

m∑

i=1

τiei + ϕλ

as λ − λκ → 0+, where limλ−λκ→0+ τl = 0 for all 1 ≤ l ≤ m, limλ−λκ→0+ max{µj} = 0 and

limλ−λκ→0+ ξj = ξj,0 for all 1 ≤ j ≤ k, and limλ−λκ→0+(max{|τl|})−1‖ϕλ‖ = 0. Moreover,

τl = (tl,0 + o(1))τ for all 1 ≤ l ≤ m with

τ = (1 + o(1))

c2

(∑k
j=1 |

∑m
l=1 tl,0el(ξj,0)|

2
)
exp

(
−

c1

(

∑k
j=1|

∑m
l=1

tl,0el(ξj,0)|
2
)2

(

(
∑

k
j=1

s2j,0)‖
∑

m
l=1

tl,0el‖
2

2

)

ε

)

‖
∑m

l=1 tl,0el‖
2

2 ε
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and µj = (sj,0 + o(1))µ, βj = −sgn (
∑m

l=1 tl,0el(ξj,0)) with

µ = (1 + o(1)) exp


−

c1

(∑k
j=1 |

∑m
l=1 tl,0el(ξj,0)|

2
)2

((∑k
j=1 s

2
j,0

)
‖
∑m

l=1 tl,0el‖
2

2

)
ε




and sj,0 = |
∑m

l=1 tl,0el(ξj,0)| for all 1 ≤ j ≤ k, where c1, c2 > 0 are constants that can be precisely

computed, and

(ttt0, ξξξ0) = (t1,0, t2,0, · · · , tm,0, ξ1,0, ξ2,0, · · · , ξk,0)

is a solution of the variational problem

max
Sm−1×Ω

k

(∑k
j=1 (

∑m
l=1 νlel(ηj))

2
)

‖
∑m

l=1 νlel‖
2

2

,

where S
m−1 is the unit sphere in R

m.

Our main result for N = 5 can be stated as follows.

Theorem 1.2. Let N = 5 and 1 ≤ m ≤ mκ where mκ is the dimension of the eigenspace Ξκ

corresponding to λκ. Let ttt0 = (t1,0, t2,0, · · · , tm,0) be the nontrivial solution of the variational

problem

max−→ν ∈Rm


1

2

∥∥∥∥∥

m∑

n=1

νnen

∥∥∥∥∥

2

2

−
1

2∗

∥∥∥∥∥

m∑

n=1

νnen

∥∥∥∥∥

2∗

2∗




and nκ be the number of the nodal domains of the function
∑m

l=1 tl,0el(x). Then for every 1 ≤ k ≤
nκ, the Brezis-Nirenberg problem (1.1) has a solution of the form

uλ =
k∑

j=1

βjWµj ,ξj +
m∑

i=1

τiei + ϕλ

as λ − λκ → 0−, where limλ−λκ→0− τl = 0 for all 1 ≤ l ≤ m, limλ−λκ→0− max{µj} = 0 and

limλ−λκ→0− ξj = ξj,0 for all 1 ≤ j ≤ k, and limλ−λκ→0−(max{|τl|})−1‖ϕλ‖ = 0. Moreover,

τl = (tl,0 + o(1))τ for all 1 ≤ l ≤ m with

τ = (1 + o(1))

(
‖
∑m

l=1 tl,0el‖
2

2

‖
∑m

n=1 tn,0en‖
2∗

2∗

) 3
4

|ε|
3
4 ,

µj = (sj,0 + o(1))µ and βj = −sgn (
∑m

l=1 tl,0el(ξj,0)) for all 1 ≤ j ≤ k with

µ = (1 + o(1))




c3

(∑k
j=1 |

∑m
l=1 tl,0el(ξj,0)|

2
)

(∑k
j=1 s

2
j,0

)




2(

‖
∑m

l=1 tl,0el‖
2

2

‖
∑m

n=1 tn,0en‖
2∗

2∗

) 3
2

|ε|
3
2 ,

where c3 > 0 is a constant that can be precisely computed, {ξj,0} are either local maximum points

or local minimum points of
∑m

l=1 tl,0el(x) and sss0 = (s1,0, s2,0, · · · , sm,0) is a nontrivial solution of

the variational problem

max−→ν ∈(R+)k




k∑

j=1

∣∣∣∣∣

m∑

l=1

tl,0el(ξj,0)

∣∣∣∣∣

2
ν2j

2
−

1

6




k∑

j=1

∣∣∣∣∣

m∑

l=1

tl,0el(ξj,0)

∣∣∣∣∣ ν
3
j




2



with (R+)
k = {−→ν ∈ Rk | νj > 0 for all 1 ≤ j ≤ k}.
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1.3. Further remarks. Theorems 1.1 and 1.2 give positive answers to the natural question (Q)
since we have asserted that all eigenvalues of the Laplacian operator −∆ with Dirichlet boundary
condition are concentration values of the Brezis-Nirenberg problem (1.1) in general bounded do-
mains in dimensions N = 4 and N = 5. Moreover, we also find the crucial functions, which play
the same role of the Kirchhoff-Routh function K(µµµ,xxx) given by (1.3) for the concentration value λ0,
that governs the bubbling phenomenon of the Brezis-Nirenberg problem (1.1) in general bounded
domains in dimensions N = 4 and N = 5 near every eigenvalue of the Laplacian operator −∆ with
Dirichlet boundary condition. An interesting finding is that in general bounded domains in the
dimension N = 4, the functions governing the bubbling phenomenon of the Brezis-Nirenberg prob-
lem (1.1) near every eigenvalue of the Laplacian operator −∆ with Dirichlet boundary condition
are coupled while, in general bounded domains in the dimension N = 5, the functions govern-
ing the bubbling phenomenon of the Brezis-Nirenberg problem (1.1) near every eigenvalue of the
Laplacian operator −∆ with Dirichlet boundary condition are decoupled.

Theorems 1.1 and 1.2 are the generalizations of [30, Theorems 1.1 and 1.2] where such bubbling
solutions were only constructed for the one-bubble case and κ = 1, that is, the parameter λ is
near the first eigenvalue λ1, in general (symmetric) bounded domains. However, since we want
to construct bubbling solutions including the multi-bubble case in general bounded domains in
Theorems 1.1 and 1.2, we need to modify the arguments for [30, Theorems 1.1 and 1.2] in a
nontrivial way by introducing a new strategy to solve the reduced finite-dimensional problems. Let
us briefly sketch the proof of these two theorems in what follows. For every k ≥ 1 and κ ≥ 1, we
first set βj = 1 or −1 for all 1 ≤ j ≤ k and apply the strategy in [30] to reduce the construction
of the solutions of the form (1.9) for λ → λκ. It is worth pointing out that this reduction in
general bounded domains is similar to that in the symmetric domains with slightly complicated
computations and estimates since also k ≥ 1 and κ ≥ 1 are arbitrary in our construction. Moreover,
to avoid use the inner-out gluing type argument as that in [30] for N = 5 in this reduction, we
slightly improve the estimate on the correction ϕλ. We next project the whole problem to the kernel
of the involved linear operator to write down the reduced finite-dimensional problems, which read
as




0 =− d1µ
N−2

2

j

m∑

l=1

τl
∂el(ξj)

∂xi
+ h.o.t., 1 ≤ j ≤ k, 1 ≤ l ≤ m,

0 =τlε‖el‖
2
2 +

k∑

j=1

d2βjµ
N−2

2

j el(ξj) +

〈∣∣∣∣∣

m∑

n=1

τnen

∣∣∣∣∣

4
N−2

(
m∑

n=1

τnen

)
, el

〉

L2

+ h.o.t., 1 ≤ l ≤ m,

0 =

m∑

l=1

d3µ
N−4

2

j τlel(ξj) +

{
λκd4βjµj | logµj |+ h.o.t., N = 4,

λκd4βjµj + h.o.t., N = 5,
1 ≤ j ≤ k,

(1.8)

where ε = λ− λκ and d1, d2, d3, d4 > 0 are constants that can be precisely computed. We remark
that our strategy, that is, projecting the whole problem to the kernel of the involved linear operator
to write dowm the reduced finite-dimensional problems, is slightly simpler than that in [30] since
we do not need the C1-estimate on the correction ϕλ. Because k ≥ 1 and κ ≥ 1 are arbitrary in
our construction, the major difficult in solving (1.8) is that the limit problem of (1.8) is a system
(see (5.7) for N = 4 and (5.8) for N = 5 for more details). To solve (1.8), we shall construct
stable solutions of the limit system, as that in [30] (the definition of stable solutions can be found
in [30, Definition 3.5]). Our key observation in solving (1.8) is that one of the equations of the limit
system of (1.8) for N = 5 is decoupled while, for N = 4, one of the equations of the limit problem
of (1.8) has a nontrivial solution with a very special form, which could help us to decouple the
limit system for N = 4. Thus, we can use a nonlinear Gaussian elimination method, together with
the variational arguments, to construct stable solutions of the limit problem of (1.8) to complete
our proofs of Theorems 1.1 and 1.2.



BLOW-UP SOLUTIONS 7

Even though Theorems 1.1 and 1.2 are the generalizations of [30, Theorems 1.1 and 1.2] from the
one-bubble case to the multi-bubble case, we still find interesting phenomenon in this generalization
for the bubbling solutions of the Brezis-Nirenberg problem (1.1) of the form

uλ =
k∑

j=1

βjWµj ,ξj +
m∑

i=1

τiei + ϕλ (1.9)

as λ− λκ → 0. Indeed, by Theorems 1.1 and 1.2, we observed that the number of the bubbles has
no restriction for N = 4. Thus, there are arbitrary number of multi-bump bubbing solutions of the
Brezis-Nirenberg problem (1.1) of the form (1.9) as λ−λκ → 0+ for any given κ ≥ 1 in dimension
N = 4. Instead, the number of the bubbles will be governed by the number of critical points of
the function

∑m
l=1 tl,0el(x) where ttt0 = (t1,0, t2,0, · · · , tm,0) is the critical point of the function

F(ννν) =
1

2

∥∥∥∥∥

m∑

n=1

νnen

∥∥∥∥∥

2

2

−
1

2∗

∥∥∥∥∥

m∑

n=1

νnen

∥∥∥∥∥

2∗

2∗

,

{ei} is an orthogonal system of the eigenspace associated to λκ given by (1.4) and 1 ≤ m ≤ mκ

with mκ being the multiplicity of λκ. Since F(ννν) is a smooth function in Rmκ with mκ < +∞
for every κ ≥ 1, it has only finitely many critical points, which, together with the smoothness of∑m

l=1 tl,0el(x), implies that there are only finite number of multi-bump bubbing solutions of the
form (1.9) as λ− λκ → 0− for any given κ ≥ 1 in dimension N = 5.

1.4. Notations. Throughout this paper, a ∼ b means that C′b ≤ a ≤ Cb and a . b means that
a ≤ Cb where C and C′ are positive constants, which are possibly various in different places. The
inner product in H1

0 (Ω) and L
2(Ω) will be denoted by

〈u, v〉 :=

∫

Ω

∇u∇v dx and 〈u, v〉L2 :=

∫

Ω

uv dx,

respectively.

2. Setting of the problem

Let i∗ : L
2N

N+2 (Ω) → H1
0 (Ω) be the adjoint operator of the embedding i : H1

0 (Ω) → L
2N

N+2 (Ω),

namely if v ∈ L
2N

N+2 (Ω) then u = i∗(v) ∈ H1
0 (Ω) is the unique solution of the equation

{
−∆u = v in Ω,

u = 0 on ∂Ω.

By continuity, it follows that

‖i∗(v)‖ . ‖v‖
L

2N
N+2

, ∀v ∈ L
2N

N+2 (Ω).

Hence, we can rewrite the problem (1.1) in the following way
{
u = i∗ [f(u) + λu] ,

u ∈ H1
0 (Ω),

(2.1)

where f(s) = |s|
4

N−2 s.

For every µ > 0 and ξ ∈ Ω, we define

ψℓ
µ,ξ =





∂Uµ,ξ

∂µ
=
αN (N − 2)

2
µ

N−4

2
|x− ξ|2 − µ2

(µ2 + |x− ξ|2)
N
2

, if ℓ = 0,

∂Uµ,ξ

∂xℓ
= −αN(N − 2)µ

N−2

2
xℓ − ξℓ

(µ2 + |x− ξ|2)
N
2

, if 1 ≤ ℓ ≤ N.
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Then it is well known (see [8]) that ψℓ
µ,ξ are all the solutions of the following linearized problem





−∆ψ =
N + 2

N − 2
U

4
N−2

µ,ξ ψ, in R
N ,

ψ ∈ D1,2(RN ),

where D1,2(RN ) = Ẇ 1,2(RN ) is the usual homogeneous Sobolev space (cf. [22, Definition 2.1]).
Let us define the projection of ψℓ

µ,ξ by Pψℓ
µ,ξ, that is Pψ

ℓ
µ,ξ is the unique solution of the following

equation





−∆ψ =

N + 2

N − 2
U

4
N−2

µ,ξ ψℓ
µ,ξ in Ω,

ψ = 0 on ∂Ω.
(2.2)

It is well known (see [36]) that

Pψℓ
µ,ξ =





ψ0
µ,ξ − αN

N − 2

2
µ

N−4

2 H(x, ξ) +O
(
µ

N
2

)
, if ℓ = 0,

ψℓ
µ,ξ − αNµ

N−2

2
∂H

∂ξℓ
(x, ξ) +O

(
µ

N+2

2

)
, if 1 ≤ ℓ ≤ N.

(2.3)

Moreover,

Pψℓ
µ,ξ =





(N − 2)αN

2γN
µ

N−4

2 G(x, ξ) +R0
µ,ξ, if ℓ = 0,

αN

γN
µ

N−2

2
∂G(x, ξ)

∂ξl
+Rℓ

µ,ξ, if 1 ≤ ℓ ≤ N,

(2.4)

where

∣∣R0
µ,ξ

∣∣ . µ
N
2 +






µ
N−4

2 |x− ξ|2−N , if |x− ξ| . µ,

µ−N
2 , if |x− ξ| ∼ µ,

µ
N
2 |x− µ|−N , if |x− ξ| & µ

and

∣∣Rℓ
µ,ξ

∣∣ . µ
N+2

2 +






µ
N−2

2 |x− ξ|1−N , if |x− ξ| . µ,

µ−N
2 , if |x− ξ| ∼ µ,

µ
N+2

2 |x− µ|−(1+N), if |x− ξ| & µ

for 1 ≤ ℓ ≤ N . We also have the following well known results (see [36])

Wµ,ξ := Uµ,ξ − αNµ
N−2

2 H(x, ξ) +O
(
µ

N+2

2

)
as µ→ 0 (2.5)

and

∣∣∣∣Wµ,ξ −
αN

γN
µ

N−2

2 G(x, ξ)

∣∣∣∣ . µ
N+2

2 +





µ
N−2

2 |x− ξ|2−N , if |x− ξ| . µ,

µ
2−N

2 , if |x− ξ| ∼ µ,

µ
N+2

2 |x− ξ|−N , if |x− ξ| & µ.

(2.6)
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Let k ∈ N and λκ := λκ(Ω) be the κ-th eigenvalue of the Laplacian operator −∆ with the
Dirichlet boundary condition. Similar to [30], we look for a solution of the form

uε = Zε + ϕε

=

k∑

j=1

βjWµj ,ξj

︸ ︷︷ ︸
Z1

ε

+

m∑

i=1

τiei

︸ ︷︷ ︸
:=Z2

ε

+ϕε (2.7)

where ε = |λ − λκ|, {ei} is an orthogonal system of the eigenspace associated with λκ given by
(1.4) and ϕε will be a smaller correction as ε→ 0+. Clearly,

λ = λκ + sgn(λ− λκ)ε. (2.8)

We set the parameters τττ , µµµ and ξξξ to be
{
τi = tiτ for all 1 ≤ i ≤ m,

µj = sjµ for all 1 ≤ j ≤ k
(2.9)

and ξξξ ∈ Oρ, where

Oρ =

{
ξξξ := (ξ1, . . . , ξk) ∈ Ωk | min

1≤i≤k
dist(ξi, ∂Ω) ≥ 2ρ and min

1≤i6=j≤k
|ξi − ξj | ≥ 2ρ

}
(2.10)

with ρ > 0 small and ttt, sss and ξξξ also satisfy

(C) limε→0+ ti = ti,0 6= 0, limε→0+ sj = sj,0 > 0 and limε→0+ ξj = ξj,0 ∈ Ω.

By the condition (C), we can write
{
τi = (1 + o(1))τi,0 for all 1 ≤ i ≤ m,

µj = (1 + o(1))µj,0 for all 1 ≤ j ≤ k,

where τi,0 = ti,0τ and µj,0 = sj,0µ. We also let

A0 :=



c1

(∑k
j=1 |

∑m
i=1 ti,0ei(ξj,0)|

2
)2

(∑k
j=1 s

2
j,0

)
‖
∑m

i=1 ti,0ei‖
2

2


 .

We choose

µ ∼




e−

A0
ε , if N = 4,

ε
3
2 , if N = 5

and τ ∼





e−
A0
ε

ε
, if N = 4,

ε
3
4 , if N = 5.

(2.11)

Thus, we have

µ ∼

{
ετ, if N = 4,

τ2, if N = 5.

The smaller correction ϕε also need to satisfy a set of orthogonal conditions. Let

Kε := span
{
ei, Pψ

ℓ
µj ,ξj

| 1 ≤ i ≤ m, 1 ≤ j ≤ k and 0 ≤ ℓ ≤ N
}
.

Its orthocomplement in H1
0 (Ω) is denoted by K⊥

ε , that is,

K⊥
ε =

{
ϕ ∈ H1

0 (Ω) | 〈ϕ, ei〉 =
〈
ϕ, Pψℓ

µj ,ξj

〉
= 0 for all i, j and ℓ

}
. (2.12)

We also denote the projections from H1
0 (Ω) onto Kε and K⊥

ε by Πε and Π⊥
ε , respectively. With

these notations in hands, solving (2.1) is equivalent to solving the following two-coupled equations:
{
Π⊥

ε {Zε + ϕε − i∗ [f(Zε + ϕε) + (λκ + sgn(λ− λκ)ε)(Zε + ϕε)]} = 0,

Πε {Zε + ϕε − i∗ [f(Zε + ϕε) + (λκ + sgn(λ− λκ)ε)(Zε + ϕε)]} = 0,
(2.13)
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where we rewrite λ as in (2.8).

As pointed out in the introduction, we shall follow the strategy in [30] to use the Ljapunov-
Schmidt reduction to solve the two-coupled equations (2.13), that is, we first solve the projected
problem in K⊥

ε (the first equation in (2.13)) and then the finite dimensional one in Kε (the second
equation in (2.13)). As usual, we shall apply the fix-point argument to solve the projected problem
in K⊥

ε , which requires us to rewrite it as follows:

Lε(ϕε) = −Eε − Nε(ϕε) (2.14)

where

Lε(ϕε) = Π⊥
ε

{
ϕε − i∗

[
f ′ (Z1

ε

)
ϕε + (λκ + sgn(λ− λκ)ε)ϕε

]}
(2.15)

is a linearized operator at Z1
ε ,

Eε := Π⊥
ε {Zε − i∗ [(λκ + sgn(λ− λκ)ε)Zε + f(Zε)]} (2.16)

is the error term and

Nε(ϕε) := Π⊥ {−i∗
[
f(Zε + ϕε)− f(Zε)− f ′(Z1

ε )ϕε

]}

is an higher order term. After solving the projected problem in K⊥
ε , then by (2.14), we deduce

that the function uε given by (2.7) satisfies the following equation

−∆uε − f(uε)− (λκ + sgn(λ − λκ)ε)uε =
∑

j=1,...,k

ℓ=0,...,N

c
ℓ
jU

4
N−2

µj ,ξj
Pψℓ

µj ,ξj
+

m∑

i=1

diei (2.17)

for some real numbers cℓj = cℓj(τττ ,µµµ,ξξξ, ε) and di = di(τττ ,µµµ,ξξξ, ε). Now, solving the finite dimensional

problem Kε in (2.13) is equivalent to finding parameters τττ (ε), µµµ(ε) and ξξξ(ε) such that cℓj = 0 and

di = 0 for all j, ℓ and i as ε→ 0+.

We close this section by recalling a useful result, which will be frequently used in this paper.

Lemma 2.1. Let N ≤ 6. Then for any a, b > 0,

|f(a+ b)− f(a)− f ′(a)b| .
(
|a|

6−N
N−2 |b|2 + |b|

N+2

N−2

)
,

and

|f(a+ b)− f(a)| .
(
|a|

4
N−2 |b|+ |b|

N+2

N−2 + |a|
6−N
N−2 |b|2

)
.

3. The nonlinear projected problem

To solve (2.14), we need first compute the size of the error term E given by (2.16).

Lemma 3.1. Let ρ > 0 sufficiently small. Then there exists ε0 > 0 such that for any ε ∈ (0, ε0),
any τi, µj as in (2.9) and any ξξξ ∈ Oρ, it holds

‖Eε‖ =






O
(
e−

A0
ε

)
, if N = 4,

O
(
ε

7
4

)
, if N = 5.

Proof. By (2.7) and (2.16), we have

‖Eε‖ .

∥∥∥∥∥∥

k∑

j=1

βjf
(
Uµj ,ξj

)
− f(Zε)

∥∥∥∥∥∥
L

2N
N+2

+ ετ +

k∑

j=1

∥∥Wµj ,ξj

∥∥
L

2N
N+2

. (3.1)
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Since N = 4, 5, by (1.7), (2.5), (2.9), (2.11) and the condition (C),

‖Wµj ,ξj‖
L

2N
N+2

=





O
(
e−

A0
ε

)
, if N = 4,

O
(
ε

7
4

)
, if N = 5.

while,

∥∥∥∥∥∥

k∑

j=1

βjf
(
Uµj ,ξj

)
− f(Zε)

∥∥∥∥∥∥
L

2N
N+2

.

k∑

j=1

∥∥f(Uµj ,ξj )− f(Wµj ,ξj )
∥∥
L

2N
N+2

︸ ︷︷ ︸
(A)

+

∥∥∥∥∥∥

k∑

j=1

βjf(Wµj ,ξj )− f




k∑

j=1

βjWµj ,ξj




∥∥∥∥∥∥
L

2N
N+2︸ ︷︷ ︸

(B)

+

∥∥∥∥∥∥
f




k∑

j=1

βjWµj ,ξj


− f




k∑

j=1

βjWµj ,ξj +

m∑

i=1

τiei




∥∥∥∥∥∥
L

2N
N+2︸ ︷︷ ︸

(C)

.

By using the Taylor expansion (Lemma 2.1), (2.5), (2.9) and the condition (C), we get that

∣∣f(Uµj ,ξj )− f(Wµj ,ξj )
∣∣ . µ

N−2

2 U
4

N−2

µj ,ξj
+ µ

N+2

2 + µN−2U
6−N
N−2

µj ,ξj
.

It follows from (1.7), (2.11), the condition (C) and direct computations that

(A) =





O
(
e−

2A0
ε

)
, if N = 4,

O
(
ε

9
2

)
, if N = 5.

Similarly, we also get (by using Lemma 2.1, (2.9) and the condition (C) once more) that

∣∣∣∣∣∣
f




k∑

j=1

βjWµj ,ξj


− f




k∑

j=1

βjWµj ,ξj +

m∑

i=1

τiei




∣∣∣∣∣∣
. τ2

k∑

j=1

U
6−N
N−2

µj ,ξj
+ τ

N+2

N−2 + τ

k∑

j=1

U
4

N−2

µj ,ξj
.

Hence, by (1.7), (2.9), (2.11), the condition (C) and direct computations again,

(C) =





O
(
e−

A0
ε

)
, if N = 4,

O
(
ε

7
4

)
, if N = 5.

At the end we remark that to estimate the term (B), we need to divide the whole domain Ω into
two parts. The first part is in a small neighborhood of the point ξℓ, say B ρ

2
(ξℓ), for all 1 ≤ ℓ ≤ k,

where ρ > 0 is a small constant given in (2.10). In every B ρ
2
(ξℓ), we use Lemma 2.1 to expand the
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term (B) as follows:
∣∣∣∣∣∣
f




k∑

j=1

βjWµj ,ξj



−
k∑

j=1

βjf(Wµj ,ξj )

∣∣∣∣∣∣

=

∣∣∣∣∣∣
f



βℓWµℓ,ξℓ +
∑

j 6=ℓ

βjWµj ,ξj



− βℓf(Wµℓ,ξℓ)−
∑

j 6=ℓ

βjf(Wµj ,ξj )

∣∣∣∣∣∣

.
∑

j 6=ℓ

(
|Wµℓ,ξℓ |

4
N−2

∣∣Wµj ,ξj

∣∣+ |Wµℓ,ξℓ |
6−N
N−2

∣∣Wµj ,ξj

∣∣2 +
∣∣Wµj ,ξj

∣∣N+2

N−2

)
.

The second part is the remaining region of Ω, that is, Ω\ ∪k
ℓ=1 B ρ

2
(ξℓ). In this part, we simply

estimate the term (B) as
∣∣∣∣∣∣
f




k∑

j=1

βjWµj ,ξj


−

k∑

j=1

βjf(Wµj ,ξj )

∣∣∣∣∣∣
.

k∑

ℓ=1

|Wµℓ,ξℓ |
N+2

N−2 .

Now, by (1.7), (2.5), (2.9), (2.11), the condition (C) and suitable but standard computations,

(B) =

(
k∑

ℓ=1

∫

B ρ
2
(ξℓ)

|· · · · · · |
2N

N+2 dx+

∫

Ω\⋃k
ℓ=1

B ρ
2
(ξℓ)

|· · · · · · |
2N

N+2 dx

)N+2

2N

=






O
(
e−

2A0
ε

)
, if N = 4,

O
(
ε

9
2

)
, if N = 5.

The thesis follows from inserting the above various estimates into (3.1). �

After the computation of the size of the error term Eε given by (2.16), we need to investigate
the invertibility of the linear operator Lε and provides a uniform estimate on its inverse in using
the fix-point argument to solve (2.14), which will be stated in the next result. Since it is standard
nowadays to establish such result, we omit the proof here and only point out that for the readers,
who are interest in the proof, one can procede as in [30, Proposition 4.1].

Proposition 3.1. Let ρ > 0 small enough. Then there exist ε0 > 0 such that for any ε ∈ (0, ε0),
any τi, µj as in (2.9) and any ξξξ ∈ Oρ, we have

‖ϕε‖ . ‖Lε(ϕε)‖ for all ϕε ∈ K⊥
ε .

In particular, the operator Lε, which is given by (2.15), is invertible on K⊥
ε and its inverse is

continuous which is uniformly as ε→ 0+.

We are now in position, by using a standard fixed-point argument, to state that the nonlinear
projected problem has a solution. Indeed the following result holds.

Proposition 3.2. Let ρ > 0 small enough. Then there exists ε0 > 0 such that for any ε ∈ (0, ε0),
any τi, µj as in (2.9) and any ξξξ ∈ Oρ, the first equation in (2.13) has a unique solution ϕε ∈ K⊥

ε ,

which also satisfies

‖ϕε‖ =





O
(
e−

A0
ε

)
, if N = 4,

O
(
ε

7
4

)
, if N = 5.

Proof. With Lemma 3.1 and Proposition 3.1 in hands, the proof is standard so we omit it here.
We only point out that for the readers, who are interest in the proof, one can procede as in [30,
Proposition 5.2]. �
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4. The finite dimensional problem

Let ϕε be as in Proposition 3.2, then we recall that the function uε, which is given by (2.7),
satisfies the equation (2.17). As pointed out above, our purpose now is to find parameters τττ (ε),
µµµ(ε) and ξξξ(ε) such that the Lagrange multipliers in (2.17), that is, chn and dℓ, are all zero as ε→ 0+.
To achieve this goal, we shall first find out the sufficient condition, which ensures that chn and dℓ

are all zero as ε→ 0+.

Lemma 4.1. Let ρ > 0 small enough. If

{
〈−∆uε − f(uε)− (λκ + sgn(λ− λκ)ε)uε, eℓ〉L2 = 0 for all 1 ≤ ℓ ≤ m,
〈
−∆uε − f(uε)− (λκ + sgn(λ− λκ)ε)uε, Pψ

h
µn,ξn

〉
L2

= 0 for all 1 ≤ n ≤ k and 0 ≤ h ≤ N,
(4.1)

then dℓ = 0 for all 1 ≤ ℓ ≤ m and chn = 0 for all 1 ≤ n ≤ k and all 0 ≤ h ≤ N as ε→ 0+.

Proof. By the first equation of (4.1) and (2.17), we have

∑

1≤j≤k
0≤h≤N

c
h
j

〈
U

4
N−2

µj ,ξj
Pψh

µj ,ξj
, eℓ

〉

L2

+
m∑

i=1

di 〈ei, eℓ〉L2 = 0. (4.2)

Since {ei} is an orthogonal system of the eigenspace of λκ given by (1.4), we have that

〈ei, eℓ〉L2 =

{
‖eℓ‖

2
L2 , if i = ℓ,

0, if i 6= ℓ

while, further by (2.2),

〈
U

4
N−2

µj ,ξj
Pψh

µj ,ξj
, eℓ

〉

L2

=

〈
U

4
N−2

µj ,ξj

(
Pψh

µj ,ξj
− ψh

µj ,ξj

)
, eℓ

〉

L2

+

〈
U

4
N−2

µj ,ξj
ψh
µj ,ξj

, eℓ

〉

L2

=

〈
U

4
N−2

µj ,ξj

(
Pψh

µj ,ξj
− ψh

µj ,ξj

)
, eℓ

〉

L2

+
N − 2

N + 2

〈
∇Pψh

µj ,ξj
,∇eℓ

〉

L2

=

〈
U

4
N−2

µj ,ξj

(
Pψh

µj ,ξj
− ψh

µj ,ξj

)
, eℓ

〉

L2

+
N − 2

N + 2
λκ

〈
Pψh

µj ,ξj
, eℓ

〉

L2
.

By using (2.3), we have that

〈
U

4
N−2

µj ,ξj
Pψh

µj ,ξj
, eℓ

〉

L2

=





O

(
µ

N−4

2

j

∥∥Uµj ,ξj

∥∥N−2

4

L
4

N−2

)
, if h = 0,

O

(
µ

N−2

2

j

∥∥Uµj ,ξj

∥∥N−2

4

L
4

N−2

)
, if h = 1, . . . , N,

=






O
(
µ2
j | logµj |

)
, if h = 0 and N = 4,

O
(
µ

5
2

j

)
, if h = 0 and N = 5,

O
(
µ3
j | logµj |

)
, if h = 1, . . . 4 and N = 4,

O
(
µ

7
2

j

)
, if h = 1, . . . 5 and N = 5.
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By using (2.4),

〈
Pψh

µj ,ξj
, eℓ

〉

L2
=





(N − 2)αN

2γN
µ

N−4

2

j

∫

Ω

G(x, ξj)eℓ(x) dx +O
(
µ

N
2

j

)
, h = 0,

O
(
µ

N−2

2

j

)
h = 1, . . . , N,

=





(N − 2)αN

2λκ
µ

N−4

2

j eℓ(ξj) +O
(
µ

N
2

j

)
, if h = 0,

O
(
µ

N−2

2

j

)
, if h = 1, . . . , N,

=





(N − 2)αN

2λκ
eℓ(ξj) +O

(
µ2
j

)
, if h = 0 and N = 4,

O
(
µ

1
2

j

)
, if h = 0 and N = 5,

O
(
µ

N−2

2

j

)
, if h = 1, . . . , N.

(4.3)

Inserting these estimates into (4.2), we have

0 =





dℓ‖eℓ‖
2
L2 + a

∑

j=1,...,k

c
0
jeℓ(ξj) +

∑

1≤j≤k
1≤h≤N

O(µ)chj , if N = 4,

dℓ‖eℓ‖
2
L2 +

∑

1≤j≤k
0≤h≤N

O
(
µ

1
2

)
c
h
j , if N = 5,

(4.4)

where a > 0 is a constant.
By the second equation of (4.1) and (2.17), we also have

∑

1≤j≤k

0≤ℓ≤N

c
ℓ
j

〈
U

4
N−2

µj ,ξj
Pψℓ

µj ,ξj
, Pψh

µn,ξn

〉

L2

+

m∑

i=1

di

〈
ei, Pψ

h
µn,ξn

〉
L2

= 0 (4.5)

for all 1 ≤ n ≤ k and 0 ≤ h ≤ N . By (1.7), (2.3) and direct computations, we can show that

〈
U

4
N−2

µj ,ξj
Pψℓ

µj ,ξj
, Pψh

µn,ξn

〉

L2

=





µ−2
n a0 +O(µN−2

n ), if j = n and h = ℓ = 0,

µ−2
n a1 +O(µN+2

n ), if j = n and h = ℓ = 1, . . . , N,

o(µ−2), otherwise,

(4.6)

where a0 and a1 are positive constants. Inserting (4.3) and (4.6) into (4.5), we have

c
h
n +

∑

1≤j 6=n≤k

o(1)chj +
∑

1≤j≤k
0≤ℓ 6=h≤N

o(1)cℓj +
m∑

i=1

o(1)di = 0 (4.7)

for every 1 ≤ n ≤ k and 0 ≤ h ≤ N . The thesis now follows from (4.4) and (4.7). �

According to Lemma 4.1, to prove that dℓ = 0 for all 1 ≤ ℓ ≤ m and c
h
n = 0 for all 1 ≤ n ≤ k

and all 0 ≤ h ≤ N as ε→ 0+, it is sufficiently to expand the equations in (4.1) and find the main
parts. Let us begin with the expansion of the first equation of (4.1).
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Lemma 4.2. Let ρ > 0 small enough. Then for any 1 ≤ ℓ ≤ m,

〈−∆uε − f(uε)− (λκ + sgn(λ − λκ)ε)uε, eℓ〉L2

= sgn(λ− λκ)ετℓ‖eℓ‖
2
2 +

k∑

j=1

d1βjµ
N−2

2

j eℓ(ξj)

+

〈
f

(
m∑

i=1

τiei

)
, eℓ

〉

L2

+





O
(
εe−

A0
ε

)
, if N = 4,

O
(
ε

11
4

)
, if N = 5,

as ε→ 0+ uniformly with respect to ξξξ ∈ Oρ, where d1 > 0 is a constant.

Proof. Since ϕε ∈ K⊥
ε , where K⊥

ε is given by (2.12), by (2.7),

〈−∆uε − f(uε)− (λκ + sgn(λ− λκ)ε)uε, eℓ〉L2

= −〈∆Zε + (λκ + sgn(λ− λκ)ε)Zε + f(Zε), eℓ〉L2︸ ︷︷ ︸
(A)

−〈f(Zε + ϕε)− f(Zε), eℓ〉L2︸ ︷︷ ︸
(B)

(4.8)

for all 1 ≤ l ≤ m, where Zε is given by (2.7). For the term (B), we estimate it by applying the
Taylor expansion (Lemma 2.1) around Zε with (2.9) and the condition (C) to obtain that

|(B)| .
k∑

j=1

(〈
U

4
N−2

µj ,ξj
, |ϕε|

〉

L2

+

〈
U

6−N
N−2

µj ,ξj
, |ϕε|

2

〉

L2

)
+ τ

4
N−2 ‖ϕε‖+ τ

6−N
N−2 ‖ϕε‖

2 + ‖ϕε‖
N+2

N−2 ,

which, together with the Hölder inequality, (2.11), Proposition 3.2 and direct computations with
(1.7), implies that

(B) =





O
(
e−

2A0
ε

)
, if N = 4,

O
(
ε

11
4

)
, if N = 5.

The estimate of the term (A) is slightly complicated. By (1.6) and (2.7), we divide it as follows:

(A) =

〈
f(Zε)−

k∑

j=1

βjf(Uµj ,ξj ), eℓ

〉

L2︸ ︷︷ ︸
(I)

+

m∑

i=1

τisgn(λ − λκ)ε 〈ei, eℓ〉L2

︸ ︷︷ ︸
(II)

+

k∑

j=1

(λκ + sgn(λ− λκ)ε)βj
〈
Wµj ,ξj , eℓ

〉
L2

︸ ︷︷ ︸
(III)

.

Now, since {ei} is an orthogonal system of the eigenspace of λκ given by (1.4), we have that
(II) = τℓsgn(λ− λκ)ε‖eℓ‖2L2 . By (2.6) and direct computations with (1.7), (2.5), (2.9), (2.11) and
the condition (C), we have

〈
Wµj ,ξj , eℓ

〉
L2 =

αN

γN
µ

N−2

2

j

∫

Ω

G(x, ξj)eℓ(x) dx +






O
(
e−

3A0
ε

)
, N = 4,

O
(
ε

9
2

)
, N = 5.

Hence, similar to (4.3),

(III) =
k∑

j=1

d1βjµ
N−2

2

j eℓ(ξj) +





O
(
εe−

A0
ε

)
, N = 4,

O
(
ε

13
4

)
, N = 5,
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where d1 > 0 is a constant. We further divide the term (I) as follows:

(I) =

〈
f




k∑

j=1

βjWµj ,ξj +
m∑

i=1

τiei



− f




k∑

j=1

βjWµj ,ξj



− f

(
m∑

i=1

τiei

)
, eℓ

〉

L2︸ ︷︷ ︸
(I1)

+

〈
f




k∑

j=1

βjWµj ,ξj


−

k∑

j=1

βjf
(
Wµj ,ξj

)
, eℓ

〉

L2︸ ︷︷ ︸
(I2)

+

〈
k∑

j=1

βj
(
f
(
Wµj ,ξj

)
− f

(
Uµj ,ξj

))
, eℓ

〉

L2︸ ︷︷ ︸
(I3)

+

〈
f

(
m∑

i=1

τiei

)
, eℓ

〉

L2︸ ︷︷ ︸
(I4)

.

Clearly, there is nothing to estimate for the term (I4). For the term (I3), we can use the Taylor ex-
pansion (Lemma 2.1) and direct computations with (1.7), (2.5), (2.9), (2.11) and the condition (C)
to obtain that

|(I3)| .

k∑

j=1

(
µ

N−2

2

j

∥∥Uµj ,ξj

∥∥N−2

4

L
4

N−2

+ µ
N+2

2

j + µN−2
j

∥∥Uµj ,ξj

∥∥
N−2

6−N

L
6−N
N−2

)

=





O

(
e−

3A0
ε

ε

)
, if N = 4,

O
(
ε

21
4

)
, if N = 5.

We use the same idea of the estimate of the term (B) in the proof of Lemma 3.1 to estimate the
term (I1). Here, we choose the small neighborhood of every point ξℓ to be B√

µℓ
(ξℓ). In every

B√
µn

(ξℓ), we rewrite

f




k∑

j=1

βjWµj ,ξj +

m∑

i=1

τiei



− f




k∑

j=1

βjWµj ,ξj



− f

(
m∑

i=1

τiei

)

=



f



βnWµn,ξn +
∑

j 6=n

βjWµj ,ξj +
m∑

i=1

τiei



− f (βnWµn,ξn)





+


f (βnWµn,ξn)− f


βnWµn,ξn +

∑

j 6=n

βjWµj ,ξj




− f

(
m∑

i=1

τiei

)
,

which, together with the Taylor expansion (Lemma 2.1), implies that

∣∣∣∣∣∣
f




k∑

j=1

βjWµj ,ξj +
m∑

i=1

τiei



− f




k∑

j=1

βjWµj ,ξj



− f

(
m∑

i=1

τiei

)∣∣∣∣∣∣

.
∑

j 6=n

(
|Wµn,ξn |

4
N−2 Wµj ,ξj +

∣∣Wµj ,ξj

∣∣N+2

N−2

)
+ τ |Wµn,ξn |

4
N−2 + τ

N+2

N−2 .
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In the remaining region Ω\ ∪k
ℓ=1 B

√
µℓ
(ξℓ), we rewrite

f




k∑

j=1

βjWµj ,ξj +
m∑

i=1

τiei


− f




k∑

j=1

βjWµj ,ξj


− f

(
m∑

i=1

τiei

)

=


f




k∑

j=1

βjWµj ,ξj +

m∑

i=1

τiei


− f

(
m∑

i=1

τiei

)
− f




k∑

j=1

βjWµj ,ξj


 ,

which, together with the Taylor expansion (Lemma 2.1), implies that

∣∣∣∣∣∣
f




k∑

j=1

βjWµj ,ξj +
m∑

i=1

τiei


− f




k∑

j=1

βjWµj ,ξj


− f

(
m∑

i=1

τiei

)∣∣∣∣∣∣

.

k∑

j=1

(
τ

4
N−2Wµj ,ξj + τ

6−N
N−2

∣∣Wµj ,ξj

∣∣2 +
∣∣Wµj ,ξj

∣∣N+2

N−2

)
.

Now, by direct computations with (1.7), (2.5), (2.9), (2.11) and the condition (C) in the above
estimates, we get that

(I1) =

∫
⋃

k
n=1

B√
µn (ξn)

[. . . . . .] dx+

∫

Ω\
⋃

k
n=1

B√
µn (ξn)

[. . . . . .] dx

=





O

(
e−

3A0
ε

ε2

)
, if N = 4,

O
(
ε

13
4

)
, if N = 5.

The terms (I2) can be estimated in the same rate by the same way, so we omit it here. The thesis
now follows from inserting all the above estimates into (4.8). �

Next, we expand the second equation of (4.1).

Lemma 4.3. Let ρ > 0 small enough. Then

〈
−∆uε − f(uε)− (λκ + sgn(λ− λκ)ε)uε, ψ

h
µn,ξn

〉
L2

=





d2βnµn| logµn|+
m∑

i=1

d3τiei(ξn) +O
(
e−

A0
ε

)
, N = 4, h = 0 and 1 ≤ n ≤ k,

d2βnµn +

m∑

i=1

d3µ
1
2
n τiei(ξn) +O

(
ε

5
2

)
, N = 5, h = 0 and 1 ≤ n ≤ k,

− d4µn

m∑

i=1

τi
∂ei(ξn)

∂ξn,h
+O

(
e−

2A0
ε

)
, N = 4, 1 ≤ h ≤ 4 and 1 ≤ n ≤ k,

− d4µ
3
2
n

m∑

i=1

τi
∂ei(ξn)

∂ξn,h
+O

(
ε

13
4

)
, N = 5, 1 ≤ h ≤ 5 and 1 ≤ n ≤ k

as ε→ 0 uniformly with respect to ξξξ ∈ Oρ, where d2, d3, d4 > 0 are constants.
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Proof. As that in the proof of Lemma 4.2, we rewrite

〈
−∆uε − f(uε)− (λκ + sgn(λ− λκ)ε)uε, ψ

h
µn,ξn

〉
L2

= −
〈
∆Zε + (λκ + sgn(λ− λκ)ε)Zε + f(Zε), Pψ

h
µn,ξn

〉
L2︸ ︷︷ ︸

(A)

−
〈
f(Zε + ϕε)− f(Zε)− f ′(Zε)ϕε, Pψ

h
µn,ξn

〉
L2︸ ︷︷ ︸

(B)

−(λκ + sgn(λ− λκ)ε)
〈
ϕε, Pψ

h
µn,ξn

〉
L2︸ ︷︷ ︸

(C)

−
〈(
f ′(Zε)− f ′(Z1

ε )
)
ϕε, Pψ

h
µn,ξn

〉
L2︸ ︷︷ ︸

(D)

−
〈(
f ′(Z1

ε )− f ′(Uµn,ξn)
)
ϕε, Pψ

h
µn,ξn

〉
L2︸ ︷︷ ︸

(E)

−
〈
f ′(Uµn,ξn)

(
Pψh

µn,ξn
− ψh

µn,ξn

)
, ϕε

〉
L2︸ ︷︷ ︸

(F )

, (4.9)

where Zε and Z1
ε are given by (2.7). For the term (A), by (1.6) and the fact that {ei} is an

orthogonal system of the eigenspace of λκ given by (1.4), we further rewrite

(A) =

〈
f(Zε)−

k∑

j=1

βjf(Uµj ,ξj ), Pψ
h
µn,ξn

〉

L2︸ ︷︷ ︸
(I)

+

m∑

i=1

τisgn(λ− λκ)ε
〈
ei, Pψ

h
µn,ξn

〉
L2

︸ ︷︷ ︸
(II)

+

k∑

j=1

βj(λκ + sgn(λ − λκ)ε)
〈
Wµj ,ξj , Pψ

h
µn,ξn

〉
L2

︸ ︷︷ ︸
(III)

.

Similar to (4.3),

(II) =





O
(
e−

A0
ε

)
, if N = 4 and h = 0,

O
(
ε

5
2

)
, if N = 5 and h = 0,

O
(
e−

2A0
ε

)
, if N = 4 and 1 ≤ h ≤ 4,

O
(
ε4
)
, if N = 5 and 1 ≤ h ≤ 5.

For the term (III), we divide Ω into B ρ
2
(ξj), B ρ

2
(ξn) and Ω\

(
B ρ

2
(ξj) ∪B ρ

2
(ξn)

)
for j 6= n. Then

by direct computations with (1.7), (2.5), (2.9), (2.11) and the condition (C), we have

(III) =





d2βnµn| logµn|+O
(
e−

A0
ε

)
, if N = 4 and h = 0,

d2βnµn +O
(
ε

5
2

)
, if N = 5 and h = 0,

O
(
e−

2A0
ε

)
, if N = 4 and 1 ≤ h ≤ 4,

O
(
ε

9
2

)
, if N = 5 and 1 ≤ h ≤ 5.
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where d2 > 0 is a constant. For the term (I), we further rewrite

(I) =

〈
f (Zε)− f




k∑

j=1

βjWµj ,ξj


−

m∑

i=1

f ′




k∑

j=1

βjWµj ,ξj


 τiei, Pψ

h
µn,ξn

〉

L2︸ ︷︷ ︸
(I1)

+

〈
f




k∑

j=1

βjWµj ,ξj



−
k∑

j=1

βjf
(
Wµj ,ξj

)
, Pψh

µn,ξn

〉

L2︸ ︷︷ ︸
(I2)

+

k∑

j=1

βj
〈
f
(
Wµj ,ξj

)
− f

(
Uµj ,ξj

)
, Pψh

µn,ξn

〉
L2

︸ ︷︷ ︸
(I3)

+

k∑

j=1

m∑

i=1

τi
〈
f ′(Uµj ,ξj )ei, Pψ

h
µn,ξn

〉
L2

︸ ︷︷ ︸
(I1

4
)

+
m∑

i=1

τi

〈

f ′




k∑

j=1

βjWµj ,ξj



−
k∑

j=1

f ′(βjWµj ,ξj )



 ei, Pψ
h
µn,ξn

〉

L2︸ ︷︷ ︸
(I2

4
)

+

k∑

j=1

m∑

i=1

τi
〈(
f ′(βjWµj ,ξj )− f ′(βjUµj ,ξj )

)
ei, Pψ

h
µn,ξn

〉
L2

︸ ︷︷ ︸
(I3

4
)

.

For what concerning (I1), by using the Taylor expansion (Lemma 2.1) around Z1
ε , we get that

|(I1)| . τ2
k∑

j=1

〈
U

6−N
N−2

µj ,ξj
, |ψ0

µn,ξn
|

〉

L2

+ τ
N+2

N−2 ‖ψ0
µn,ξn

‖L1 .

We then divide Ω into B ρ
2
(ξj), B ρ

2
(ξn) and Ω\

(
B ρ

2
(ξj) ∪B ρ

2
(ξn)

)
for j 6= n, and directly estimate

all the above terms with (1.7), (2.5), (2.9), (2.11) to obtain that

|(I1)| =





O

(
e−

3A0
ε

ε3

)
, if N = 4 and h = 0,

O
(
ε

5
2

)
, if N = 5 and h = 0,

O

(
e−

4A0
ε

ε3

)
, if N = 4 and 1 ≤ h ≤ 4,

O
(
ε4
)
, if N = 5 and 1 ≤ h ≤ 5.

For what concerning (I2), we apply the same idea of the estimate of the term (B) in the proof of
Lemma 3.1 by dividing Ω into the small neighborhood of the point ξℓ, say B ρ

2
(ξℓ), for all 1 ≤ ℓ ≤ k

and the remaining region of Ω, that is, Ω\ ∪k
ℓ=1 B ρ

2
(ξℓ). Then we estimate (I2) in these regions

with (1.7), (2.5), (2.9), (2.11) and the condition (C) in a very similar way of (I1) in the proof of
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Lemma 4.2 to obtain that

(I2) =






O
(
e−

A0
ε

)
, if N = 4 and h = 0,

O
(
ε3
)
, if N = 5 and h = 0,

O
(
e−

2A0
ε

)
, if N = 4 and and 1 ≤ h ≤ 4,

O
(
ε

9
2

)
, if N = 5 and and 1 ≤ h ≤ 5.

For what concerning (I3), the estimate is similar to that of (I1), that is, we first using the Taylor ex-

pansion (Lemma 2.1) around Uµj ,ξj , next divide Ω into B ρ
2
(ξj), B ρ

2
(ξn) and Ω\

(
B ρ

2
(ξj) ∪B ρ

2
(ξn)

)

for j 6= n and then directly estimate all the above terms with (1.7), (2.5), (2.9), (2.11) and the
condition (C) to obtain that

(I3) =





O
(
e−

A0
ε

)
, if N = 4 and h = 0,

O
(
ε3
)
, if N = 5 and h = 0,

O
(
e−

2A0
ε

)
, if N = 4 and and 1 ≤ h ≤ 4,

O
(
ε

9
2

)
, if N = 5 and and 1 ≤ h ≤ 5.

We remark that more precise estimates of (I1), (I2) and (I3) can be found in [33], which we do not
need here according to our choice of τ and µ given by (2.11). For what concerning (I14 ), by direct
computations with (1.7), (2.5), (2.3), (2.9), (2.11) and the condition (C), we get that

(I14 ) =

m∑

i=1

τi

〈
f ′(Uµn,ξn)ei,

(
ψh
µn,ξn

+O
(
µ

N−4

2

))〉

L2

+
∑

j 6=n

m∑

i=1

τi
〈
f ′(Uµj ,ξj )ei, Pψ

h
µn,ξn

〉
L2

=





m∑

i=1

d3τiei(ξn) +O

(
e−

2A0
ε

ε2

)
, if N = 4 and h = 0,

m∑

i=1

d3µ
1
2
n τiei(ξn) +O

(
ε3
)
, if N = 5 and h = 0,

−

(
m∑

i=1

d4µnτi
∂ei(ξn)

∂ξn,h

)
+O

(
e−

2A0
ε

ε2

)
, if N = 4 and 1 ≤ h ≤ 4,

−

(
m∑

i=1

d4µ
3
2
n τi

∂ei(ξn)

∂ξn,h

)
+O

(
ε

9
2

)
, if N = 5 and 1 ≤ h ≤ 5,

where d3, d4 > 0 are constants. For what concerning (I24 ), the estimate is very similar to that of
(I2), so we omit the details here. The resulting estimate is given by

(I24 ) =





O

(
e−

3A0
ε

ε2

)
, if N = 4 and h = 0,

O
(
ε

9
2

)
, if N = 5 and h = 0,

O

(
e−

4A0
ε

ε2

)
, if N = 4 and 1 ≤ h ≤ 4,

O
(
ε6
)
, if N = 5 and 1 ≤ h ≤ 5.
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For what concerning (I34 ), the estimate is very similar to that of (I3), so we also omit the details
here. The resulting estimate is given by

(I34 ) =






O

(
e−

3A0
ε

ε2

)
, if N = 4 and h = 0,

O
(
ε

9
2

)
, if N = 5 and h = 0,

O

(
e−

4A0
ε

ε2

)
, if N = 4 and 1 ≤ h ≤ 4,

O
(
ε6
)
, if N = 5 and 1 ≤ h ≤ 5.

The estimates of (B)-(F ) are also similar. We only point out that in estimating (C) and (F ), we
just first use the Hölder inequality and Proposition 3.2 and then directly compute them with (1.7),
(2.5), (2.3), (2.9), (2.11) and the condition (C) while, in estimating (B), (D) and (E), we need
further employing the Taylor expansion (Lemma 2.1) around Zε, Z

1
ε and Uµn,ξn , respectively. The

resulting estimates are

(B) + (C) + (D) + (E) + (F ) =





O
(
e−

A0
ε

)
, if N = 4,

O
(
ε

5
2

)
, if N = 5.

The conclusions then follow from inserting all the above estimates into (4.9). �

5. Solving The reduced problem: proof of the Theorems

To complete our constructions, by Proposition 3.2 and Lemmas 4.1, 4.2 and 4.3, we need to
solve the following system of the parameters ttt, sss and ξξξ as ε→ 0+:





0 =sgn(λ− λκ)ετl‖el‖
2
2 +

k∑

j=1

d1βjµ
N−2

2

j el(ξj) +

〈
f

(
m∑

n=1

τnen

)
, el

〉

L2

+






O
(
e−

2A0
ε

)
, N = 4,

O
(
ε

11
4

)
, N = 5,

, for all 1 ≤ l ≤ m,

0 =

m∑

l=1

d3µ
N−4

2

j τlel(ξj) +





d2βjµj | logµj |+O
(
e−

A0
ε

)
, N = 4,

d2βjµj +O
(
ε

5
2

)
, N = 5

, for all 1 ≤ j ≤ k,

0 =−

(
m∑

l=1

d4µ
N−2

2

j τl
∂el(ξj)

∂xi

)
+





O
(
e−

2A0
ε

)
, N = 4,

O
(
ε

13
4

)
, N = 5.

, for all 1 ≤ j ≤ k, 1 ≤ l ≤ m.

(5.1)

According to (2.9), (2.11) and the condition (C), if we take βj = −sgn (
∑m

l=1 tl,0el(ξj,0)) for all
1 ≤ j ≤ k,





µ = (1 + o(1)) exp



−
d1d3L

2
0(

d2

(∑k
j=1 s

2
j,0

)
‖
∑m

l=1 tl,0el‖
2

2

)
ε



 ,

τ = (1 + o(1))

d1L0 exp

(
− d1d3L

2
0

(

d2(
∑

k
j=1

s2j,0)‖
∑

m
l=1

tl,0el‖
2

2

)

ε

)

‖
∑m

l=1 tl,0el‖
2

2 ε

(5.2)
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for N = 4 and




τ = (1 + o(1))

(
‖
∑m

l=1 tl,0el‖
2

2

‖
∑m

n=1 tn,0en‖
2∗

2∗

) 3
4

ε
3
4 ,

µ = (1 + o(1))


 d3L0

d2

(∑k
j=1 s

2
j,0

)




2(
‖
∑m

l=1 tl,0el‖
2

2

‖
∑m

n=1 tn,0en‖
2∗

2∗

) 3
2

ε
3
2

(5.3)

for N = 5 in (5.1), then (5.1) reduces to the following systems:




o(1) =

m∑

l=1

tl
∂el(ξj)

∂xi
, 1 ≤ j ≤ k and 1 ≤ i ≤ 4,

o(1) =

(
L‖el‖22

‖
∑m

l=1 tlel‖
2

2

)
tl +

k∑

j=1

sgn

(
m∑

l=1

tlel(ξj)

)
sjel(ξj), 1 ≤ l ≤ m,

o(1) =

m∑

l=1

((
k∑

i=1

s2i

)
el(ξj)

)
tl + sgn

(
m∑

l=1

tlel(ξj)

)
Lsj, 1 ≤ j ≤ k

(5.4)

for N = 4 and




o(1) =

m∑

l=1

tl
∂el(ξj)

∂xi
, 1 ≤ j ≤ k and 1 ≤ i ≤ 5,

o(1) =tl‖el‖
2
2 −

(
‖
∑m

l=1 tlel‖
2

2

‖
∑m

n=1 tnen‖
2∗

2∗

)〈
f

(
m∑

n=1

tnen

)
, el

〉

L2

, 1 ≤ l ≤ m,

o(1) =
m∑

l=1

tlel(ξj) +
sgn (

∑m
l=1 tlel(ξj))L∑k
j=1 s

2
j

s
1
2

j , 1 ≤ j ≤ k

(5.5)

for N = 5, where

L = −




k∑

j=1

∣∣∣∣∣

m∑

l=1

tlel(ξj)

∣∣∣∣∣ s
N−2

2

j


 .

Moreover,
{
sgn(λ− λκ) > 0, if N = 4

sgn(λ− λκ) < 0, if N = 5.
(5.6)

We remark that under the condition (C), βj = −sgn (
∑m

l=1 tlel(ξj)) for all 1 ≤ j ≤ k as ε → 0+.
Clearly, by the condition (C) once more, the limit systems of (5.4) and (5.5) are given by





0 =

m∑

l=1

tl,0
∂el(ξj,0)

∂xi
, 1 ≤ j ≤ k and 1 ≤ i ≤ 4,

0 =

(
L0‖el‖22

‖
∑m

l=1 tl,0el‖
2

2

)
tl,0 +

k∑

j=1

sgn

(
m∑

l=1

tl,0el(ξj,0)

)
sj,0el(ξj,0), 1 ≤ l ≤ m,

0 =

m∑

l=1

((
k∑

i=1

s2i,0

)
el(ξj,0)

)
tl,0 + sgn

(
m∑

l=1

tl,0el(ξj,0)

)
L0sj,0, 1 ≤ j ≤ k

(5.7)
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for N = 4 and




0 =

m∑

l=1

tl,0
∂el(ξj,0)

∂xi
, 1 ≤ j ≤ k and 1 ≤ i ≤ 5,

0 =tl,0‖el‖
2
2 −

(
‖
∑m

l=1 tl,0el‖
2

2

‖
∑m

n=1 tn,0en‖
2∗

2∗

)〈
f

(
m∑

n=1

tn,0en

)
, el

〉

L2

, 1 ≤ l ≤ m,

0 =
m∑

l=1

tl,0el(ξj,0) +
sgn (

∑m
l=1 tl,0el(ξj,0))L0∑k

j=1 s
2
j,0

s
1
2

j,0, 1 ≤ j ≤ k

(5.8)

for N = 5, respectively, where

L0 = −




k∑

j=1

∣∣∣∣∣

m∑

l=1

tl,0el(ξj,0)

∣∣∣∣∣ s
N−2

2

j,0


 . (5.9)

Thus, to solve (5.1) for the parameters ttt, sss and ξξξ as ε→ 0+, we only need to solve (5.4) and (5.5)
for N = 4 and N = 5, respectively, which requires us to construct stable solutions of the limit
systems (5.7) and (5.8). We also observe that the system (5.7) and (5.8) are invariant under the
action of R ∈ O(m). Indeed, for every R ∈ O(m) and every (ν1, ν2, · · · , νm) ∈ Rm, let

ννν∗ := (ν∗1 , ν
∗
2 , · · · , ν

∗
m) = R(ν1, ν2, · · · , νm) (5.10)

and

(e∗1, e
∗
2, · · · , e

∗
m) = R(e1, e2, · · · , em). (5.11)

Then {e∗i } is also an orthogonal system in Ξκ which is the eigenspace according to the eigenvalue
λκ and

m∑

n=1

νnen =

m∑

n=1

ν∗ne
∗
n, (5.12)

which also implies that
∑m

n=1 tn,0en =
∑m

n=1 = t∗n,0e
∗
n and

L0 = −




k∑

j=1

∣∣∣∣∣

m∑

l=1

tl,0el(ξj,0)

∣∣∣∣∣ s
N−2

2

j,0



 = −




k∑

j=1

∣∣∣∣∣

m∑

l=1

t∗l,0e
∗
l (ξj,0)

∣∣∣∣∣ s
N−2

2

j,0



 .

5.1. The case N = 4. (5.7) is a full coupled system. Our key observation is that the third
equation of (5.7) is homogeneous, which implies that it has a solution

sss0 =

(∣∣∣∣∣

m∑

l=1

tl,0el(ξ1,0)

∣∣∣∣∣ ,
∣∣∣∣∣

m∑

l=1

tl,0el(ξ2,0)

∣∣∣∣∣ , · · · ,
∣∣∣∣∣

m∑

l=1

tl,0el(ξk,0)

∣∣∣∣∣

)
. (5.13)

Under the special choice of (5.17), the limit system (5.7) is reduced to




0 =

m∑

l=1

tl,0
∂el(ξj,0)

∂xi
, 1 ≤ j ≤ k and 1 ≤ i ≤ 4,

0 =

∥∥∥∥∥

m∑

n=1

tn,0en

∥∥∥∥∥

2

2




k∑

j=1

(
m∑

n=1

tn,0en(ξj,0)

)
el(ξj,0)





−




k∑

j=1

(
m∑

n=1

tn,0en(ξj,0)

)2

 ‖el‖

2
2tl,0, 1 ≤ l ≤ m.

(5.14)
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Lemma 5.1. Up to a suitable choice of R ∈ O(m), (5.14) has a solution (ttt0, ξξξ0) ∈ (R\{0})m×Ωk,

which is a solution of the variational problem

max
(ννν,ηηη)∈Sm−1×Ω

∑k
j=1 (

∑m
l=1 νlel(ηj))

2

‖
∑m

l=1 νlel‖
2

2

.

In particular, if m = 1 then t1,0 can be taken any number.

Proof. (5.14) is variational since it is the Euler-Lagrange equation of the function

H∗(ννν,ηηη) =

∑k
j=1 (

∑m
l=1 νlel(ηj))

2

‖
∑m

l=1 νlel‖
2

2

. (5.15)

According to the homogeneity of ttt0 of (5.14), we can find critical points of H∗(ννν,ηηη) by solving the
variational problem

c∗ = max
Sm−1×Ω

k
H∗(ννν,ηηη). (5.16)

Since Sm−1 × Ω
k
is compact, c∗ is achieved, say (ttt0, ξξξ0). Moreover, it is easy to see that ξξξ0 ∈ Ωk

since the eigenfunctions {el} ⊂ C∞(Ω)∩H1
0 (Ω). On the other hand, by (5.12), H∗(ννν,ηηη) is invariant

under the action of R ∈ O(m). Thus, by acting a suitable R ∈ O(m) if necessary, we can always
assume that ttt0 ∈ (R\{0})m. If m = 1 then we notice that the function (5.15) is independent of ν1.
Thus, the second equation of (5.14) satisfied by any t1,0, provided that ξξξ0 is the maximum point
of (5.16). �

We are in the position to prove Theorem 1.1.

Proof of Theorems 1.1. We recall that by Proposition 3.2 and Lemmas 4.1, 4.2 and 4.3, we can
complete the proof of Theorem 1.1 by solving (5.1) for the parameters ttt, sss and ξξξ as ε→ 0+, which,
under the assumptions βj = −sgn (

∑m
l=1 tl,0el(ξj,0)) for all 1 ≤ j ≤ k and (5.2), is equivalent to

solving (5.4) for the parameters ttt, sss and ξξξ as ε → 0+. Moreover, by (5.6), we need λ > λκ for
N = 4. Since the arguments will be slightly different for four different situations, we divide the
remaining proof into the following four parts.

Case. 1 k ≥ 2 and m ≥ 2.

We fix




µ = exp



−
d1d3L

2
0(

d2

(∑k
j=1 s

2
j,0

)
‖
∑m

l=1 tl,0el‖
2

2

)
ε



 ,

τ =

d1L0 exp

(
− d1d3L

2
0

(

d2(
∑

k
j=1

s2j,0)‖
∑

m
l=1

tl,0el‖
2

2

)

ε

)

‖
∑m

l=1 tl,0el‖
2

2 ε
,

where (ttt0, ξξξ0) is constructed in Lemma 5.1 and sss0 is given by (5.17). We also claim that for any
fixed ttt0 and ξξξ0,

(
Ker

(
M̃k×k(sss0)

))⊥
6= ∅,

where M̃k×k(sss0) is the matrix of the linearization of the third equation of (5.7) at the special

solution sss0 given by (5.17), Ker
(
M̃k×k(sss0)

)
is its kernel and Ker

(
M̃k×k(sss0)

)⊥
is the orthocom-

plement of Ker
(
M̃k×k(sss0)

)
in R4. Indeed, for any fixed ttt0 and ξξξ0, we denote the elements of
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M̃k×k(sss0) by mj,i. By (5.17), we have

mj,j =

k∑

i=1;l 6=j

∣∣∣∣∣

m∑

l=1

tl,0el(ξi,0)

∣∣∣∣∣

2

for all 1 ≤ j ≤ k. Since

0 < (k − 1)

(
k∑

l=1

|e1(ξl,0)|
2

)
=

k∑

j=1

mj,j = Trace
(
M̃k×k(sss0)

)
,

we know that
(
Ker

(
M̃k×k(sss0)

))⊥
6= ∅. It follows from the implicit function theorem that the

third equation of (5.4) has a solution of the form

sssε =

(∣∣∣∣∣

m∑

l=1

tl,0el(ξ1,0)

∣∣∣∣∣+ o(1),

∣∣∣∣∣

m∑

l=1

tl,0el(ξ2,0)

∣∣∣∣∣+ o(1), · · · ,

∣∣∣∣∣

m∑

l=1

tl,0el(ξk,0)

∣∣∣∣∣+ o(1)

)
(5.17)

as ε→ 0+, where sssε − sss0 ∈
(
Ker

(
M̃k×k(sss0)

))⊥
. Thus, (5.4) is reduced to





o(1) =

m∑

l=1

tl
∂el(ξj)

∂xi
, 1 ≤ j ≤ k and 1 ≤ i ≤ 4,

o(1) =

∥∥∥∥∥

m∑

n=1

tnen

∥∥∥∥∥

2

2




k∑

j=1

(
m∑

n=1

tnen(ξj)

)
el(ξj)




−




k∑

j=1

(
m∑

n=1

tnen(ξj)

)2

 ‖el‖

2
2tl, 1 ≤ l ≤ m

(5.18)

under the condition (C). Since (5.18) is variational and the limit (ttt0, ξξξ0) ∈ (R\{0})m × Ωk is a
maximum point of the energy function of the limit system by Lemma 5.1, which is stable under
small perturbations. Thus, (5.18) has a solution (tttε, ξξξε) ∈ (R\{0})m×Ωk as ε→ 0+, which satisfies
(tttε, ξξξε) → (ttt0, ξξξ0) as ε→ 0+.

Case. 2 k = 1 and m ≥ 2.

In this case, we fix

µ = exp


−

d1d3L
2
0(

d2s
2
1,0 ‖

∑m
l=1 tl,0el‖

2

2

)
ε




and s1 = |
∑m

l=1 tlel(ξ1)|, where (ttt0, ξξξ0) is constructed in Lemma 5.1 and s1,0 is given by (5.17).
Note that the third equation in (5.4) is originally reduced from the second equation of (5.1) under
the assumptions βj = −sgn (

∑m
l=1 tl,0el(ξj,0)) for all 1 ≤ j ≤ k and (5.2), thus, by fixing µ in (5.2)

as above, we can remove the third equation in (5.4) by a suitable choice of τ in (5.2) to directly
solve the second equation of (5.1) as ε→ 0+ for k = 1. It follows that we can still safely arrive at
the reduced problem (5.18) for k = 1 and m ≥ 2, which can be solved in the same way in the case
k ≥ 2 and m ≥ 2.

Case. 3 k ≥ 2 and m = 1.

In this case, we fix

τ =

d1L0 exp

(
− d1d3L

2
0

(d2(
∑

k
j=1

s2j,0)‖t1,0e1‖2

2)ε

)

‖t1,0e1‖
2
2 ε

,
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where (t1,0, ξξξ0) is constructed in Lemma 5.1 and sss0 is given by (5.17). Again, we remark that the
second equation in (5.4) is originally reduced from the first equation of (5.1) under the assumptions
βj = −sgn (

∑m
l=1 tl,0el(ξj,0)) for all 1 ≤ j ≤ k and (5.2), thus, by fixing τ in (5.2) as above, we

can remove the second equation in (5.4) by a suitable choice of µ in (5.2) to directly solve the fist
equation of (5.1) as ε→ 0+ for m = 1. It follows that the reduced problem is given by





o(1) =
∂el(ξj)

∂xi
, 1 ≤ j ≤ k and 1 ≤ i ≤ 4,

o(1) =

(
k∑

i=1

s2i

)
t1e1(ξj)−




k∑

j=1

|t1e1(ξj)| sj


 sgn (t1e1(ξj)) sj , 1 ≤ j ≤ k

(5.19)

Since ξξξ0, given by Lemma 5.1 for m = 1, is the maximum point of (5.16), which is stable under
small perturbations, the first equation of (5.19) has a solution ξξξε ∈ Ωk as ε → 0+, which satisfies
ξξξε → ξξξ0 as ε → 0+. Now, the third equation of (5.19) can be solved in the same way in the case
k ≥ 2 and m ≥ 2.

Case. 4 k = 1 and m = 1.

In this case, we fix t1 = 1 and s1 = |e1(ξ1)|. Again, we point out that the second and the third
equations in (5.4) is originally reduced from the first and the second equations of (5.1) under the
assumptions βj = −sgn (

∑m
l=1 tl,0el(ξj,0)) for all 1 ≤ j ≤ k and (5.2), thus, we can remove the

second and the third equations in (5.4) by directly solving the first and the second equations of
(5.1) for suitable choices of µ and τ in (5.2), which is equivalent to solving the following linear
system:

{
o(ετ) =‖e1‖

2
2ετ + d1β1s1e1(ξ1)µ,

o(ετ) =d2β1s1µ+ d3t1e1(ξ1)ετ.

We point out that the involved matrix can not be totally degenerate since ‖e1‖22 > 0. Thus, it
can be always solved by suitable choices of µ and τ in (5.2). The finally reduced equation is then

given by o(1) = ∂el(ξ1)
∂xi

, i = 1, 2, 3, 4, which can be solved in the same way in the case k ≥ 2 and
m = 1. �

5.2. The case N = 5. Since τl,0 = tl,0τ , by (5.3), the limits of {τl,0} and the second equation of
(5.8) are all invariant under the scalar multiplication. Thus, if ttt0 = (t1,0, t2,0, · · · , tm,0) solves the
second equation of (5.8) then we can find C > 0 such that ttt∗ = (Ct1,0, Ct2,0, · · · , Ctm,0) solves the
following system:

0 = tl,∗‖el‖
2
2 −

∫

Ω

∣∣∣∣∣

m∑

n=1

tn,∗en

∣∣∣∣∣

4
3
(

m∑

n=1

tn,∗en

)
eldx (5.20)

for all 1 ≤ l ≤ m. On the other hand, if ttt∗ = (t1,∗, t2,∗, · · · , tm,∗) solves (5.20) then we must have

∥∥∥∥∥

m∑

l=1

tl,∗el

∥∥∥∥∥

2

2

=

∥∥∥∥∥

m∑

n=1

tnen

∥∥∥∥∥

2∗

2∗

by multiplying (5.20) with tl,∗ for all 1 ≤ l ≤ m and summarizing them from l = 1 to l = m.
It follows that ttt∗ = (t1,∗, t2,∗, · · · , tm,∗) also solves the second equation of (5.8). Based on the
above observations, Solving the second equation of (5.8) is equivalent to solving (5.20) up to scalar
multiplications. Thus, we can reduce the solvability of (5.8) to the solvability of the following
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system:





0 =

m∑

l=1

tl,0
∂el(ξj,0)

∂xi
, 1 ≤ j ≤ k and 1 ≤ i ≤ 5,

0 =tl,0‖el‖
2
2 −

〈
f

(
m∑

n=1

tn,0en

)
, el

〉

L2

, 1 ≤ l ≤ m,

0 =

m∑

l=1

tl,0el(ξj,0) +
sgn (

∑m
l=1 tl,0el(ξj,0))L0∑k

j=1 s
2
j,0

s
1
2

j,0, 1 ≤ j ≤ k

(5.21)

Unlike the case of N = 4, which we decouple the limit system by constructing a special solution of
one of the equations, in the case of N = 5, the second equation is automatically decoupled in the
limit system (5.21). Thus, we can start by constructing stable solutions of the second equation.

Lemma 5.2. The second equation of the system (5.21) has a nondegenerate and nontrivial solution

ttt0 in the sense that tl,0 6= 0 for all 1 ≤ l ≤ m, which is also the solution of the variational problem

max
ννν∈Rm


1

2

∥∥∥∥∥

m∑

n=1

νnen

∥∥∥∥∥

2

2

−
1

2∗

∥∥∥∥∥

m∑

n=1

νnen

∥∥∥∥∥

2∗

2∗


 .

Proof. It is easy to see that the second equation of the system (5.21) is variational since it is the
Euler-Lagrange equation of the function

F(ννν) =
1

2

∥∥∥∥∥

m∑

n=1

νnen

∥∥∥∥∥

2

2

−
1

2∗

∥∥∥∥∥

m∑

n=1

νnen

∥∥∥∥∥

2∗

2∗

. (5.22)

Since F(νννj) → −∞ as |νννj | → +∞, the variational problem maxννν∈Rm F(ννν) is achieved by some ttt0,
where {ννν1, ννν2, · · · , νννm} is the standard orthogonal system in Rm. Thus,

∂F(ttt0)

∂νl
= tl,0‖el‖

2
2 −

〈
f

(
m∑

n=1

tn,0en

)
, el

〉

L2

= 0 (5.23)

for all 1 ≤ l ≤ m. Note that F(ννν) is invariant under the action of R ∈ O(m) in the sense of
(5.10) and (5.11), thus, we may assume that {e1, e2, · · · , em} is an orthogonal system in Ξκ such
that the Hessian Mm×m(ttt0) is diagonal, where the Hessian of F(ννν) at ttt0 is given by Mm×m(ttt0) =(

∂2F
∂νn∂νl

(ttt0)
)

m×m
with

∂2F(ttt0)

∂νn∂νl
= δn,l‖el‖

2
2 −

7

3

〈
f ′
(

m∑

n=1

tn,0en

)
, enel

〉

L2

. (5.24)

It remains to prove that ttt0 is nondegenerate and nontrivial in the sense that tl,0 6= 0 for all
1 ≤ l ≤ m. By (5.23) and (5.24),

m∑

n=1

∂2F(ttt0)

∂νn∂νl
tl,0 = tl,0‖el‖

2
2 −

7

3

〈
f

(
m∑

n=1

tn,0en

)
, el

〉

L2

= −
4

3
tl,0‖el‖

2
2

for all 1 ≤ l ≤ m, which, together with the fact that Mm×m(ttt0) is diagonal, implies that tl,0 6= 0
for all 1 ≤ l ≤ m if and only if ttt0 is nondegenerate. Suppose the contrary that 0 is an eigenvalue
of the Hessian Mm×m(ttt0). Since 1 is a strictly global maximum point of the function F (̺) =
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F(̺ttt0), without loss of generality, we may assume that ννν1, ννν2, · · · , νννm′ are the kernel of the Hessian
Mm×m(ttt0) with m

′ ≤ m− 1. By the Taylor expansion and the fact that Mm×m(ttt0) is diagonal,

F(ννν) = F(ttt0) +

m∑

l=m′+1

∂2F(ttt0)

∂ν2l

(νl − tl,0)
2

2
+ T + o

(∣∣∣−→ν −
−→
t 0

∣∣∣
3
)

where

T =

m∑

n,l,j=1

∂3F(ttt0)

∂νn∂νl∂νj

(νn − tn,0)(νl − tl,0)(νj − tj,0)

6
.

Since ttt0 is a global maximum point and ννν1, ννν2, · · · , νννm′ are the eigenfunctions of 0 with m′ ≤ m−1,

we must have ∂3F(ttt0)
∂νn∂ν

2
l

= 0 for all 1 ≤ l ≤ m′ and all 1 ≤ n ≤ m, which implies that

0 = −
28

9

〈
f ′′




m∑

j=1

tj,0ej



 , ene
2
l

〉

L2

for all 1 ≤ l ≤ m′ and all 1 ≤ n ≤ m. It follows that

0 =

〈
f ′




m∑

j=1

tj,0ej



 , e2l

〉

L2

(5.25)

for all 1 ≤ l ≤ m′. On the other hand, since ννν1, ννν2, · · · , νννm′ are the kernel of the HessianMm×m(ttt0),
by (5.24),

0 =

〈
1−

7

3
f




m∑

j=1

tj,0ej




 , e2l

〉

L2

for all 1 ≤ l ≤ m′, which contradicts (5.25). Thus, 0 can not be an eigenvalue of the Hessian
Mm×m(ttt0) and ttt0 is nondegenerate, which also implies that ttt0 is nontrivial, that is, tl,0 6= 0 for all
1 ≤ l ≤ m. �

We next construct stable solutions of the first equation of the limit system (5.21).

Lemma 5.3. Let ttt0 be a nondegenerate and nontrivial solution of the second equation of the

system (5.21) constructed by Lemma 5.2. Then the first equation of (5.21) has at least nκ solutions

ξ1,0, ξ2,0, · · · , ξn0,0 where ξj,0 is either a local maximum point or a local minimum point of the

function G(x) =
∑m

l=1 tl,0el(x) and nκ is the number of the nodal domains of G(x). Moreover,

(Ker (G(ξj,0)))
⊥ 6= ∅ for all 1 ≤ j ≤ nκ, where Ker (G(ξ)) is the kernel of the Hessian G(ξj,0) =(

∂2G(ξj,0)
∂xi∂xj

)

5×5
and (Ker (G(ξj,0)))

⊥
is its orthogonal complement in R5.

Proof. The first equation of (5.21) is also variational since it is the Euler-Lagrange equation of the
function

G(x) =
m∑

l=1

tl,0el(x).

Note that G(x) is also an eigenfunction of the Laplacian operator −∆ in L2(Ω) with the Dirich-
let boundary according to the eigenvalue λκ, thus, G(x) has at least nκ stable critical points
ξ1,0, ξ2,0, · · · , ξnκ,0 where ξj,0 is either a local maximum point or a local minimum point of G(x)
with G(ξj,0) 6= 0 for all 1 ≤ j ≤ nκ. It follows that

−∆G(ξj,0) = λκG(ξj,0) 6= 0

for all 1 ≤ j ≤ nκ. Since ∆G(ξj,0) = Trace (G(ξj,0)) where G(ξj,0) is the Hessian of G(x) at ξj,0,

we know that (Ker (G(ξj,0)))
⊥ 6= ∅ for all 1 ≤ j ≤ nκ. �
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We finally construct stable solutions of the third equation of the system (5.21).

Lemma 5.4. Let 1 ≤ k ≤ nκ, ttt0 be a nondegenerate and nontrivial solution of the second equation

of the system (5.21) constructed by Lemma 5.2 and ξ1,0, · · · , ξk,0 is the solutions of the first equation

of (5.21) constructed in Lemma 5.3, where nκ is the number of the nodal domains of the function∑m
l=1 tl,0el(x). Then the third equation of the system (5.21) has a solution sss0, which is the solution

of the variational problem

max
ννν∈(R+)k




k∑

j=1

∣∣∣∣∣

m∑

l=1

tl,0el(ξj,0)

∣∣∣∣∣

2
ν2j

2
−

1

6




k∑

j=1

∣∣∣∣∣

m∑

l=1

tl,0el(ξj,0)

∣∣∣∣∣ ν
3
j




2

 ,

where (R+)
k = {ννν ∈ Rk | νj > 0 for all 1 ≤ j ≤ k}.

Proof. Let sj,∗ = s
1
2

j,0 for all 1 ≤ j ≤ k. Then by (5.9), the solvability of the third equation of the

system (5.21) is equivalent to the solvability of the following equation:




0 =

∣∣∣∣∣

m∑

l=1

tl,0el(ξj,0)

∣∣∣∣∣ sj,∗ −
(

k∑

n=1

∣∣∣∣∣

m∑

l=1

tl,0el(ξn,0)

∣∣∣∣∣ s
3
n,∗

)
s2j,∗,

sj,∗ > 0, 1 ≤ j ≤ k.

(5.26)

We claim that (5.26) is variational by proving that it is the Euler-Lagrange equation of the function

H(ννν) =

k∑

j=1

∣∣∣∣∣

m∑

l=1

tl,0el(ξj,0)

∣∣∣∣∣

2
ν2j

2
−

1

6




k∑

j=1

∣∣∣∣∣

m∑

l=1

tl,0el(ξj,0)

∣∣∣∣∣ ν
3
j




2

.

Indeed, it is easy to see that if sss0 = (s1,0, s2,0, · · · , sk,0) solves (5.26) then sss0 is a critical point of
H(ννν). On the other hand, if sss0 = (s1,0, s2,0, · · · , sk,0) is a critical point of H(ννν) then sss0 satisfies

0 =

∣∣∣∣∣

m∑

l=1

tl,0el(ξj,0)

∣∣∣∣∣ sj,0 −
(

k∑

n=1

∣∣∣∣∣

m∑

l=1

tl,0el(ξn,0)

∣∣∣∣∣ s
3
n,0

)
s2j,0 (5.27)

for all 1 ≤ j ≤ k. If there exists 1 ≤ j ≤ k such that sj,0 < 0, then by (5.27), we have∑k
n=1 |

∑m
l=1 tl,0el(ξn,0)| s

3
n,0 < 0 which, together with (5.27) once more, implies that si,0 < 0 for

all 1 ≤ i ≤ k. It follows that −sss0 = (−s1,0,−s2,0, · · · ,−sk,0) is a solution of (5.26) by its oddness.
We can find nontrivial critical points of H(ννν) by solving the variational problem

c = max
ννν∈(R+)k

H(ννν). (5.28)

For the sake of simplicity, we denote |
∑m

l=1 tl,0el(ξj,0)| by aj for all 1 ≤ j ≤ k. It is easy to see
that

∂H(ννν)

∂νj
=

∣∣∣∣∣

m∑

i=1

ti,0ei(ξj,0)

∣∣∣∣∣

2

νj −

(
k∑

l=1

∣∣∣∣∣

m∑

i=1

ti,0ei(ξl,0)

∣∣∣∣∣ v
3
l

) ∣∣∣∣∣

m∑

i=1

ti,0ei(ξj,0)

∣∣∣∣∣ v
2
j . (5.29)

Since H(νννj) → −∞ as |νννj | → +∞ for all 1 ≤ j ≤ k, by (5.28) and (5.29),

c = max
ννν∈(R+)k

H(ννν) = max
ννν∈(R+)k\∂((R+)k)

H(ννν)

is attained by some sss∗,0 ∈ (R+)
k, where {ννν1, ννν2, · · · , νννk} is the standard orthogonal system in Rk

and ∂
(
(R+)

k
)
is the boundary of (R+)

k. �

We are in the position to prove Theorem 1.2.
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Proof of Theorems 1.2. As that in the case of N = 4, we recall that by Proposition 3.2 and
Lemmas 4.1, 4.2 and 4.3, we can complete the proof of Theorem 1.2 by solving (5.1) for the
parameters ttt, sss and ξξξ as ε → 0+, which, under the assumptions βj = −sgn (

∑m
l=1 tl,0el(ξj,0)) for

all 1 ≤ j ≤ k and (5.3), is equivalent to solving (5.5) for the parameters ttt, sss and ξξξ as ε → 0+.
Moreover, by (5.6), we need λ < λκ for N = 5. We fix





τ =

(
‖
∑m

l=1 tl,0el‖
2

2

‖
∑m

n=1 tn,0en‖
2∗

2∗

) 3
4

ε
3
4 ,

µ =



 d3L0

d2

(∑k
j=1 s

2
j,0

)




2(

‖
∑m

l=1 tl,0el‖
2

2

‖
∑m

n=1 tn,0en‖
2∗

2∗

) 3
2

ε
3
2 ,

where ttt0, ξξξ0 and sss0 are constructed in Lemmas 5.2, 5.3 and 5.4, respectively. Since ttt0, ξξξ0 and
sss0 are either a local maximum point or a local minimum point, which are stable under small
perturbations, we can use the variational arguments to solve (5.5) by firstly solving the second
equation, next solving the first equation and finally solving the third equation in the same way in
the proofs of Lemmas 5.2, 5.3 and 5.4. �
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[11] H. Breźıs, L. Peletier, Asymptotics for elliptic equations involving critical growth, pp. 149–192 in Partial

Differential Equations and the Calculus of Variations, Progress in Nonlinear Differential Equations Applications
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