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Abstract. We study a 3D ternary system which combines an interface energy with a long range5
interaction term. Several such systems were derived as a sharp-interface limit of the Nakazawa-6
Ohta density functional theory of triblock copolymers. Both the binary case in 2D and 3D, and7
the ternary case in 2D, are quite well understood, while very little is known about the ternary case8
in 3D. In particular, it is even unclear whether minimizers are made of finitely many components.9
In this paper we provide a positive answer to this, by proving that the number of components in10
a minimizer is bounded from above by a computable quantity depending only on the total masses11
and the interaction coefficients. There are two key difficulties, namely the impossibility to decouple12
the long range interaction from the perimeter term, and the absence of a quantitative isoperimetric13
inequality with two mass constraints in 3D. Therefore, the actual shape of minimizers is unknown,14
even for small masses, making the construction of suitable competing configurations significantly15
more delicate.16
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1. Introduction. Energy functionals entailing a direct competition between an19

attractive short-range force and a repulsive Coulombic long-range force have been20

studied intensively in recent years, to understand physical problems such as Gamow’s21

liquid drop problem, and self-assembly of block copolymers. In Gamow’s liquid drop22

model [10], the volume of the nucleus Ω ⊂ R3 is fixed, i.e., |Ω| = m with the parameter23

m being referred to as “mass”. The binding energy is given by24

Eliquid(Ω) := Per(Ω) +
1

8π

∫
Ω×Ω

dxdy

|x− y|
,25

where the first term is the perimeter (or surface area) of Ω, which arises due to the26

lower nucleon density near the nucleus boundary; the second term is a Coulomb-type27

one, introduced to account for the presence of positively charged protons [3].28

In Ohta and Kawasaki’s diblock copolymer model [21], the free energy is given by29

Ediblock(Ω) := Per(Ω) + γ

∫
Ω×Ω

G(x, y) dx dy,30

where the first term, i.e. the perimeter, favors a large ball; the second term prefers31

splitting, and models long-range interactions between monomers due to the connec-32

tivity of different subchains in copolymer molecules. Here33

G(x, y) =
1

4π|x− y|
+R(x, y)34
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2 X.Y. LU, AND J. WEI

is the zero-average Green’s function of the Laplace operator in R3, R(x, y) is the35

regular part of G(x, y), and γ is the long-range interaction coefficient, determined36

by the percentage of each type monomer, the total number of monomers in a chain37

molecule, the repulsion between different monomers, and the average distance between38

two adjacent monomers [6]. During each experiment, the total mass of each type39

monomer is fixed. So the energy is minimized under the mass constraint |Ω| = m.40

In this paper, we study a model in ternary systems, introduced by Nakazawa and41

Ohta to study triblock copolymers [20]. A triblock copolymer is a chain molecule42

consisting of three types of subchains: a subchain of type A monomers is connected43

to a subchain of type B monomers, and then connected to a subchain of type C44

monomers. Block copolymers can be used as a material in artificial organ technology45

and controlled drug delivery.46

The free energy of triblock copolymers, in the sharp interface model, was derived47

by Ren and Wei in [24, 23] as the Γ-limit of Nakazawa and Ohta’s diffuse interface48

model:49

Etriblock(Ω1,Ω2) :=
1

2

2∑
i=0

Per(Ωi) +

2∑
i,j=1

γij

∫
Ωi×Ωj

G(x, y) dx dy.50

51

Here Ω0 = (Ω1 ∪ Ω2)c, the perimeter term is defined by52

1

2

2∑
i=0

Per(Ωi) =
∑

0≤i<j≤2

H2(∂Ωi ∩ ∂Ωj),53

54

and the long-range interaction coefficients γij form a 2× 2 symmetric matrix. Using55

a “droplet” scaling argument, as done by Choksi and Peletier in [4, 5], and by Alama,56

Bronsard, the first author, and Wang in [1], it can be shown that the leading order of57

the free energy takes the form58

E0(Ω1,Ω2) =
∑
k

e0(|Ω1,k|, |Ω2,k|), Ωi =
⋃
k

Ωi,k, i = 1, 2,(1.1)59

60

with61

e0 : [0,+∞)× [0,+∞) −→ R,62

e0(m1,m2) := inf

{ ∑
0≤i<j≤2

H2(∂Ωi ∩ ∂Ωj)63

+

2∑
i,j=1

Γij
4π

∫
Ωi×Ωj

dxdy

|x− y|
: |Ωi| = mi, i = 1, 2

}
,64

65

where Γij is a suitable scaling of γij . That is, E0 seeks the optimal partition Ωi =66 ⋃
k Ωi,k, with each couple (Ω1,k,Ω2,k) minimizing e0.67

Choksi and Peletier showed in [4, Theorem 4.2] that, when the domain is the unit68

torus T3, in the small mass volume fraction regime, the first order Γ-limit of the free69

energies (see [4, Equation (1.8)])70

E3d
η (v) :=

{
η
∫
T3 |∇v|dx+ η

∥∥v − 1
|T3|

∫
T3 v dx

∥∥2

H−1(T3)
if v ∈ BV (T3; {0, η−3}),

+∞ otherwise,
71

72
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TERNARY OHTA-KAWASAKI IN 3D 3

is of the form73

perimeter + long range interaction,74

i.e. (see [4, Equation (4.1)], and more in general [4, Section 4]),75

E3d
0 (v) :=


∞∑
k=0

e0(mk) if v =

∞∑
k=0

mkδxk
,

∞∑
k=0

mk = M = total mass,

+∞ otherwise,

76

77

with78

e3d
0 (m) = inf

{∫
R3

|∇z|dx+ ‖z‖2H−1(R3) : z ∈ BV (R3; {0, 1}), ‖z‖L1(R3) = M

}
.79

The H−1 norm can be made explicit:80

‖z‖2H−1(R3) =

∫
R3×R3

G(|x− y|)z(x)z(y) dxdy,81

where G denotes the Green’s function of the Laplacian in R3. That is, the minima82

seeks the optimal partition, in which each component minimizes the energy e3d
0 . An83

analogous result, but for ternary systems in the two dimensional torus, was obtained84

in by Alama, Bronsard, the first author, and Wang, in [1, Theorem 3.2].85

With the same arguments from [4, 1], it is possible to show that, again, with the86

domain being the unit torus T3, in the small mass volume fraction regime, the first87

order Γ-limit of the free energies (which are the analogue of [1, Equation (1.8)] for88

ternary systems in 3D)89

E3d
ternary,η(v1,η, v2,η) :=

{
fη(v1,η, v2,η) if v1,η, v2,η ∈ BV (T3; {0, 1

η3 }),
+∞ otherwise,

90

fη(v1,η, v2,η) :=
η

2

2∑
i=0

∫
T3

|∇vi,η|dx91

+ η4
2∑

i,j=1

γij

∫
T3×T3

GT3(|x− y|)vi,η(x)vi,η(y) dxdy,92

GT3 := Green’s function of the Laplacian in T3 with zero average,9394

can be again written in the form95

E3d
ternary,0(v1, v2) :=


∞∑
k=0

e0(m1,k,m2,k) if vi =

∞∑
k=0

mi,kδxi,k
,

∞∑
k=0

mi,k = Mi,

+∞ otherwise,

(1.2)96

Mi = total mass of type i constituent, i = 1, 2,9798

where99

e0(m1,m2) = inf

{ ∑
0≤i<j≤2

H2(∂Ωi ∩ ∂Ωj) +

2∑
i,j=1

Γij‖zi‖2H−1(R3) :100

zi ∈ BV (R3; {0, 1}), ‖zi‖L1(R3) = mi,101

Ωi = supp zi, i = 1, 2, |Ω1 ∩ Ω2| = 0

}
, Ω0 = (Ω1 ∪ Ω2)c,102

103
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4 X.Y. LU, AND J. WEI

and Γijη
−3 = γij ≥ 0 are coefficients penalizing the Coulomb interaction. Observe104

that the problem of minimizing E3d
ternary,0 is again fully determined once we fix the105

total masses Mi and the interaction coefficients Γij . Each couple of sets (Ω1,Ω2),106

with the appropriate masses, and minimizing e0, is referred to as a “cluster”.107

Next, we introduce the main energy of this paper: given connected sets Ωi, with108

1Ωi
∈ BV (R3; {0, 1}), i = 1, 2, and |Ω1 ∩ Ω2| = 0, define the energy109

E(Ω1,Ω2) :=
∑

0≤i<j≤2

H2(∂Ωi ∩ ∂Ωj) +

2∑
i,j=1

γij

∫
Ωi×Ωj

|x− y|−1 dx dy,(1.3)110

111

where Ω0 = (Ω1 ∪ Ω2)c. Here γij denote the interaction strengths, and are positive,112

of order O(1). Note that E is the analogue of e0 from (1.1), (1.2), and [1], and of e3d
0113

from [4], for ternary systems with domain R3. Then, given disjoint unions114 (⊔
k

Ω1,k,
⊔
k

Ω2,k

)
,115

with Ωi,k being the connected components, the total energy of this configuration is116

defined by117

E
(⊔

k

Ω1,k,
⊔
k

Ω2,k

)
:=
∑
k

E(Ω1,k,Ω2,k).118

Observe that E is the analogue of [1, Equation (3.5)] and [4, Equation (4.1)], for 3D119

ternary systems. It is also worthy noting that E is similar to Eliquid, Ediblock, and120

Etriblock, as they are all of the form121

perimeter + long range interaction,122

with the main difference being that E suppresses the interaction between different123

connected components.124

In the following, when we say “optimal configuration”, unless otherwise specified,125

we mean a configuration (
⊔
k Ω1,k,

⊔
k Ω2,k) minimizing E .126

In 2D, due to the fact that the Green’s function is a logarithmic term, the inter-127

action was simply the product of the masses, hence it was equivalent to minimize the128

perimeter, subject to two mass constraints. It is well known that the double bubble129

is the unique such minimizer (see e.g. [8, 18] for the 2D case, and [12] for the 3D case,130

and also [22, 7, 16, 17]). In the ternary 3D case, however, such simplification is not131

available, and the shape of the minimizers is unclear, even for small masses. This is132

a significant hurdle, and studying the shape of minimizers is hindered by the lack of133

a quantitative isoperimetric inequality with two mass constraints in 3D134

Therefore, a priori, it is even unclear whether optimal configurations have finitely135

many clusters, as we cannot exclude the presence of infinitely many components with136

very small masses. Our main result is to show that this is not the case:137

Theorem 1. There exists a computable constant K = K(M1,M2, γ11, γ22) such138

that any optimal configuration has at most K clusters.139

Notation. Since the position of the clusters is rarely relevant, in this paper we140

denote by Bm a ball of mass m.141
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2. Uniform upper bound on the number of clusters. The proof of Theorem142

1 will be split over several lemmas. Throughout the entire section, Mi, i = 1, 2, will143

denote the total masses of type i constituent, and γij , i, j = 1, 2 will denote the144

interaction coefficients. These parameters completely determine the minimization145

problem for E in 3D. All the Mi and γij will assumed to be given, and do not change146

throughout the section. Our proof will proceed as follows.147

1. First, in Lemma 2, we bound from above the number of clusters made purely148

of one constituent type. Such upper bound will depend only on Mi, γii,149

i = 1, 2.150

2. Then, in Lemma 3, we show that the total mass of the largest cluster’s cannot151

be too small. Such lower bound on the mass will depend only on Mi, γii,152

i = 1, 2.153

3. Finally, in Lemmas 4 and 5 we show that the total mass of each cluster is154

bounded from below by a constant depending only on Mi, γii, i = 1, 2. Since155

there is only so much total mass (i.e., M1 + M2), this allows us to infer156

Theorem 1.157

As we have no information on the shape of optimal configurations, we will often158

compare their energy against that of a suitable standard double bubble. Further infor-159

mation about the geometry of standard double bubbles are available in the Appendix.160

Lemma 2. Consider an optimal configuration, made of clusters (Ω1,k,Ω2,k), k ≥161

1. Then162

#{k : |Ω1,k||Ω2,k| = 0}163

is bounded from above by a constant depending only on Mi, γii, i = 1, 2.164

Proof. It is well known (see e.g. [13, 2, 19, 9, 14, 15], and references therein)165

that there exist mi,B = mi,B(γii) > 0, i = 1, 2, such that, for all m ≤ mi,B(γii), the166

minimizer of167

inf
|X|=m

{
H2(∂X) + γii

∫
X×X

|x− y|−1 dx dy

}
168

is given by Bm. Since H2(∂Bm) (resp.
∫
X×X |x− y|

−1 dxdy ) scales like m2/3 (resp.169

m5/3), the perimeter term is dominating for all sufficiently small masses. Thus there170

exist geometric constants mi,S = mi,S(γii) ≤ mi,B(γii) such that171

H2(∂Bm1) + γii

∫
Bm1×Bm1

|x− y|−1 dxdy172

+H2(∂Bm2
) + γii

∫
Bm2

×Bm2

|x− y|−1 dxdy173

> H2(∂Bm1+m2
) + γii

∫
Bm1+m2

×Bm1+m2

|x− y|−1 dxdy,174

175

for all m1,m2 ≤ mi,S(γii), i.e. combining the two balls is energetically favorable176

whenever m1,m2 ≤ mi,S(γii). Thus we cannot have two balls of the type i constituent,177

both with masses less than mi,S(γii). Since the total mass is M1 + M2 < +∞, the178

proof is complete.179

Lemma 3. Consider an optimal configuration, made of clusters (Ω1,k,Ω2,k), k ≥180

1. Then181

m+
i := sup

k
mi,k, mi,k := |Ωi,k|, i = 1, 2,182
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6 X.Y. LU, AND J. WEI

is bounded from below by183

min

{
Mi

2
,

(
3
√

36πMi

4
∑2
i=1[ 3
√

36πM
2/3
i + γii

∫
BMi

×BMi
|x− y|−1 dx dy]

)3}
, i = 1, 2.184

Note that, curiously, this lower bound is independent of γ12. As it will be clear185

from the proof, this is due to the fact that an upper bound for the energy of an optimal186

configuration is given by the energy of two balls of masses M1 and M2 respectively.187

Such bound is clearly independent of γ12.188

Proof. The idea is that, for very small masses, the perimeter term is sub-addictive189

and dominating. Assume m+
i ≤ Mi/2, as otherwise Mi/2 is already a lower bound.190

Note that191

E(Ω1,k,Ω2,k) ≥ S(m1,k,m2,k) ∀k ≥ 1,192

where193

S(m1,m2) = perimeter of the standard double bubble with masses m1 and m2,
(2.1)

194195

and, by [11, Theorem 4.2] (applied with v1 = m1, x = v2 = m2, n = 3)196

S(m1,m2) ≥
2∑
i=1

cim
2/3
i , c1 = c2 =

3
√

36π

2
.197

Thus the total energy of our optimal configuration satisfies198

∑
k≥1

E(Ω1,k,Ω2,k) ≥
2∑
i=1

ci
∑
k≥1

m
2/3
i,k .199

200

By the concavity of the function t 7→ t2/3, the sum
∑
k≥1m

2/3
i,k is minimum when201

mi,k ∈ {0,m+
i } for all k. Since

∑
k≥1mi,k = Mi, there are at least bMi

m+
i

c many202

clusters containing type i constituents, thus203

∑
k≥1

E(Ω1,k,Ω2,k) ≥
2∑
i=1

ci
∑
k≥1

m
2/3
i,k ≥

2∑
i=1

ci

⌊Mi

m+
i

⌋
(m+

i )2/3
204

≥
2∑
i=1

ci
Mi −m+

i

(m+
i )1/3

≥
2∑
i=1

ci
2

Mi

(m+
i )1/3

.205

206

Since our configuration was an optimal one, its energy does not exceed that of two207

balls, which we denote by BM1 and BM2 , of masses M1 and M2, respectively. Thus208

the above line continues as209

2∑
i=1

ci
2

Mi

(m+
i )1/3

≤
∑
k≥1

E(Ω1,k,Ω2,k)210

≤
2∑
i=1

[
3
√

36πM
2/3
i + γii

∫
BMi

×BMi

|x− y|−1 dx dy
]
,211

212
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hence213

(m+
i )1/3 ≥ ciMi

2
∑2
i=1[ 3
√

36πM
2/3
i + γii

∫
BMi

×BMi
|x− y|−1 dxdy]

,214

and the proof is complete.215

Lemma 4. Consider an optimal configuration, made of clusters (Ω1,k,Ω2,k), k ≥216

1. Assume supk |Ω1,k| and supk |Ω2,k| are achieved on different clusters, i.e., without217

loss of generality,218

|Ω1,1| = m+
1 = sup

k
|Ω1,k|, |Ω2,2| = n+

2 = sup
k
|Ω2,k|.219

Then220

inf
k

2∑
i=1

|Ωi,k|221

is bounded from below by a constant depending only on Mi, γii, i = 1, 2.222

Proof. Consider a cluster (Ω1,k,Ω2,k), with k ≥ 3, and let

m2 := |Ω2,1|, n1 := |Ω1,2|, εi := |Ωi,k| > 0, i = 1, 2.

Note that m+
1 ≥ n1, n+

2 ≥ m2. The construction will be slightly different depending223

on the values of
m+

1

m2
, m2

n+
2

, and ε1
ε2

.224

Case 1:
m+

1

m2
≥ ε1

ε2
. Consider the competitor constructed in the following way (see225

Figure 1).226

• Move mass ε1 (resp. rm2, with r := ε1
m+

1

≤ 1) of type I (resp. type II)227

constituent from the cluster (Ω1,k,Ω2,k) to (Ω1,1,Ω2,1). This is possible since228

we are discussing the case
m+

1

m2
≥ ε1

ε2
, i.e. rm2 = ε1

m2

m+
1

≤ ε2.229

• Replace (Ω1,k,Ω2,k) and (Ω1,1,Ω2,1) with Bε2−rm2 (of type II constituent)230

and (Ω̃1,1, Ω̃2,1) := (1 + r)1/3(Ω1,1,Ω2,1), while every other cluster remains231

unaltered.232

Now we estimate the change in energy. Since our initial configuration was optimal,233

0 ≤ E((1 + r)1/3(Ω1,1,Ω2,1)) + E(∅, Bε2−rm2
)234

− E(Ω1,1,Ω2,1)− E(Ω1,k,Ω2,k).(2.2)235236

By a straightforward scaling argument,237

E((1 + r)1/3(Ω1,1,Ω2,1))238

= (1 + r)2/3
∑

0≤i<j≤2

H2(∂Ωi,1 ∩ ∂Ωj,1), Ω0,1 := (Ω1,1 ∪ Ω2,1)c,239

+ (1 + r)5/3
2∑

i,j=1

γij

∫
Ωi,1×Ωj,1

|x− y|−1 dxdy240

≤ (1 + r)
∑

0≤i<j≤2

H2(∂Ωi,1 ∩ ∂Ωj,1) + (1 + 3r)

2∑
i,j=1

γij

∫
Ωi,1×Ωj,1

|x− y|−1 dx dy241

≤ (1 + 3r)

[ ∑
0≤i<j≤2

H2(∂Ωi,1 ∩ ∂Ωj,1) +

2∑
i,j=1

γij

∫
Ωi,1×Ωj,1

|x− y|−1 dxdy︸ ︷︷ ︸
=E(Ω1,1,Ω2,1)

]
,242

243
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Ω1,1
Ω2,1

Ω1,k Ω2,k

Ω̃1,1

Ω̃2,1 Bε2−rm2

Fig. 1. Schematic representation of the construction of the competitor: original clusters (top),
and modified clusters (bottom). Though the objects in question are three dimensional, for better
clarity, we represented the construction in two dimensions. Only the affected clusters are represented
here. The clusters are drawn deliberately deformed, to emphasize the fact that we do not know the
clusters’ precise shapes.

where we used the estimates244

(1 + r)2/3 ≤ 1 + r ≤ 1 + 3r, (1 + r)5/3 ≤ (1 + r)2
(r≤1)

≤ 1 + 3r.245246

Thus, in view of Lemma 3,247

E((1 + r)1/3(Ω1,1,Ω2,1))− E(Ω1,1,Ω2,1)248

≤ 3rE(Ω1,1,Ω2,1) ≤ ε1H1(M1,M2, γ11, γ22),(2.3)249

H1(M1,M2, γ11, γ22) :=

2∑
i=1

3

m+
1

[
3
√

36πM
2/3
i + γii

∫
BMi

×BMi

|x− y|−1 dx dy

]
.250

251

Now we estimate E(∅, Bε2−rm2
)− E(Ω1,k,Ω2,k):252

E(∅, Bε2−rm2)− E(Ω1,k,Ω2,k) ≤ S(0, ε2 − rm2)− S(ε1, ε2)253

= S(0, ε2 − rm2)− S(ε1, ε2 − rm2) + S(ε1, ε2 − rm2)− S(ε1, ε2)254

≤ −c1ε2/3
1 , c1 :=

3
√

36π

2
,255

256

where the last line is due to [11, Theorem 3.2], which gives257

S(ε1, ε2 − rm2)− S(ε1, ε2) ≤ 0,258
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and [11, Theorem 4.2] (applied with v1 = ε1, x = v2 = ε2 − rm2, n = 3), which gives259

S(ε1, ε2 − rm2) ≥
3
√

36π

2
[ε

2/3
1 + (ε2 − rm2)2/3 + (ε1 + ε2 − rm2)2/3]260

≥
3
√

36π

2
[ε

2/3
1 + 2(ε2 − rm2)2/3] =

3
√

36π

2
ε

2/3
1 +

3
√

36π(ε2 − rm2)2/3︸ ︷︷ ︸
=S(0,ε2−rm2)

.261

262

Combining with (2.2) and (2.3) gives the necessary condition263

0 ≤ E((1 + r)1/3(Ω1,1,Ω2,1)) + E(∅, Bε2−rm2
)− E(Ω1,1,Ω2,1)− E(Ω1,k,Ω2,k)264

≤ ε1H1(M1,M2, γ11, γ22)− c1ε2/3
1 ,(2.4)265266

hence267

ε
1/3
1 ≥ H1(M1,M2, γ11, γ22)c−1

1 ,268

thus completing the proof for this case.269

Case 2:
n+
2

n1
≥ ε2

ε1
. The competitor constructed in a way similar to the previous270

case.271

• Move mass ε2 (resp. rn1, with r := ε2
n+
2

≤ 1) of type II (resp. type I)272

constituent from the cluster (Ω1,k,Ω2,k) to (Ω1,2,Ω2,2). This is possible since273

we are discussing the case
n+
2

n1
≥ ε2

ε1
, i.e. rn1 = ε2

n1

n+
2

≤ ε1.274

• Replace (Ω1,k,Ω2,k) and (Ω1,2,Ω2,2) with Bε1−rn1 (of type I constituent) and275

(1 + r)1/3(Ω1,2,Ω2,2), while every other cluster remains unaltered.276

Then the proof proceeds like in the previous case. With the same arguments from277

Case 1, we obtain278

E((1 + r)1/3(Ω1,2,Ω2,2))− E(Ω1,2,Ω2,2) ≤ 3rE(Ω1,2,Ω2,2) ≤ ε2H2(M1,M2, γ11, γ22),279

H2(M1,M2, γ11, γ22) :=

2∑
i=1

3

n+
2

[
3
√

36πM
2/3
i + γii

∫
BMi

×BMi

|x− y|−1 dxdy

]
,280

281

which is the analogue of (2.3), and282

0 ≤ E((1 + r)1/3(Ω1,2,Ω2,2)) + E(∅, Bε1−rn1
)− E(Ω1,2,Ω2,2)− E(Ω1,k,Ω2,k)283

≤ ε2H2(M1,M2, γ11, γ22)− c2ε2/3
2 ,284285

for some computable, purely geometric constant c2 > 0, which is the analogue of286

(2.4). Thus287

ε
1/3
2 ≥ H2(M1,M2, γ11, γ22)c−1

2 ,288

concluding the proof for this case.289

Finally, note that the above two cases are exhaustive: if Case 1 does not hold,290

i.e. ε2
ε1
< m2

m+
1

, using m+
1 ≥ n1, n+

2 ≥ m2, we get291

ε2

ε1
<
m2

m+
1

≤ n+
2

n1
,292

i.e. Case 2 holds. The proof is thus complete.293
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Lemma 5. Consider an optimal configuration, made of clusters (Ω1,k,Ω2,k), k ≥294

1. Assume supk |Ω1,k| and supk |Ω2,k| are achieved on the same clusters, i.e., without295

loss of generality,296

|Ωi,1| = m+
i = sup

k
|Ωi,k|, i = 1, 2.297

Then298

inf
k

2∑
i=1

|Ωi,k|299

is again bounded from below by a constant depending only on Mi, γii, i = 1, 2.300

Proof. We rely on Lemma 4: Consider another cluster (Ω1,k,Ω2,k), k ≥ 2. Let301

|Ω1,k| = ε1 > 0, |Ω2,k| = ε2 > 0, and note that one of the following cases must hold.302

1. If
m+

1

m+
2

≥ ε1
ε2

, then we can use the construction from Case 1 of Lemma 4.303

2. If
m+

1

m+
2

≤ ε1
ε2

, i.e.
m+

2

m+
1

≥ ε2
ε1

, then we can use the construction from Case 2 of304

Lemma 4.305

The proof is thus complete.306

3. Appendix: geometry of the standard double bubble. In [12], it was307

shown that the three dimensional standard double bubbles has the least surface area308

among all sets enclosing two regions of given volumes.309

Fig. 2. The standard double bubble in R3: if the two bubbles that meet have equal volumes, the
shared surface between them is a flat disc. But in the case of unequal volumes, the smaller bubble,
given its larger internal pressure, will bow slightly into the larger bubble. In either scenario, the two
bubbles always meet at angles of 120 degrees. Credit: John M. Sullivan, Technical University of
Berlin and University of Illinois at Urbana-Champaign.

Geometrically, the standard double bubble is a surface of revolution, with all the310

three surfaces being part of spheres, meeting at 120 degrees (see Figures 2 and 3).311

Below we collect several results, used in the proof of Theorem 1, on the function312

S introduced in (2.1).313

Lemma 6. [11, Theorem 3.2] The function S is strictly concave: given mi, ni ≥ 0,314

i = 1, 2, it holds315

S((1− t)m1 + tn1, (1− t)m2 + tn2) > (1− t)S(m1,m2) + tS(n1, n2)316317
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Fig. 3. Cross section of a standard double bubble.

for all t > 0.318

Corollary 7. [11, Corollary 3.3] The function S(m1,m2) is increasing in both319

variables.320

Lemma 8. [11, Theorem 4.2] Suppose that in a minimal enclosure of volumes m1321

and m2 in R3, with the latter having a connected component with volume x > 0. Then322

2S(m1,m2)

c1
≥ m2x

−1/3 +m
2/3
1 + (m1 +m2)2/3,323

c1 :=
3
√

36π = surface area of the unit ball in R3.324325
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