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Abstract. Positive singular radial entire solutions of a biharmonic equation with
subcritical exponent are obtained via the entire radial solutions of the equation
with supercritical exponent and the Kelvin transformation. The expansions of
such singular radial solutions at the singular point 0 are presented. Using these
singular radial entire solutions, we construct solutions with a prescribed singular
set for the Navier boundary value problem

∆2u = up in Ω, u = ∆u = 0 on ∂Ω

where Ω is a smooth open set of Rn with n ≥ 5.

1. Introduction

We study existence, uniqueness, asymptotic behavior and further qualitative prop-

erties of radial solutions of the biharmonic equation

(1.1)

{
∆2u = up in Rn\{0}
u > 0, and lim|x|→0 u(x) = +∞

where n ≥ 5 and n
n−4

< p < n+4
n−4

.

When p = n+4
n−4

, the equation

(1.2) ∆2u = up in Rn

is studied by Lin [14] via the moving-plane method and all the regular solutions are

well-established. When p > n+4
n−4

, (1.2) is studied by Gazzola and Grunau [11], Guo

and Wei [10], all the radial entire solutions are classified.

We recall that the corresponding second order equation (when n ≥ 3 and n
n−2

<

p < n+2
n−2

)

(1.3)

{
−∆u = up in Rn\{0}
u > 0, and lim|x|→0 u(x) = +∞

is studied in [5] and [4]. The following result is established:
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Proposition 1.1. ([5]) Suppose that n
n−2

< p < n+2
n−2

and u is a solution of (1.3).

Then either u(x) ≡ cp|x|−
2
p−1 or there exists a constant β > 0 such that

lim
|x|→+∞

|x|n−2u(x) = β, where cp =
[ 2

p− 1

(
n− 2− 2

p− 1

)] 1
p−1
.

Conversely, for any β > 0, there exists a unique solution u(x) of (1.3) such that

lim|x|→+∞ |x|n−2u(x) = β.

Using this proposition, Chen and Lin [5] constructed positive weak solutions with

a prescribed singular set of the Dirichlet problem

(1.4) ∆u+ up = 0 in Ω, u = 0 on ∂Ω

where Ω is a smooth open set in Rn with n ≥ 3. Singular solutions of the equations

as (1.4) with various singular sets have been studied by many authors, see, for

example, [2, 3, 7, 12, 15, 16, 17, 18, 19, 20, 21, 22].

In this paper, we first obtain the following result.

Theorem 1.2. Suppose that n
n−4

< p < n+4
n−4

. Then for any β > 0, there exists a

unique radial entire solution u(r) of (1.1) such that limr→+∞ r
n−4u(r) = β and

lim
r→0+

r
4
p−1u(r) = Cp,

where Cp = [K(p, n)]1/(p−1) and

K(p, n) =
8

(p− 1)4

[
(n− 2)(n− 4)(p− 1)3 + 2(n2 − 10n+ 20)(p− 1)2

−16(n− 4)(p− 1) + 32
]
.

Moreover, the expansions of the radial singular entire solutions at the singular

point are presented. Using such singular radial entire solutions, we will construct

positive weak solutions with a prescribed singular set for the Navier boundary value

problem:

(1.5) ∆2u = up in Ω, u = ∆u = 0 on ∂Ω

where Ω is a smooth open set in Rn with n ≥ 5. u ∈ Lp(Ω) is called a weak solution

of (1.5) if the equality ∫
Ω

∆2ϕudx =

∫
Ω

upϕdx,

holds for any ϕ ∈ C4(Ω) ∩ C3(Ω) and ϕ = ∆ϕ = 0 on ∂Ω.

Let

pc =
n+ 2 +

√
n2 + 4− 4

√
n2 +Hn

n− 6 +
√
n2 + 4− 4

√
n2 +Hn
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with

Hn =
(n(n− 4)

4

)2

.

It is known from [6] that pc is the unique number for p ∈ (n/(n−4), (n+4)/(n−4))

such that pK(p, n) = Hn for p = pc and pK(p, n) < Hn for n/(n − 4) < p < pc;

pK(p, n) > Hn for pc < p < (n+ 4)/(n− 4).

Theorem 1.3. Suppose that n ≥ 5, n/(n−4) < p < pc, Ω is a bounded smooth open

set in Rn and S is a closed subset of Ω. Then there exist two distinct sequences of

solutions of (1.5) having S as their singular set such that one sequence converges to

0 in Lq(Ω), and the other sequence converges to a smooth solution of (1.5) in Lq(Ω)

for q < p∗ := n(p− 1)/4.

Some special singular solutions of (1.5) have been constructed in [1] by using the

special singular solution us(r) = Cpr
− 4
p−1 of (1.1).

In order to obtain Theorem 1.2, we need to consider the following equation:

(1.6) ∆2u = |x|αup in Rn,

where α > −4, n ≥ 5 and p > n+4+2α
n−4

and use the Kelvin transformation. We need

the following theorem.

Theorem 1.4. Suppose that n ≥ 5, α > −4, p > n+4+2α
n−4

, then for any a > 0, (1.6)

admits a unique positive radial entire solution ua(r) such that ua(0) = a and

(1.7) r
4+α
p−1 ua(r)− [K0(p, n, α)]

1
p−1 → 0 as r → +∞

where

K0(p, n, α) =
(4 + α)

(p− 1)4

[
2(n− 2)(n− 4)(p− 1)3 + (4 + α)(n2 − 10n+ 20)(p− 1)2

−2(4 + α)2(n− 4)(p− 1) + (4 + α)3
]
.

Moreover, if there are P := P (n, α) > (n + 4 + 2α)/(n − 4) (P maybe ∞) and

pc := pc(n, α) ∈ ((n+ 4 + 2α)/(n− 4), P ) such that
pK0(p, n, α)−

(
n(n−4)

4

)2

> 0 for n+4+2α
n−4

< p < pc,

pK0(p, n, α)−
(
n(n−4)

4

)2

= 0 for p = pc,

pK0(p, n, α)−
(
n(n−4)

4

)2

< 0 for pc < p < P,

then ua(r) − [K0(p, n, α)]1/(p−1)r−
4+α
p−1 changes sign infinitely many times provided

(n + 4 + 2α)/(n − 4) < p < pc; ua(x) < us(x) := [K0(p, n, α)]1/(p−1)|x|−(4+α)/(p−1)
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for all x ∈ Rn and the solutions are strictly ordered with respect to the initial value

a = ua(0) provided pc ≤ p < P . Namely, if u1(x) and u2(x) are two radial entire

solutions of (1.1) with u1(0) < u2(0), then u1(x) < u2(x) for x ∈ Rn. Moreover,

ua(x)→ 0, ∆ua(x)→ 0 for any x ∈ Rn as a→ 0

and

ua(x)→ us(x) for x ∈ Rn\{0} as a→∞.

In the following, if there is no confusion, we omit p, n on K(p, n) and p, n, α on

K0(p, n, α).

Theorem 1.5. For n ≥ 13, there exists a positive weak solution of

(1.8) ∆2u = u
n+4
n−4

in L
n+4
n−4 (Rn, dµ) whose singular set is the whole Rn.

2. Classification of radial entire solutions of (1.6): Proof of

Theorem 1.4

In this section we classify the radial entire solutions of (1.6) and prove Theorem

1.4.

The proof of existence and uniqueness of entire solutions of (1.6) is similar to that

of Theorem 1 of [11]. We only present the main ideas.

In radial coordinates r = |x|, the equation (1.6) reads

(2.1)

u(4)(r) +
2(n− 1)

r
u′′′(r) +

(n− 1)(n− 3)

r2
u′′(r)− (n− 1)(n− 3)

r3
u′(r) = rαup(r).

Note that if p > n+4+2α
n−4

, then

(2.2) (n− 4)(p− 1) > 2(α + 4).

We set

(2.3) u(r) = r−
4+α
p−1 v(ln r), v(t) = e

4+α
p−1

tu(et).

Then, equation (2.1) can be written as

(2.4) v(4)(t) +K3v
′′′(t) +K2v

′′(t) +K1v
′(t) +K0v(t) = vp(t) t ∈ R,

where the constants Ki = Ki(p, n, α) (i = 0, . . . , 3) are given by

K0 =
(4 + α)

(p− 1)4

[
2(n− 2)(n− 4)(p− 1)3 + (4 + α)(n2 − 10n+ 20)(p− 1)2

−2(4 + α)2(n− 4)(p− 1) + (4 + α)3
]
,
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K1 = − 2

(p− 1)3

[
(n− 2)(n− 4)(p− 1)3 + (4 + α)(n2 − 10n+ 20)(p− 1)2

−3(α2 + 8α + 16)(n− 4)(p− 1) + 2α(α2 + 12α + 48) + 128
]
,

K2 =
1

(p− 1)2

[
(n2 − 10n+ 20)(p− 1)2 − 6(4 + α)(n− 4)(p− 1)

+6α(α + 8) + 96
]
,

K3 =
2

p− 1

[
(n− 4)(p− 1)− 2(4 + α)

]
.

By using (2.2), it is not difficult to show that K1 = K3 = 0 if p = n+4+2α
n−4

and that

K0 > 0, K1 < 0, K3 > 0, ∀n ≥ 5, α > −4, p >
n+ 4 + 2α

n− 4
.

Note that (2.4) admits two constant solutions v0 ≡ 0 and vs ≡ K
1/(p−1)
0 , which by

(2.3), correspond to the following solutions of (2.1):

u0(r) ≡ 0, us(r) =
K

1/(p−1)
0

r
4+α
p−1

.

Consider the initial value problem

(2.5)

{
u

(4)
γ (r) + 2(n−1)

r
u′′′γ (r) + (n−1)(n−3)

r2
u′′γ(r)−

(n−1)(n−3)
r3

u′γ(r) = rαupγ(r)
uγ(0) = 1, u′γ(0) = u′′′γ (0) = 0, u′′γ(0) = γ < 0.

Arguments similar to those in the proof of Theorem 2 of [11] imply that there

exists a unique γ < 0 such that the solution uγ of (2.5) exists on [0,∞), is positive

everywhere and vanishes at +∞. Moreover, it is seen from the proof of Theorem

1 of [11] that uγ is the unique entire positive solution of (2.5) which vanishes at

+∞. Note that we need a comparison principle as Lemma 2 of [11] here and such

comparison principle still holds for our nonlinearity here.

We denote u1(r) := uγ(r). Then it is easily seen that u1(r) satisfies (i) u′1(r) < 0

for all r > 0, (ii) ∆u1(r) < 0 for all r > 0, (iii) (∆u1)′(r) > 0 for all r > 0.

Moreover, for any a > 0, if we define ua(r) = au1(a(p−1)/(4+α)r), we obtain a unique

entire solution of (1.6) satisfying ua(0) = a and ua(r) → 0 as r → ∞. Thus we

obtain a class of entire solutions {ua}a>0 of (1.6). Note that for each a, u′a(r) < 0,

∆ua(r) < 0 and (∆ua)
′(r) > 0 for r > 0. Moreover, arguments similar to those in

the proof of Theorem 3 of [11] imply that

r
4+α
p−1 ua(r)→ K

1
(p−1)

0 as r → +∞.

This completes the proof of the first part of Theorem 1.4.
5



To prove the second part of Theorem 1.4, we need to analyze the characteris-

tic equations of the linearized equations of (2.4) at v0 and vs. The characteristic

polynomials of the linearized equations of (2.4) at v0 and vs are

(2.6) λ 7→ λ4 +K3λ
3 +K2λ

2 +K1λ+K0

and

(2.7) ν 7→ ν4 +K3ν
3 +K2ν

2 +K1ν + (1− p)K0,

respectively. Then, according to MAPLE, the eigenvalues of (2.6) are given by

λ1 = m, λ2 = m+ 2, λ3 = 4 +m− n, λ4 = 2 +m− n,

here and in the following

m =
4 + α

p− 1
.

The eigenvalues of (2.7) are given by

ν1 =
N1 +

√
N2 + 4

√
N3

2(p− 1)
, ν2 =

N1 −
√
N2 + 4

√
N3

2(p− 1)
,

ν3 =
N1 +

√
N2 − 4

√
N3

2(p− 1)
, ν4 =

N1 −
√
N2 − 4

√
N3

2(p− 1)
,

where

N1 := −(n− 4)(p− 1) + 2(4 + α), N2 := (n2 − 4n+ 8)(p− 1)2,

N3 : = (n− 2)[n− 2 + 2(n− 4)(4 + α)](p− 1)4

+(4 + α)[(n2 − 10n+ 20)(4 + α) + 2(n2 − 6n+ 8)](p− 1)3

+(4 + α)2[(n2 − 10n+ 20) + 2(4− n)(4 + α)](p− 1)2

+(4 + α)3[4 + α + 2(4− n)](p− 1) + (4 + α)4.

Note that N1 < 0 by (2.2).

Let us define

ν̃i = νi −
4 + α

p− 1
, i = 1, 2, 3, 4.

Proposition 2.1. Assume that α > −4 and p > n+4+2α
n−4

, then

(i) For any n ≥ 5 we have ν̃2 < 2− n < 0 < ν̃1.

(ii) If there are P := P (n, α) > (n + 4 + 2α)/(n − 4) (P maybe ∞) and pc :=

pc(n, α) ∈ ((n+ 4 + 2α)/(n− 4), P ) such that N4 := 16N3 −N2
2 > 0, for n+4+2α

n−4
< p < pc,

N4 := 16N3 −N2
2 = 0, for p = pc,

N4 := 16N3 −N2
2 < 0, for pc < p < P,
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then

-if n+4+2α
n−4

< p < pc, then ν̃3, ν̃4 6∈ R and Reν̃3 =Reν̃4 = 4−n
2
< 0.

-if p = pc, then ν̃3, ν̃4 ∈ R and ν̃4 = ν̃3 = 4−n
2
< 0.

-if pc < p < P , then ν̃3, ν̃4 ∈ R and ν̃4 < ν̃3 < 0 and

ν̃2 < 4− n < ν̃4 <
4− n

2
< ν̃3 < 0 < ν̃1, ν̃3 + ν̃4 = 4− n.

Proof. Note that

N4

16(p− 1)4
= pK0 −

(n(n− 4)

4

)2

.

Note also that if α = 0, it is known from [11] that for 5 ≤ n ≤ 12, pc(n, 0) =

pc = +∞, i.e., N4 > 0 for all p > (n + 4)/(n − 4). It is also known from [11],

(n+ 4)/(n− 4) < pc(n, 0) < +∞ exists provided n ≥ 13. Using (2.2), we see that

N2 −N2
1 = 4(n− 2)(p− 1)2 + 4(4 + α)(n− 4)(p− 1)− 4(4 + α)2

> 4(n− 2)(p− 1)2 + 8(4 + α)2 − 4(4 + α)2

> 0.

Next, we show that

(2.8) N3 >
(N2 −N2

1 )2

16
.

Indeed, by using (2.2) again, we have

N3 −
(N2 −N2

1 )2

16
= 2(n− 2)(n− 4)(4 + α)(p− 1)4 + (4 + α)2(n2 − 10n+ 20)(p− 1)3

−2(4 + α)3(n− 4)(p− 1)2 + (4 + α)4(p− 1)

> (4 + α)2(n− 2)(n− 4)(p− 1)3 + 4(4 + α)2(p− 1)3

−2(4 + α)3(n− 4)(p− 1)2 + (4 + α)4(p− 1)

> 4(4 + α)2(p− 1)3 + 2(4 + α)3(n− 2)(p− 1)2

−2(4 + α)3(n− 4)(p− 1)2 + (4 + α)4(p− 1)

= 4(4 + α)2(p− 1)3 + 4(4 + α)3(p− 1)2 + (4 + α)4(p− 1) > 0.

Thus, N3 > 0. Note that

ν̃1 =
4− n

2
+

√
N2 + 4

√
N3

2(p− 1)
, ν̃2 =

4− n
2
−
√
N2 + 4

√
N3

2(p− 1)
.

Then N2 > 0 and N3 > 0 imply that ν̃2 < 0. A simple calculation shows that

ν̃1 > 0. We obtain ν̃2 < 2− n from the fact that
√
N3 > (n− 2)(p− 1)2 and it can
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be obtained from√
N3 >

N2 −N2
1

4
> (n− 2)(p− 1)2 + (4 + α)2 > (n− 2)(p− 1)2.

This proves statement (i) in Proposition 2.1. To show (ii), we only need to show

ν4 < ν3 < 0 for p > pc(n, α). This can be easily seen from (2.8). �

We now obtain the expansions of ua(r) at r = +∞. If there is no confusion, we

drop the index a. We have the following propositions.

Proposition 2.2. Let n+4+2α
n−4

< p < pc with α > −4 and u be the unique entire

solution of (1.6) with u(0) = a. Then we have for r large:

(2.9) u(r) = us(r) +M1r
τ cos(κ ln r) +M2r

τ sin(κ ln r) +O(rmax{ N1
(p−1)

−m,ν2−m})

where τ = 4−n
2

, κ =

√
4
√
N3−N2

2(p−1)
> 0 and M2

1 +M2
2 6= 0.

Proof. It is easily seen that ν2 <
N1

2(p−1)
< 0. Using the Emden-Fowler transfor-

mation:

v(t) = rmu(r), t = ln r,

and letting v(t) = (K0)1/(p−1) + h(t), we see that h(t) satisfies

(2.10) h(4)(t) +K3h
′′′(t) +K2h

′′(t) +K1h
′(t) + (1− p)K0h(t) +O(h2) = 0, t > 1

and limt→∞ h(t) = 0. By arguments similar to those in the proof of Theorem 3.3 of

[10], we have that we can write

(2.11) h(t) = M1e
N1

2(p−1)
t cos(κt) +M2e

N1
2(p−1)

t sin(κt) +M3e
ν2t +O(emax{ N1

p−1
,ν2}t).

The fact M2
1 +M2

2 6= 0 can be obtained by arguments similar to those in the proof of

Theorem 3.3 of [10]. Note that if φ := φ(r) is a nontrivial solution of the linearized

equation

∆2φ = prαup−1φ, φ(r)→ 0 as r → +∞,

then

φ(r) = c
(4 + α

p− 1
u(r) + ru′(r)

)
for some c 6= 0. Now, (2.9) can be obtained from (2.11). This completes the

proof. �

Remark 2.3. Proposition 2.2 implies that u(r)−us(r) changes sign infinitely many

times in (0,∞). Moreover, we can also claim that if u1(r) and u2(r) are two different

regular entire solutions, i.e. u1(0) 6= u2(0), then u1(r)−u2(r) changes sign infinitely
8



many times in (0,∞). In fact, if u1(r) = r−mv1(t), u2(r) = r−mv2(t), then k(t) :=

v1(t)− v2(t) satisfies the equation (for t� 1)

(2.12)

k(4)(r)+K3k
′′′(t)+K2k

′′(t)+K1k
′(t)+(1−p)K0k(t)+O(e

N1
2(p−1)

t)k(t)+O(k2(t)) = 0.

Therefore, k(t) admits a similar expansion to that in (2.11) with M2
1 + M2

2 6= 0.

Thus, our claim holds.

Proposition 2.4. Assume that pc ≤ p < P . Then the set of the solutions {ua(r)} to

(1.6) is well ordered. That is, if a > b, then ua(r) > ub(r) for all r > 0. Moreover,

the following statements hold.

(i) If k(−ν3) < (−ν4) < (k + 1)(−ν3) and `(−ν4) < (−ν2) < (` + 1)(−ν4) for

some positive integers k and `, then u(r) has the asymptotic expansion near ∞:

u(r) = K
1/(p−1)
0 r−m + a1r

ν3−m + . . .+ akr
kν3−m

+b1r
ν4−m + . . .+ b`r

`ν4−m + c1r
ν2−m +O(rν2−m−δ0)

for a1 6= 0 and some δ0 > 0 depending only on p, n and α, which satisfies

4 + α

p− 1
+ (−ν2) =

n− 4

2
+ δ0.

(
δ0 =

√
N2 + 4

√
N3

2(p− 1)

)
(ii) If k(−ν3) = −ν4 and `(−ν4) < (−ν2) < (`+1)(−ν4) for some positive integers

k and `, then u(r) has the asymptotic expansion near ∞:

u(r) = K
1/(p−1)
0 r−m + a1r

ν3−m + . . .+ ak−1r
(k−1)ν3−m + akr

kν3−m ln r

+b1r
ν4−m + . . .+ b`r

`ν4−m + c1r
ν2−m +O(rν2−m−δ0)

for a1 6= 0 and some δ0 > 0 depending only on p, n and α as the above.

(iii) If k(−ν3) < (−ν4) < (k + 1)(−ν3) and `(−ν4) = (−ν2) for some positive

integers k and `, then u(r) has the asymptotic expansion near ∞:

u(r) = K
1/(p−1)
0 r−m + a1r

ν3−m + . . .+ ak−1r
(k−1)ν3−m + akr

kν3−m

+b1r
ν4−m + . . .+ b`−1r

(`−1)ν4−m + b`r
`ν4−m ln r + c1r

ν2−m +O(rν2−m−δ0)

for a1 6= 0 and some δ0 > 0 depending only on p, n and α as the above.

(iv) If k(−ν3) = (−ν4) and `(−ν4) = (−ν2) for some positive integers k and `,

then u(r) has the asymptotic expansion near ∞:

u(r) = K
1/(p−1)
0 r−m + a1r

ν3−m + . . .+ ak−1r
(k−1)ν3−m + akr

kν3−m ln r

+b1r
ν4−m + . . .+ b`−1r

(`−1)ν4−m + b`r
`ν4−m ln r + c1r

ν2−m +O(rν2−m−δ0)

for a1 6= 0 and some δ0 > 0 depending only on p, n and α as the above.
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The coefficients a2, . . . , ak are functions of a1 and b2, . . . b` are functions of b1.

Moreover, if two solutions have the same a1, b1 and c1, then these two solutions

must be identical.

Proof. Note that ν2 < ν4 < ν3 < 0 for p > pc and ν2 < ν4 = ν3 for p = pc. The

first part of this proposition can be obtained by arguments similar to those in the

proof of (1) of Corollary 4.3 of [10]. Note that we have rmu(r) − K1/(p−1)
0 → 0 as

r → ∞. The expansions of u(r) near ∞ can be obtained by (2.10) and some ODE

arguments similar to those in [13], [8] and [9]. We refer to Theorem 2.5 of [8]. The

fact that a1 6= 0 can be obtained from Corollary 4.3 of [10]. �

Proof of Theorem 1.4. The proof of Theorem 1.4 can be done by arguments

as the above. Moreover, we also obtain that ua(x)→ 0, ∆ua(x)→ 0 for any x ∈ Rn

as a→ 0+ and ua(x)→ us(x) for any x ∈ Rn\{0} as a→∞ provided pc ≤ p < P .

These can be easily seen from the fact ua(r) = au1(a(p−1)/(4+α)r). We also notice

that for each a > 0, u′a(r) < 0, (∆ua)(r) < 0, (∆ua)
′(r) > 0 for r > 0 and ua(r)→ 0,

∆ua(r)→ 0 as r →∞. �

3. Singular solutions of (1.1): Proof of Theorem 1.2

In this section we will use Kelvin transformation and Theorem 1.4 to obtain a

class of singular solutions of (1.1).

We first show the following lemma.

Lemma 3.1. Let u(x) be a solution of (1.1). Let

(3.1) v(y) = |x|n−4u(x) y =
x

|x|2
.

Then v(y) satisfies the equation

(3.2) ∆2v(y) = |y|(n−4)p−(n+4)vp(y) y ∈ Rn.

Proof. First of all, let v(y) = |x|su(x) for s > 0. Then

(3.3)
∂v

∂yi
(y) = −s|x|sxiu+ |x|s+2 ∂u

∂xi
(x)− 2|x|sx · ∇uxi,

(3.4) ∆yv(y) = |x|s+4∆xu(x)− (n− s− 2)|x|s+2(su+ 2x · ∇u).

We now take s = n− 4, then

∆yv(y) = |x|n∆u− 2|x|n−2[(n− 4)u+ 2x · ∇u],

∆y(∆yv) = ∆y(|x|n∆u)− 2∆y{|x|n−2[(n− 4)u+ 2x · ∇u]}.
10



To calculate the first term, we take s = n in (3.4). Then

∆y(|x|n∆u) = |x|n+4∆(∆u) + 2|x|n+2[n∆u+ 2x · ∇(∆u)].

Similarly, taking s = n− 2,

−2∆y(|x|n−2(n− 4)u) = −2(n− 4)|x|n+2∆u.

From the fact that ∆(x · ∇u) = 2∆u+ x · ∇(∆u),

−2∆y(|x|n−22x · ∇u) = −4|x|n+2∆(x · ∇u)

= −8|x|n+2∆u− 4|x|n+2x · ∇(∆u).

We finally deduce

∆2
yv(y) = |x|n+4∆2

xu(x).

This completes the proof. �

Let α∗ = (n−4)p−(n+4). Then −4 < α∗ < 0 for n/(n−4) < p < (n+4)/(n−4).

Moreover,
n+ 4

n− 4
− p = p− n+ 4 + 2α∗

n− 4
.

This implies that if p ∈ (n/(n− 4), (n + 4)/(n− 4)), then p ∈ ((n + 4 + 2α∗)/(n−
4), (n+ 8 + 2α∗)/(n−4)). Then we obtain the following theorem from Theorem 1.4.

Theorem 3.2. Let n ≥ 5 and p ∈ ( n
n−4

, n+4
n−4

). Then for any β > 0, the equation

(3.2) admits a unique radial entire solution v = vβ(ρ) (ρ = |y|) such that v(0) = β

and

ρ
4+α∗
p−1 v(ρ)→ [K0(α∗)]

1
p−1 as ρ→∞,

where K0(α∗) is the K0 in Theorem 1.4 with α = α∗. Moreover, v′(ρ) < 0, ∆v(ρ) < 0

for ρ > 0.

Proof of Theorem 1.2. Direct calculations imply

(3.5) K0(α∗) = K,

where K = K(p, n) is given in Theorem 1.2. Then, for any β > 0, the solution uβ(r)

of (1.1) corresponding to vβ(ρ) in Theorem 3.2 satisfies rn−4uβ(r) → β as r → ∞
and r4/(p−1)uβ(r)→ Cp as r → 0+. This completes the proof of Theorem 1.2. �

We now obtain the expansions of uβ(r) given in Theorem 1.2 near r = 0. It is

known that

r4/(p−1)uβ(r)→ Cp as r → 0+.

Since
n+ 4

n− 4
− p = p− n+ 4 + 2α∗

n− 4
11



and K0(α∗) = K, we see that pc > (n+ 4 + 2α∗)/(n− 4) and
pK0(α∗) <

(
n(n−4)

4

)2

, p ∈ ( n
n−4

, pc),

pK0(α∗) =
(
n(n−4)

4

)2

, p = pc,

pK0(α∗) >
(
n(n−4)

4

)2

, p ∈ (pc, n+4
n−4

).

Let N4(α∗) be the N4 in Proposition 2.1 with α = α∗. Then

(3.6)
N4(α∗)

16(p− 1)4
= p[K0(α∗)]−

[n(n− 4)

4

]2

= pK −
[n(n− 4)

4

]2

.

Therefore, 
N4(α∗) > 0, p ∈ (pc, n+4

n−4
),

N4(α∗) = 0, p = pc,
N4(α∗) < 0, p ∈ ( n

n−4
, pc).

We now obtain the following propositions from Propositions 2.4 and 2.2 (by using

the Kelvin transformation).

Proposition 3.3. Assume that n ≥ 5 and p ∈ ( n
n−4

, pc]. Then 0 < uβ(r) < uγ(r) <

ũs(r) := Cpr
− 4
p−1 for 0 < β < γ <∞, and r > 0. Moreover, limβ→∞ uβ(x) = ũs(x)

and limβ→0 uβ(x) = 0 for any x ∈ Rn\{0}. Furthermore, for

σ1 = −ν2(α∗), σ2 = −ν1(α∗),

σ3 = −ν4(α∗), σ4 = −ν3(α∗),

where νi(α∗) (i = 1, 2, 3, 4) are the numbers given in Proposition 2.1 with α = α∗,

the following statements hold:

(i) If kσ4 < σ3 < (k + 1)σ4 and `σ3 < σ1 < (`+ 1)σ3 for some positive integers k

and `, then u(r) has the asymptotic expansion near 0,

u(r) = K1/(p−1)r−
4
p−1 + a1r

− 4
p−1

+σ4 + . . .+ akr
− 4
p−1

+kσ4

+b1r
− 4
p−1

+σ3 + . . .+ b`r
− 4
p−1

+`σ3 + c1r
− 4
p−1

+σ1 +O(r−
4
p−1

+σ1+δ0)

for a1 6= 0 and some δ0 > 0 depending only on p, n, which satisfies

− 4

p− 1
+ σ1 = −n− 4

2
+ δ0.

(ii) If kσ4 = σ3 and `σ3 < σ1 < (`+ 1)σ3 for some positive integers k and `, then

u(r) has the asymptotic expansion near 0,

u(r) = K1/(p−1)r−
4
p−1 + a1r

− 4
p−1

+σ4 + . . .+ ak−1r
− 4
p−1

+(k−1)σ4 + akr
− 4
p−1

+kσ4 ln r

+b1r
− 4
p−1

+σ3 + . . .+ b`r
− 4
p−1

+`σ3 + c1r
− 4
p−1

+σ1 +O(r−
4
p−1

+σ1+δ0)

for a1 6= 0 and some δ0 > 0 depending only on p, n as the above.
12



(iii) If kσ4 < σ3 < (k+1)σ4 and `σ3 = σ1 for some positive integers k and `, then

u(r) has the asymptotic expansion near 0,

u(r) = K1/(p−1)r−
4
p−1 + a1r

− 4
p−1

+σ4 + . . .+ ak−1r
− 4
p−1

+(k−1)σ4 + akr
− 4
p−1

+kσ4

+b1r
− 4
p−1

+σ3 + . . .+ b`−1r
− 4
p−1

+(`−1)σ3

+b`r
− 4
p−1

+`σ3 ln r + c1r
− 4
p−1

+σ1 +O(r−
4
p−1

+σ1+δ0)

for a1 6= 0 and some δ0 > 0 depending only on p, n as the above.

(iv) If kσ4 = σ3 and `σ3 = σ1 for some positive integers k and `, then u(r) has

the asymptotic expansion near 0,

u(r) = K1/(p−1)r−
4
p−1 + a1r

− 4
p−1

+σ4 + . . .+ ak−1r
− 4
p−1

+(k−1)σ4 + akr
− 4
p−1

+kσ4 ln r

+b1r
− 4
p−1

+σ3 + . . .+ b`−1r
− 4
p−1

+(`−1)σ3 + b`r
− 4
p−1

+`σ3 ln r

+c1r
− 4
p−1

+σ1 +O(r−
4
p−1

+σ1+δ0)

for a1 6= 0 and some δ0 > 0 depending only on p, n as the above.

The coefficients a2, . . . , ak are functions of a1 and b2, . . . b` are functions of b1.

Moreover, if two solutions have the same a1, b1 and c1, then these two solutions

must be identical.

Remark 3.4. The σi (i = 1, 2, 3, 4) in Proposition 3.3 are given by

σ1 =
Ñ1 +

√
Ñ2 + 4

√
Ñ3

2(p− 1)
, σ2 =

Ñ1 −
√
Ñ2 + 4

√
Ñ3

2(p− 1)
,

σ3 =
Ñ1 +

√
Ñ2 − 4

√
Ñ3

2(p− 1)
, σ4 =

Ñ1 −
√
Ñ2 − 4

√
Ñ3

2(p− 1)
,

the δ0 is given by δ0 =

√
Ñ2+4
√
Ñ3

2(p−1)
, where

Ñ1 := −(n− 4)(p− 1) + 8, Ñ2 := (n2 − 4n+ 8)(p− 1)2,

Ñ3 : = (9n− 34)(n− 2)(p− 1)4 + 8(3n− 8)(n− 6)(p− 1)3

+(16n2 − 288n+ 832)(p− 1)2 − 128(n− 6)(p− 1) + 256.

Note that Ñ1 > 0 for p ∈ (n/(n− 4), (n+ 4)/(n− 4)).
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Remark 3.5. It is clear that pK < Hn for p ∈ (n/(n − 4), pc). Therefore, the

Hardy’s inequality implies that for any a > 0, we have∫
D

pup−1
a ϕ2dx <

∫
D

pũp−1
s ϕ2dx

≤ pK

∫
D

ϕ2

r4
dx

≤ pK

Hn

∫
D

(∆ϕ)2dx

for any ϕ ∈ C∞0 (Rn).

Proposition 3.6. Assume that n ≥ 5 and p ∈ (pc, (n+ 4)/(n− 4)). Then we have

for r near 0:

(3.7)

u(r) = ũs(r) +M1r
4−n
2 cos

(
κ̃ ln

1

r

)
+M2r

4−n
2 sin

(
κ̃ ln

1

r

)
+O(rmin{4−n+ 4

p−1
,σ1− 4

p−1
})

where

κ̃ =

√
4
√
Ñ3 − Ñ2

2(p− 1)
> 0

and M2
1 + M2

2 6= 0. Therefore, ũs(r) − u(r) changes sign infinitely many times for

r ∈ (0,∞).

4. Constructing weak solutions of (1.5) with prescribed singular

set: Proof of Theorem 1.3

In this section we construct weak solutions with prescribed singular set for the

Navier boundary value problem:

(4.1) ∆2u = up in Ω, u = ∆u = 0 on ∂Ω,

where n ≥ 5 and p ∈ (n/(n− 4), pc).

We first construct approximate solutions for (4.1).

A pair of functions (u, f) is called quasi-solution of (4.1) if

(4.2) ∆2u− up = f in Ω

where Ω is assumed to be a bounded smooth domain in Rn throughout this section.

Using the family of radial singular entire solutions {ua}a>0 (instead of β in The-

orem 1.2, we use a here) of (1.1) given in Theorem 1.2 and Proposition 3.3, we

have

lim
a→0

∫
Rn
uqadx = 0

14



for any 0 < q < p∗, where p∗ is defined by

(4.3) p∗ =
n(p− 1)

4
.

When n
n−4

< p < pc, let ε0 be defined by (see Remark 3.5)

ε0 = 1− pK

Hn

> 0.

Lemma 4.1. Fix p0, q0 such that p < p0 < p∗, 2n
n+4

< q0 < n
4
, η > 0 and

{x1, . . . , xk} ⊂ Ω. Then a quasi-solution (uk, fk) of (4.1) can be constructed to

satisfy the followings:

(i) uk is smooth except at xj, 1 ≤ j ≤ k. At xj, uk(x) has the asymptotic behavior

(4.4) lim
x→xj
|x− xj|

4
p−1uk(x) = K

1
p−1 .

(ii)

(4.5)
(∫

Ω

up0k dx
) 1
p0 < η, and

(∫
Ω

f
q0
k dx

) 1
q0 < η.

(iii) Set

Qk(ϕ) ≡
(

1 +
k∑
j=1

3−jε0 − ε0
)∫

Ω

(∆ϕ)2 − p
∫

Ω

up−1
k ϕ2

for ϕ ∈ H2(Ω)∩H1
0 (Ω). Then Qk is positive definite and equivalent to H2(Ω)∩H1

0 (Ω)

norm in H2(Ω) ∩H1
0 (Ω).

Proof. A quasi-solution of (4.1) will be constructed by induction on k. Let

ξ(x) = ξ(|x|) be a smooth cut-off function such that ξ(t) = 1 for 0 ≤ t ≤ 1
2
, and

ξ(t) = 0 for t ≥ 1. For any r > 0, we denote ξr(x) ≡ ξ(x
r
). For k = 0, (0, 0) is a

trivial quasi-solution satisfying (i)-(iii) of Lemma 4.1.

Now suppose that conclusions of Lemma 4.1 hold true for {x1, . . . , xk−1} and a

quasi-solution {uk−1, fk−1} satisfying (i)-(iii).

Let

0 < rk <
1

2
min{dist(xk, ∂Ω), |xk − xj|, 1 ≤ j ≤ k − 1},

and define

(4.6) uk = uk−1 + ξrk(x− xk)ua(x− xk) ≡ uk−1 + ξkua

where a will be chosen later.

If a is small enough, we have

(4.7) ‖ua‖Lp0 <
1

2
(η − ‖uk−1‖Lp0 ).

15



Therefore we have

(4.8) ‖uk‖Lp0 <
1

2
(η + ‖uk−1‖Lp0 ) < η.

Set

fk = ∆2uk − upk
= ∆2uk−1 + ∆2(ξkua)− upk
= fk−1 − (upk − u

p
k−1 − ξ

p
ku

p
a)

+[(ξk − ξpk)u
p
a + ua∆

2ξk + 2∆ua∆ξk + 2∇ξk∇(∆ua)

+2∆(∇ξk∇ua) + 2∇ua∇(∆ξk)]

= fk−1 − g1 + g2.

We note that uk−1 is smooth in B(xk, rk). Hence

(4.9)

∫
Ω

|g1|q0 =

∫
B(xk,rk)

|g1|q0 ≤ C

∫
B(xk,rk)

(
1 + u(p−1)q0

a

)
,

which can be small if both rk and a are small, and 2n
n+4
≤ q0 <

n
4
. Also we have

(4.10) ‖g2‖L∞ ≤ C‖ua‖C3(Dk)

which is small if a is small, where Dk = {x ∈ Rn : rk
2
< |x| < rk}. Therefore, if a is

small, by (4.9) and (4.10), we have

‖fk‖Lq0 ≤ ‖fk−1‖Lq0 + ‖g1‖Lq0 + ‖g2‖Lq0 < η.

It is obvious that (4.4) holds for uk at xk.

We divide the proof of (iii) into two steps.

Step 1. For any ε > 0, there exists a constant C > 0, such that

(4.11) p

∫
Ω

up−1
k ϕ2 ≤

(
1 +

k−1∑
j=1

3−jε0 − ε0
)

(1 + ε)

∫
Ω

(∆ϕ)2 + C

∫
Ω

[ϕ2 + |∇ϕ|2]

holds true for any ϕ ∈ H2(Ω)∩H1
0 (Ω), where C > 0 depends on ε but is independent

of a.

Let ηi ∈ C∞(Ω), i = 1, 2, such that η2
1 + η2

2 ≡ 1, the support of η1 is disjoint from

B(xk, rk), and the support of η2 is disjoint from {x1, . . . , xk−1}. Then it follows from
16



the induction assumption that

p

∫
Ω

up−1
k ϕ2 = p

∫
Ω

up−1
k η2

1ϕ
2 + p

∫
Ω

up−1
k η2

2ϕ
2

≤ δ0

∫
Ω

(∆(η1ϕ))2 + (1− ε0)

∫
Ω

(∆(η2ϕ))2 + C1

∫
Ω

ϕ2

≤ δ0(1 + ε)

∫
Ω

(∆ϕ)2 + C2

∫
Ω

[ϕ2 + |∇ϕ|2]

for any ε > 0, where δ0 = 1 +
∑k−1

j=1 3−jε0 − ε0. Note that uk−1 is smooth in the

support of η2 and∫
[∆(ηφ)]2 =

∫
[η(∆φ) + 2∇η∇φ+ φ(∆η)]2

≤
∫

[η2(∆φ)2 + (∆η)2φ2] + 4‖η(∆φ)‖L2‖∇η∇φ‖L2

+2‖η(∆φ)‖L2‖φ(∆η)‖L2 + 4‖∇η∇φ‖L2‖φ(∆η)‖L2

+4

∫
[∇η∇φ]2

≤ (1 + ε)

∫
[η2(∆φ)2] + C

∫
Ω

[φ2 + |∇φ|2].

Step 2. Fix a small ε1 > 0. We can find a finite dimensional subspace N of

H2(Ω) ∩H1
0 (Ω) such that

C

∫
Ω

[ϕ2
2 + |∇ϕ2|2] ≤ ε1Qk−1(ϕ)

for all ϕ ∈ H2(Ω) ∩ H1
0 (Ω), where ϕ = ϕ1 + ϕ2 ϕ1 ∈ N , ϕ2 ∈ N⊥, which is the

orthogonal complement of N with respect to the quadratic form Qk−1 and C is the

constant stated in (4.11).

For any ϕ ∈ H2(Ω)∩H1
0 (Ω), decompose ϕ = ϕ1 +ϕ2, ϕ1 ∈ N and ϕ2 ∈ N⊥ (with

respect to Qk−1). Let uk = uk−1 + vk and Bk := Bk(xk, rk). Then

p

∫
Ω

up−1
k ϕ2 = p

∫
Ω

up−1
k (ϕ1 + ϕ2)2

= p

∫
Ω

up−1
k ϕ2

1 + p

∫
Ω

up−1
k ϕ2

2 + 2p

∫
Ω

up−1
k ϕ1ϕ2

≤ p

∫
Ω

up−1
k ϕ2

2 + p

∫
Ω

up−1
k−1ϕ

2
1 + 2p

∫
Ω

up−1
k−1ϕ1ϕ2

+C3

[ ∫
Ω

vp−1
k ϕ2

1 +

∫
Ω

vp−1
k |ϕ1ϕ2|+

∫
Bk

[|ϕ1|2 + |ϕ1||ϕ2|]
]

(4.12)

where we notice that uk ≡ uk−1 outside Bk, uk−1 is smooth in Bk, and the constant

C3 depends on supBk uk−1.
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To estimate the sum of the first three terms, we utilize Step 1 and induction step

and obtain

p

∫
Ω

up−1
k ϕ2

2 + p

∫
Ω

up−1
k−1ϕ

2
1 + 2p

∫
Ω

up−1
k−1ϕ1ϕ2

= δ0

(∫
Ω

(∆ϕ1)2 + (∆ϕ2)2
)

+ 2p

∫
Ω

up−1
k−1ϕ1ϕ2 + C

∫
Ω

[ϕ2
2 + |∇ϕ2|2]

+δ0ε

∫
Ω

(∆ϕ2)2.

Since ϕ1 is orthogonal to ϕ2, we have

δ0

∫
Ω

(∆ϕ1)(∆ϕ2) = p

∫
Ω

up−1
k−1ϕ1ϕ2.

Therefore we have, by the choice of N ,

p

∫
Ω

up−1
k ϕ2

2 + p

∫
Ω

up−1
k−1ϕ

2
1 + 2p

∫
Ω

up−1
k−1ϕ1ϕ2

= δ0

∫
Ω

(∆ϕ)2 + C

∫
Ω

[ϕ2
2 + |∇ϕ2|2]

+δ0ε

∫
Ω

(∆ϕ2)2

≤ (δ0 + 3−(k+1)ε0)

∫
Ω

(∆ϕ)2

provided that ε and ε1 are sufficiently small. And, for any ε̃ > 0,∫
Ω

vp−1
k |ϕ1ϕ2| ≤ ε̃

∫
Ω

vp−1
k ϕ2

2 + Cε̃

∫
Ω

vp−1
k ϕ2

1

≤ ε̃K

Hn

∫
Ω

(∆ϕ2)2 + Cε̃

∫
Ω

vp−1
k ϕ2

1 (by Remark 3.5)

≤ 2−13−(k+1)ε0

∫
Ω

(∆ϕ2)2 + Cε̃

∫
Ω

vp−1
k ϕ2

1

provided that ε̃ is sufficiently small.

For the last two terms of (4.12), for any ε̃ > 0,∫
Bk

[ϕ1|2 + |ϕ1||ϕ2|] ≤ Cε̃

∫
Bk

ϕ2
1 + ε̃

∫
Ω

ϕ2

≤ Cε̃

∫
Bk

ϕ2
1 + Cε

∫
Ω

(∆ϕ)2

≤ 2−13−(k+1)ε0

∫
Ω

(∆ϕ)2 + Cε̃

∫
Bk

ϕ2
1.

Therefore, (4.12) becomes

p

∫
Ω

up−1
k ϕ2 ≤

[
δ0 +

2

3
3−kε0

] ∫
Ω

(∆ϕ)2 + C̃
(∫

Ω

vp−1
k ϕ2

1 +

∫
Bk

ϕ2
1

)
18



where C̃ is a positive constant independent of a and rk. Since the dimension of N
is finite, rk can be chosen so small such that

C̃

∫
Bk

ϕ2
1 ≤ 2−13−(k+1)ε0Qk−1(ϕ1)

≤ 2−13−(k+1)ε0Qk−1(ϕ)

≤ 2−13−(k+1)ε0

∫
Ω

(∆ϕ)2.

After fixing rk, we may choose a so small such that the left-hand side of (4.10) is

small and, by Proposition 3.3 and Remark 3.5, we have

C̃

∫
Ω

vp−1
k ϕ2

1 ≤ 2−13−(k+1)ε0Qk−1(ϕ1)

≤ 2−13−(k+1)ε0Qk−1(ϕ)

≤ 2−13−(k+1)ε0

∫
Ω

(∆ϕ)2.

This completes the proof of this lemma. �

Let (u, f) be a quasi-solution of (4.1) as stated in Lemma 4.1. Suppose that a

solution of (4.1) can be written as u = u+ v, then v satisfies ∆2v + up − (u+ v)p + f = 0 in Ω,
u+ v > 0 in Ω,
v = ∆v = 0 on ∂Ω.

Note that u = ∆u = 0 on ∂Ω. This can be seen from the construction of u in

Lemma 4.1.

Define

f+(s, t) =

{
(s+ t)p − sp, for s, t ≥ 0,
0, for t < 0,

F+(s, t) =
∫ t

0
f+(s, τ)dτ ,

E(ϕ) =
1

2

∫
Ω

(∆ϕ)2 −
∫

Ω

F+(u, ϕ) +

∫
Ω

fϕ, ϕ ∈ X

where

F+(s, t) =

{
1
p+1
{|s+ t|p(s+ t)− sp+1 − (p+ 1)spt}, for s, t ≥ 0,

0, for t < 0,

and X = H2(Ω) ∩H1
0 (Ω).

Lemma 4.2. E ∈ C1(X;R) and any critical point v of E satisfies

(4.13)

 ∆2v − |u+ v|p + up + f = 0 in Ω,
u+ v > 0 in Ω,
v = ∆v = 0 on ∂Ω.

Moreover, E satisfies the (P.S.) condition.
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Proof. The first part of this lemma is standard. We leave the details of the

proof to the reader. To prove the second part of this lemma, suppose that there is

a sequence {vj} ⊂ X such that

(4.14) E(vj)→ C, and

(4.15) E ′(vj)→ 0 in X

as j →∞. We want to show that there exists a strongly convergent subsequence of

vj. The derivative of E can be computed as

(4.16) (E ′(vj), ϕ) =

∫
Ω

∆vj∆ϕ−
∫

Ω

(|v+
j + u|p − up)ϕ+

∫
Ω

fϕ.

Case 1. p ≤ 2.

A direct calculation shows that

E(vj)−
1

p+ 1
(E ′(vj), vj)

=
(p− 1)

2(p+ 1)

∫
Ω

(∆vj)
2 − 1

p+ 1

∫
Ω

[(v+
j + u)pu− up+1 − pupv+

j ] +
p

p+ 1

∫
Ω

fvj.

Since p ≤ 2, the inequality∣∣∣|u+ v+
j |pu− up+1 − pupv+

j

∣∣∣ ≤ p(p− 1)

2
up−1(v+

j )2

holds. By (4.14) and (4.15), we have

(p− 1)

2(p+ 1)

∫
Ω

[
(∆vj)

2 − pup−1(v+
j )2
]
≤ C4

(
1 + ‖∆vj‖L2

)
.

By Lemma 4.1, we see that ‖∆vj‖L2 is bounded. Furthermore, by (4.16), we have

(4.17) (E ′(vi)−E ′(vj), vi−vj) =

∫
Ω

(∆(vi−vj))2−
∫

Ω

(|v+
i +u|p−|v+

j +u|p)(vi−vj).

Since ∣∣∣|1 + x|p − |1 + y|p
∣∣∣ ≤ pmax{|1 + |x||p−1, |1 + |y||p−1}|x− y|

≤ p|x− y|+ (|x|p−1 + |y|p−1)|x− y|

for all x, y ∈ R, we see from (4.17) that∫
Ω

(∆(vi − vj))2 − p
∫

Ω

up−1|vi − vj|2 ≤
∫

Ω

(|vi|p−1 + |vj|p−1)(vi − vj)2 + o(|vi − vj|X).

By Hölder inequality, the first term of the right hand side can be estimated by∫
Ω

(|vi|p−1 + |vj|p−1)(vi − vj)2 ≤
(∫

Ω

[
|vi|

2n
n−4 + |vj|

2n
n−4

]) (n−4)(p−1)
2n

(∫
Ω

|vi − vj|2q
) 1
q
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where
1

q
= 1− (n− 4)(p− 1)

2n
> 1− 4

n
=
n− 4

n
,

namely 2q < 2n
n−4

. Hence there exists a subsequence of vj (still denoted by vj) which

is convergent in L2q(Ω). (Note that the boundedness of {‖vj‖X} and compactness of

the embedding X ↪→ L2q(Ω) imply that the convergent subsequence exists.) Then,

by the above inequality, we conclude that vj is strongly convergent in X.

Case 2. p > 2.

We see that

(E ′(vj), vj) =

∫
Ω

(∆vj)
2 −

∫
Ω

(|u+ v+
j |p − up)v+

j +

∫
Ω

fvj.

Since

(1 + x)px− x− 2

p+ 1

(
(1 + x)p+1 − 1− (p+ 1)x

)
≥ p− 1

p+ 1
xp+1 for x ≥ 0,

we have

(4.18)
(p− 1)

p+ 1

∫
Ω

|v+
j |p+1 ≤ 2E(vj)− (E ′(vj), vj) +

∫
Ω

fvj.

For any ε > 0, there exists Cε > 0 such that

(u+ v+
j )pv+

j − upv+
j ≤ (p+ ε)up−1(v+

j )2 + Cε(v
+
j )p+1.

By (4.16),∫
Ω

(∆vj)
2 − (p+ ε)

∫
Ω

up−1(v+
j )2 ≤ (E ′(vj), vj)−

∫
Ω

fvj + Cε

∫
Ω

(v+
j )p+1.

Together with Lemma 4.1, (4.14), (4.15) and (4.18), we see, for small ε > 0,

‖∆vj‖2
L2 ≤ C(‖∆vj‖L2 + 1).

After establishing boundedness of ‖∆vj‖L2 , we can use (4.17) and arguments similar

to those in Case 1 to obtain a strongly convergent subsequence in X. Therefore, the

(P.S.)-condition is satisfied and the proof of Lemma 4.2 is complete. �

Lemma 4.3. Let n ≥ 5; n/(n − 4) < p < pc and {x1, . . . , xk} be any set of

finite points in Ω. Then there exist at least two distinct solutions of (1.5) having

{x1, . . . , xk} as their singular set.

Proof. We claim that there exist positive numbers η0, ρ, θ > 0 (η0 and θ depend

on ρ) such that if (u, f) is a quasi-solution of (4.1) as stated in Lemma 4.1 with

0 < η < η0, then

E(u) ≥ θ > 0
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for u ∈ X such that ρ ≤ ‖u‖X ≤ 2ρ. After this claim, the existence’s part of Lemma

4.3 follows immediately. Because one solution can be obtained from the minimizing

min‖u‖X≤ρE(u) ≤ E(0) = 0 < θ, and the other solution can be obtained from the

Mountain Pass Lemma.

For any ε > 0, there exists Cε > 0 such that

|F (s, t)| ≤ p

2
(1 + ε)sp−1t2 + Cεt

p+1.

Thus,

2E(v) ≥
∫

Ω

(∆v)2 − p(1 + ε)

∫
Ω

up−1v2 − 2Cε

∫
Ω

vp+1 − 2η
(∫

Ω

v
2n
n−4

)n−4
2n
.

By Sobolev’s embedding and Lemma 4.1, for small ε > 0,

2E(v) ≥ C̃1

∫
Ω

(∆v)2 − C̃2

[( ∫
Ω

(∆v)2
) p+1

2
+ η
(∫

Ω

(∆v)2
)1/2]

.

Then the claim follows easily (note that η is small).

Suppose that u = u + v is any solution of (4.1) with v ∈ X. Since p < (n +

4)/(n − 4), then a bootstrap argument can show that v ∈ C∞(Ω\{x1, x2, . . . , xk}).
If we assume that xj is a removable singular point of u, by (i) of Lemma 4.1,

−u ≤ v(x) ≤ C − u in a neighborhood of xj which implies that v 6∈ Lp+1(Ω) (note

that 4(p + 1)/(p − 1) > n), a contradiction to v ∈ X (since p + 1 < 2n/(n − 4)).

This completes the proof of Lemma 4.3. �

To complete the proof of Theorem 1.3, we need another lemma.

Lemma 4.4. Let v be a solution of (4.13) and v ∈ X. Then |v|α ∈ X for some

α > 1. The constant α depends only on p, q0 and the dimension n.

Proof. By Lemma 4.3, we know that v ∈ C∞ except at xi, 1 ≤ i ≤ k. We claim

that there exists a constant δ > 0 depending on p, q0 and n such that |x− xi|−δv ∈
L

2n
n−4 (Ω), 1 ≤ i ≤ k.

Let η(x) ≡ (|x − xi|2 + σ2)−
δ
2 , 1 ≤ i ≤ k for some sufficiently small σ > 0.

Multiplying (4.13) by η2v, we have∫
Ω

∆v∆(η2v) =

∫
Ω

[(u+ v)p − up]η2v −
∫

Ω

fη2v

≤ (p+ ε)

∫
Ω

up−1η2v2 + Cε

∫
Ω

η2|v|p+1 −
∫

Ω

fη2v.
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Moreover,∫
Ω

∆v∆(η2v) =

∫
Ω

(∆(ηv))2 −
∫

Ω

v2(∆η)2

+2

∫
Ω

|∇η|2v∆v − 4

∫
Ω

(∇η · ∇v)2 − 4

∫
Ω

v∆η(∇η · ∇v)

and

4

∫
Ω

[(∇η · ∇v)2 + v∆η∇η · ∇v] = 4

∫
Ω

(∇η · ∇v)[∇η · ∇v + v∆η]

= 4

∫
Ω

(∇η · ∇v)div(v∇η)

= −4
[ ∫

Ω

v(∇η · ∇v)∆η +

∫
Ω

v|∇η|2∆v
]
.

The latter identities imply∫
Ω

(∇η · ∇v)2 + 2

∫
Ω

v∆η(∇η · ∇v) +

∫
Ω

v|∇η|2∆v = 0.

Therefore, ∫
Ω

∆v∆(η2v) =

∫
Ω

(∆(ηv))2 −
∫

Ω

v2(∆η)2

−6

∫
Ω

(∇η · ∇v)2 − 8

∫
Ω

v∆η(∇η · ∇v)

Since |∇η|2 ≤ δ2η2|x− xi|−2, we have∫
Ω

(∇η · ∇v)2 ≤ δ2

∫
Ω

η2|x− xi|−2|∇v|2

= δ2

∫
Ω

[|∇(ηv)|2 − |∇η|2v2 − 2vη(∇η · ∇v)]|x− xi|−2

≤ δ2

∫
Ω

[|∇(ηv)|2 + |∇η|2v2]|x− xi|−2

+δ2

∫
Ω

v2η2|x− xi|−4 + δ2

∫
Ω

(∇η · ∇v)2.

Thus,

(1− δ2)

∫
Ω

(∇η · ∇v)2 ≤ δ2

∫
Ω

[∇(ηv)|2 + |∇η|2v2]|x− xi|−2

+δ2

∫
Ω

v2η2|x− xi|−4
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and we obtain ∫
Ω

[(∆(ηv))2 − (∆η)2v2]

≤
∫

Ω

|fv|η2 + (p+ ε)

∫
Ω

up−1(ηv)2 + Cε

∫
Ω

η2|v|p+1

+6

∫
Ω

(∇η · ∇v)2 + 8

∫
Ω

|v∆η||∇η · ∇v|

≤
∫

Ω

|fv|η2 + (p+ ε)

∫
Ω

up−1(ηv)2 + Cε

∫
Ω

η2|v|p+1

+10

∫
Ω

(∇η · ∇v)2 + 4

∫
Ω

(∆η)2v2

≤
∫

Ω

|fv|η2 + (p+ ε)

∫
Ω

up−1(ηv)2 + Cε

∫
Ω

η2|v|p+1

+
10δ2

1− δ2

∫
Ω

(|∇(ηv)|2 + |∇η|2v2)|x− xi|−2

+
10δ2

1− δ2

∫
Ω

(ηv)2|x− xi|−4 + 4

∫
Ω

(∆η)2v2.

Let w = ηv in Ω, w ≡ 0 in Rn\Ω. Then w ∈ H2(Rn) ∩H1
0 (Rn). Since

|∇w|2

|x|2
+
w∆w

|x|2
= div

(w∆w

|x|2
)

+ 2
wx · ∇w
|x|4

,

we see that ∫
Rn

|∇w|2

|x|2
=

∫
Rn

2wx · ∇w
|x|4

−
∫
Rn

w∆w

|x|2
.

Thus, using the Young’s inequality, we obtain∫
Rn

|∇w|2

|x|2
≤ 1

2

∫
Rn

(∆w)2 +
1

2

∫
Rn

w2

|x|4

+
1

4

∫
Rn

|∇w|2

|x|2
+ 4

∫
Rn

w2

|x|4
.

Thus,

3

4

∫
Rn

|∇w|2

|x|2
≤ 1

2

∫
Rn

(∆w)2 +
9

2

∫
Rn

w2

|x|4

≤ 1

2

∫
Rn

(∆w)2 +
9

2

16

(n(n− 4))2

∫
Rn

(∆w)2 (by Hardy inequality)

=
[1

2
+

9

2

16

(n(n− 4))2

] ∫
Rn

(∆w)2 := C(n)

∫
Rn

(∆w)2.

This implies that ∫
Ω

|∇(ηv)|2

|x− xi|2
≤ C(n)

∫
Ω

(∆(ηv))2.
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Therefore,∫
Ω

[(∆(ηv))2 − (∆η)2v2 − (p+ ε)

∫
Ω

up−1(ηv)2]

≤
∫

Ω

|fv|η2 + Cε

∫
Ω

η2|v|p+1

+
10C(n)δ2

1− δ2

∫
Ω

(∆(ηv))2 +
10δ2

1− δ2

∫
Ω

|x− xi|−2|∇η|2v2

+
10δ2

1− δ2

∫
Ω

|x− xi|−4(ηv)2 + 4

∫
Ω

(∆η)2v2

≤
(∫

Ω

(fη2)
2n
n+4

)n+4
2n
(
|v|

2n
n−4

)n−4
2n

+ Cε

(
η2q
) 1
q
(∫

Ω

|v|
2n
n−4

) (n−4)(p+1)
2n

+
10C(n)δ2

1− δ2

∫
Ω

(∆(ηv))2 +
10δ2

1− δ2

∫
Ω

|x− xi|−2|∇η|2v2

+
10δ2

1− δ2

∫
Ω

|x− xi|−4(ηv)2 + 4

∫
Ω

(∆η)2v2

where 1
q

= 1− (p+1)(n−4)
2n

. On the other hand, we easily see that

(∆η)2 ≤ Cδ2η2|x− xi|−4, |∇η|2 ≤ δ2η2|x− xi|−2.

Since f ∈ Lq0(Ω) with q0 >
2n
n+4

, we can choose δ > 0 and ε > 0 sufficiently small,

by Lemma 4.1, to obtain ∫
Ω

(∆(ηv))2 ≤ C.

Sending σ to 0, our claim is proved.

Since |v(x)| ≤ c|x − xi|−τ in Bri(xi) for 1 ≤ i ≤ k and some τ ≥ 4
p−1

, the claim

above implies that v ∈ L
2n
n−4

α0(Ω) for some α0 > 1 which depends only on p, q0 and

n. To estimate ‖|v|α0‖X , we multiply (4.13) by |v|2α0−2v, then∫
Ω

∆v∆(|v|2α0−2v) =

∫
Ω

(|u+ v|p − up)− f)|v|2α0−2v

≤ (p+ ε)

∫
Ω

up−1|v|2α0 +

∫
Ω

|f ||v|2α0−1 + Cε

∫
Ω

|v|p+2α0−1.

This implies that

2α0 − 1

α2
0

∫
Ω

(∆|v|α0)2 − (p+ ε)

∫
Ω

up−1|v|2α0

≤ (α0 − 1)2(2α0 − 1)

∫
Ω

|v|2α0−4|∇|v||4 +

∫
Ω

|f ||v|2α0−1 + Cε

∫
Ω

|v|p+2α0−1

= (α0 − 1)2(2α0 − 1)

∫
Ω

|v|2α0 |∇(ln |v|)|4 +

∫
Ω

|f ||v|2α0−1 + Cε

∫
Ω

|v|p+2α0−1.
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Since |v(x)| ≤ c|x− xi|−τ in Bri(xi) for τ ≥ 4/(p− 1), we see that

ln |v(x)| ≤ ln c− τ ln |x− xi| for x ∈ Bri(xi).

This implies that

(4.19) |∇(ln |v(x)|)|4 ≤ τ 4|x− xi|−4 for x ∈ Bri(xi)

provided ri sufficiently small. On the other hand, since u + v > 0 in Ω, we can see

from the construction of u in Lemma 4.1 that v(x) > 0 for x ∈ Ω\∪ki=1Bri(xi). (Note

that we can construct u such that u(x) ≡ 0 for x ∈ Ω\ ∪ki=1 Bri(xi).) Therefore,

2α0 − 1

α2
0

∫
Ω

(∆|v|α0)2 − (p+ ε)

∫
Ω

up−1|v|2α0

≤ Cε

∫
Ω

|v|p+2α0−1 +

∫
Ω

|f ||v|2α0−1

+(α0 − 1)2(2α0 − 1)

∫
Ω

|v|2α0 |∇(ln |v|)|4

This, the Hardy inequality, (4.19) and Lemma 4.1 imply that if both α0 − 1 and ε

are small, then ∫
Ω

(∆|v|α0)2 ≤ C

where C is a constant depending on ‖∆v‖L2(Ω). The proof of Lemma 4.4 is complete.

�

Proof of Theorem 1.3

First we give a proof of the existence of weak solutions with prescribed singular

set. If the singular set S is a set of finite points, then the existence of two distinct

solutions is proved in Lemma 4.3. Let {x1, x2, . . . , xk, . . .} be a countable dense

subset of S, pk is an increasing sequence, limk→∞ pk = p∗. For any η > 0, by

Lemma 4.1, we can construct a sequence of quasi-solutions (uk, fk) with singular set

{x1, x2, . . . , xk} such that ∫
Ω

|uk+1 − uk|pk ≤
η

2k

and ∫
Ω

|fk+1 − fk|q0 ≤
η

2k

where q0 is a fixed constant such that 2n
n+4

< q0 <
n
4
. Hence uk converges strongly

to u in Lq(Ω) for any q < p∗. When η is small, by Lemma 4.3, we can find two
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sequence of solutions uik of (1.5) such that uik = uk + vik, i = 1, 2 such that∫
Ω

(∆v1
k)

2 ≤ ρ0 ≤
∫

Ω

(∆v2
k)

2 ≤ ρ1

where ρ1 > ρ0 are two constants independent of k. Let vk be one of the two solutions

obtained in Lemma 4.3. Then by Lemma 4.4, we have

‖∆|vk|α‖L2(Ω) ≤ C1

for some α > 1 where α and C1 are independent of k. By Sobolev’s embedding and

the Hölder inequality, we may further assume that vk converges in L
2n
n−4

α(Ω) and

weakly converges to v in X. We want to prove that vk strongly converges to v in

X. By elliptic estimates, it suffices to show that |uk + vk|p − upk converges strongly

in L
2n
n+4 (Ω). To prove this statement, we need the following two steps:

Step 1. up−1
k vk strongly converges to up−1v in L

2n
n+4 (Ω).

∫
Ω

|up−1
k vk − up−1v|

2n
n+4

≤ C
[ ∫

Ω

|up−1
k − up−1|

2n
n+4 |vk|

2n
n+4 +

∫
Ω

u(p−1)( 2n
n+4

)|vk − v|
2n
n+4

]
≤ C

[( ∫
Ω

|up−1
k − up−1|

2nq′
n+4

) 1
q′
(∫

Ω

|vk|
2nα
n−4

) n−4
α(n+4)

+
(∫

Ω

|u(p−1) 2nq′
n+4

) 1
q′
(∫

Ω

|vk − v|
2nα
n−4

) n−4
α(n+4)

]
,

where
1

q′
= 1− n− 4

(n+ 4)α
>

8

n+ 4
.

Since 2nq′

n+4
< n

4
and uk converges to u in Lq(Ω) for q < p∗ = n(p−1)

4
, we have

lim
k→∞

[ ∫
Ω

|up−1
k − up−1|

2nq′
n+4 +

∫
Ω

|vk − v|
2nα
n−4

]
= 0.

Thus, Step 1 is proved.

Step 2. Since∣∣∣|uk + vk|p − upk − pu
p−1
k vk

∣∣∣ p+1
p ≤ c(up−1

k v2
k + |vk|p+1),

by Step 1 and Lebesgue’s dominated theorem, we have

lim
k→∞

∫
Ω

∣∣∣|uk + vk|p − upk − pu
p−1
k vk − |u+ v|p + up + pup−1v

∣∣∣ p+1
p

= 0.

Since p+1
p

= 1 + 1
p
> 1 + n−4

n+4
= 2n

n+4
and |uk + vk|p − upk can be written as the sum

of |uk + vk|p − upk − pu
p−1
k vk and pup−1

k vk, we conclude that |uk + vk|p − upk strongly
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converges in L
2n
n+4 (Ω). By elliptic estimates, vk converges to v strongly in X. Since

vik, i = 1, 2 strongly converges to vi, i = 1, 2 in X, we have v1 6= v2.

Set u = u+v where v is one of vi obtained above. Then u is a solution of (1.5). It

is obvious that u ∈ C∞(Ω\S). For any x0 ∈ S, any open neighborhood of x0 contains

xk for some k. If u is bounded in this neighborhood, |v| ≥ u− c ≥ c0|x−xk|−
4
p−1 − c

by (i) of Lemma 4.1. It is a contradiction to v ∈ Lp+1(Ω). Therefore, the singular

set of u is exactly equal to S.

Let η = 1
k

where k is any large positive integer. By the above, we can construct

two sequence of solutions uik, i = 1, 2 of (1.5) such that uik = uik + vik with vik ∈ X
which satisfy ∫

Ω

(uik)
pk ≤ 1

k
for i = 1, 2 and∫

Ω

(∆v1
k)

2 ≤ ρk ≤ ρ0 ≤
∫

Ω

(∆v2
k)

2 ≤ ρ1

where pk is an increasing sequence converging to p∗, limk→∞ ρk = 0, both ρ0 and

ρ1 are two constants independent of k. Thus, u1
k converges to zero in Lq(Ω) for

any q < p∗. As in the proofs of step 1 and step 2 above, v2
k, after passing to a

subsequence, converges to v in X and
∫

Ω
(∆v)2 ≥ ρ0. Therefore, u2

k converges to v in

Lq(Ω) for any q < p∗. This implies that v is a weak solution of (1.5). Since v ∈ X,

by a bootstrap argument, we can show that v ∈ C∞(Ω). The proof of Theorem 1.3

is complete. �

Proof of Theorem 1.5

Let m > 4 be a positive integer such that the following hold:

(4.20) pK(p,m) < Hm

(
:=
(m(m− 4)

4

)2)
and

(4.21) m >
n+ 4

2
,

where

K(p,m) =
8

(p− 1)4

[
(m− 2)(m− 4)(p− 1)3

+2(m2 − 10m+ 20)(p− 1)2 − 16(m− 4)(p− 1) + 32
]

and p = (n+ 4)/(n− 4) here and in the following. We easily see that (4.20) holds if

m

m− 4
< p :=

n+ 4

n− 4
< p̃c(m) :=

m+ 2 +
√
m2 + 4− 4

√
m2 +Hm

m− 6 +
√
m2 + 4− 4

√
m2 +Hm

.
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It is not difficult to check that for n ≥ 13 if m is chosen as m = n+5
2

when n is

odd, and m = n+6
2

when n is even, then m satisfies (4.20) and (4.21).

Let Sn−m be an (n − m)-dimensional sphere in Rn, and q0 ∈ Sn−m. By using

solutions of (1.1) obtained in Theorem 1.2 and the Kelvin transformation, we can

construct a family of solutions uβ(x), β ∈ (0,∞], of

(4.22) ∆2uβ = upβ in Rn,

where p = n+4
n−4

in the remainder of this section. The family of solutions uβ satisfies

(4.23)-(4.26) below.

(4.23) lim
x→Sn−m

uβ(x)d(x)
n−4
2 = C(p,m)

uniformly in any compact set of Sn−m\{q0}, where d(x) denotes the distance between

x and Sn−m and C(p,m) = [K(p,m)]
1

(p−1) .

(4.24) uβ(x) is strictly increasing in β, and limβ→0 uβ(x) = 0

uniformly in any compact set of Rn∪{∞}\Sn−m. Moreover, there exists a constant

c independent of β such that uβ(x) ≤ c|x|4−n for |x| large. Therefore, we have

(4.25) lim
β→0

∫
Rn
upβdx = 0.

We denote by D2,2(Rn) the closure of C∞c (Rn) functions with respect to the norm

‖u‖ = (
∫
Rn |∆u|

2dx)
1
2 . By the Sobolev embedding D2,2(Rn) ↪→ Lp(Rn) for n ≥ 5, it

is clear that

D2,2(Rn) = {u ∈ Lp(Rn); ∆u ∈ L2(Rn)}.

Now for ϕ ∈ D2,2(Rn), we have by (iii) of Lemma 4.1,

(4.26) p

∫
Rn
up−1
β (x)ϕ2(x)dx ≤ (1− ε0)

∫
Rn

(∆ϕ)2dx

for some positive constant ε0 depending only on n and m.

To see this, let ûβ(x′, x′′) = wβ(x′) := wβ(|x′|) where wβ(r) (r = |x′|) is the radial

entire solution of {
∆2
mwβ = w

n+4
n−4

β in Rm,
wβ(r) > 0 and limr→∞ r

m−4wβ(r) = β

and x′ ∈ Rm, x′′ ∈ Rn−m. Since m > n+4
2

, we have n+4
n−4

> m
m−4

. Hence, wβ(x′)

is a weak solution of ∆2wβ = w
n+4
n−4

β in Rm and ûβ(x′, x′′) is a weak solution of
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∆2ûβ = û
n+4
n−4

β in Rn. Let e = (1, 0, . . . , 0) and uβ(x) = 1
|x−x0|n−4 ûβ

(
x−x0
|x−x0|2 + e

)
for

x ∈ Rn with x0 6∈ Rn−m. Then uβ(x) is a weak solution of ∆2uβ(x) = u
n+4
n−4

β (x) in Rn,

uβ(x) = O
(

1
|x|n−4

)
at ∞.

Let Ŝn−m be the pre-image of Rn−m under the mapping x → x−x0
|x−x0|2 + e. It is easy

to see that Ŝn−m is an (n−m)-dimensional sphere in Rn and uβ is a family of weak

solutions of ∆2u = u
n+4
n−4 in Rn satisfying (4.23)-(4.26). For (4.26), it is easy to check

that both sides of (4.26) are invariant under the Kelvin transformation. Since Ŝn−m

is congruent to any (n−m)-sphere, the above claim follows immediately.

Step 1. Let S1, . . . , Sk, . . . be a sequence of disjoint (n−m)-dimensional spheres.

Fix a small positive number η > 0 which will be chosen later. A sequence of positive

approximate solutions uk is constructed to satisfy (4.27)-(4.30).

Fix qk ∈ Sk, k = 1, 2, . . .. We have

(4.27) lim
x→ Sj
x 6∈ Sj

uk(x)d
4
p−1

j (x) = [K(p,m)]
1
p−1 ,

uniformly in any compact set of Sj\{qj}, j = 1, 2, . . . , k, where dj(x) denotes the

distance between x and Sj.

Denote fk by fk = ∆2uk − upk. We have

(4.28)
(∫

Rn
upkdx

) 1
p
< η,

(∫
Rn
|fk|

2n
n+4dx

)n+4
2n

< η.

(4.29) uk(x) converges to u in Lp(Rn) and support of fk ⊂ ∪kj=1B(Sj, rj),

where B(Sj, rj) = {x ∈ Rn : dj(x) ≤ rj} and limj→∞ rj = 0. The quadratic form:

(4.30) Q(ϕ) =
(

1 + Σk
j=13−jε0 − ε0

)∫
Rn

(∆ϕ)2 − p
∫
Rn
up−1
k ϕ2

is positive definite and its square root is equivalent to the D2,2−norm in D2,2(Rn).

The construction of uk is exactly the same as before except the cut off function

ηk(x − xk) is replaced by ηk(dk(x)). To prove (4.30), it suffices to note that (4.11)

becomes

(4.31) p

∫
Rn
up−1
k ϕ2 ≤ [1 + (Σk−1

j=13−jε0 − ε0)](1 + ε)

∫
Rn

(∆ϕ)2 + C

∫
K

(ϕ2 + |∇ϕ|2),

where C is a positive constant depending on ε but is independent of β, K is a

bounded set independent of β. Then the rest of the proof of Lemma 4.1 can go

through to prove (4.30) without any modification.
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Let

E(ϕ) =
1

2

∫
Rn

(∆ϕ)2 −
∫
Rn
F (uk, ϕ) +

∫
Rn
fkϕ

for ϕ ∈ D2,2(Rn) where

F (s, t) =
1

p+ 1

[
|s+ t|p(s+ t)− sp+1 − (p+ 1)spt

]
.

It is not difficult to see that E(ϕ) is continuous in the strong topology of D2,2(Rn).

For any ε > 0, there exists Cε > 0 such that

|F (s, t)| ≤ p

2
(1 + ε)sp−1t2 + Cε|t|p+1.

Thus

2E(ϕ) ≥
∫
Rn

(∆ϕ)2 − p(1 + ε)

∫
Rn
up−1
k ϕ2 − 2Cε

∫
Rn
|ϕ|p+1

−2
(∫

Rn
|fk|

2n
n+4

)n+4
2n
(∫

Rn
|ϕ|p+1

)1/(p+1)

.

Fix ε1 > 0 so that, by (4.30),

(4.32)

∫
Rn

(∆ϕ)2 − p(1 + ε1)

∫
Rn
up−1
k ϕ2 ≥ ε1

∫
Rn

(∆ϕ)2.

By the Sobolev’s embedding, we see

(4.33) 2E(ϕ) ≥ ε1

∫
Rn

(∆ϕ)2 − c1

[( ∫
Rn

(∆ϕ)2
) p+1

2
+ 2η

(∫
Rn

(∆ϕ)2
) 1

2
]
.

Therefore, there exists small ρ = ρ(η) such that

inf
‖ϕ‖=ρ

E(ϕ) ≥ ε1ρ
2

4
> 0

with limη→0 ρ(η) = 0.

Step 2. We claim that there exists v0 ∈ D2,2(Rn) with ‖v0‖ < ρ such that

E(v0) = inf‖v‖≤ρE(v) < 0 (note that fk 6≡ 0 in Rn). Let vj ∈ D2,2(Rn) with

‖vj‖ < ρ and limj→+∞E(vj) = inf‖v‖≤ρE(v). Since vj is bounded in D2,2(Rn), we

can assume that vj → v0 weakly for some v0 ∈ D2,2(Rn). If vj is strongly convergent

to v0, we are done. Hence we may assume that ϕj ≡ vj − v0 is weakly convergent

to 0 and 0 < limj→∞ ‖ϕj‖ = ρ̃ < ρ. Without loss of generality, we may assume that

ϕj is weakly convergent to 0 in L
2n
n−4 (Rn) also. To obtain a contradiction, we have

E(v0 + ϕj)− E(v0)

=
1

2

∫
Rn

(∆ϕj)
2 −

∫
Rn

[F (u, v0 + ϕj)− F (u, v0)]dx+ o(1),
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because fk ∈ L
2n
n+4 (Rn) where, for the simplicity of notation, u denotes the approx-

imate solution uk. We decompose the second term into two terms,

F (u, v0 + ϕj)− F (u, v0)

=
1

p+ 1

[
|u+ v0 + ϕj|p(u+ v0 + ϕj)− |u+ v0|p(u+ v0)

−(p+ 1)|u+ v0|pϕj
]

+
[
|u+ v0|p − up

]
ϕj

= g1 + g2ϕj.

For g1, we have, for any ε > 0, there exists Cε > 0,

|g1| ≤
(p+ ε)

2
|u+ v0|p−1ϕ2

j + Cε|ϕj|p+1

≤
(p+ 2ε

2

)
up−1ϕ2

j + Cε(|v0|p−1ϕ2
j + |ϕj|p+1).

Therefore,∫
Rn
|g1|dx ≤

(p+ 2ε

2

)∫
Rn
up−1ϕ2

j + Cε

∫
Rn

[|v0|p−1ϕ2
j + |ϕj|p+1]dx

≤
(p+ 2ε

2

)∫
Rn
up−1ϕ2

j + Cερ
p−1

∫
Rn

(∆ϕ)2.

For g2, we note that p := n+4
n−4
≤ 2 for n ≥ 13 and

||u+ v0|p − up − pup−1v0| ≤ c2|v0|p

for some constant c2 > 0. By Sobolev’s embedding, we have

||u+ v0|p − up − pup−1v0| ∈ L
p+1
p (Rn).

Therefore,∫
Rn
g2ϕj =

∫
Rn

[|u+ v0|p − up − pup−1v0]ϕj + p

∫
Rn
up−1v0ϕj

= o(1).

Combining these two estimates, we have

E(v0 + ϕj)− E(v0)

≥ 1

2

∫
Rn

(∆ϕj)
2 − p+ 2ε

2

∫
Rn
up−1ϕ2

j − Cερp−1

∫
Rn

(∆ϕj)
2 + o(1).

Choosing ε = pε1
2

where ε1 is the constant in (4.32), and η is small enough such that

Cερ
p−1 < ε1/4, then we have

lim
j→∞

E(v0 + ϕj) > E(v0)

which is a contradiction. The proof of step 2 is complete.
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Let vk be the solution of E(vk) = inf‖v‖≤ρE(v). Then, we can obtain that uk =

uk + vk is a positive weak solution of

∆2u = u
n+4
n−4 in Rn

via the maximum principle. Note that uk(x) → 0 and ∆uk(x) → 0 as |x| → ∞,

it follows from the maximum principle that ∆(∆uk) ≥ 0 ( 6≡ 0) in Rn and hence

∆uk < 0, uk > 0 in Rn. Since vk is bounded in D2,2(Rn), we can assume that, after

passing to a subsequence, vk converges to v ∈ D2,2(Rn) in Lp(K) for any compact

set K ⊂ Rn. Hence u = u + v is a nonnegative weak solution of (1.8), where u is

the limit of uk in Lp(Rn). Since v ∈ D2,2(Rn) ∩ H1(Rn), we have v ∈ L
n+4
n−4 (dµ).

Hence u ∈ L
n+4
n−4 (dµ). We claim that the singular set of u must include ∪∞j=1Sj. If

q ∈ Sj\{qj}, and q 6∈ singular set of u, then there exists a neighborhood U of q such

that u(x) ≤ c in U . This implies

−u(x) ≤ v(x) ≤ c− u(x), namely,

|v(x)| ≥ u(x)− c ≥ uj(x)− c. (Note that if v(x) > 0, then u(x) = u(x) + v(x) < c

implies that v(x) > 0 > u(x)−c.) However, v ∈ L
2n
n−4 (U) implies that uj ∈ L

2n
n−4 (U)

which is impossible (note that m − 4(p+1)
p−1

< 0). Therefore, ∪∞j=1Sj ⊂ the singular

set of u. Suppose that ∪∞j=1Sj is dense in Rn, and because the singular set of u is

closed, we conclude that the singular set of u is the whole space Rn. The proof of

the theorem is complete. �
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