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1 INTRODUCTION 

The main purpose of these lectures is to present a short introduction to 

the theory of critical points of C 1-functionals on a Banach space. 

A number of problems in the theory of differential equations can be ex-

pressed in the form of an equation 

(1.1) Au=O, 

where A : X __,. Y is a mapping between Banach spaces X andY. The interesting 

case is the situation where this equation has a variational structure, that is, there 

exists a functional </J : X __,. IR such that 

(A( u), v) = lim ¢( u + tv) - ¢( u) , 
t-+0 t 

where Y = X', ( ·, ·) is a duality pairing between X and its dual X'. In this case we 

can write A = </J1 and equation (1.1) becomes 

(1.2) (<P'(u),v) = 0 for each vEX. 

Equation (1.2) says that solutions of (1.1) are critical points of the functional¢. By 

writing equation (1.2) we have expressed equation (1.1) in a weak (distributional) 

form. The problem that we have to solve is to find critical points of </J. If X = IRN, 

the obvious candidates for critical points are local maxima and minima of </J. The 

situation is more complicated if </J is a functional on an infinite - dimensional space. 

For example, consider a functional 

() ('(1l ,12 1 4 ) 1 du 
I u = Jo "2 u - 4u dx, u = dx, 

for u E WJ•2 (0,1r). It is easy to check that I is a (Frechet) differentiable on X= 

WJ•2 (0, 1r) and has a local minimum at u := 0. We now observe that 
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and also for k E N 

I(sink:c) 2: ~k2 - ~-----* oo as k-----* oo, 

so I is neither bounded from below, nor from above. It is not clear whether u = 0 

is the only critical point of I. Therefore the problem is how to check whether I has 

any critical points other than u = 0. 

The method that can be used to identify the other critical points is a 

min- max method (the Lusternik- Schnirelman theory of critical points). In this 

approach we set 

c = inf sup ¢>(u), 
AEAuEA 

where A is a collection of subsets of X. The aim of the theory of critical points is 

to show that a set defined by 

Kc = {u EX; c/>(u) = c, c/>'(u) = 0} 

is not empty. The main problem is to choose a good class of sets A and impose 

conditions on ¢> guaranteeing that Kc ::/=- 0. A central result which has been exten-

sively and successfully used to find critical points, is the mountain pass theorem. 

To describe it, suppose that 

b = inf ¢>( u) > max{ ¢>(0), ¢>(e)}, ,. > 0, 
1/uli=r 

with lleii > 1'. If we interpret ¢>(u) as the altitude at u, then points {0,¢>{0)) and 

(e,¢>(e)), belonging to the graph of¢>, are separated by a mountain range. We 

expect the existence of a mountain pass containing a critical point between them. 

This is a motivation for considering the following min - max level 

c = inf max ¢>(-y(t)), 
"YErtE(O,l] 

where r = {r E O{[O,l],X); 7{0) = 0 and 7{l) = e}. The level c can be inter

preted as follows: suppose that we want to walk from {0,¢>{0)) to (e,¢>(e)) climbing 
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as little as possible. To achieve this we must find a path crossing the mountain pass 

range over the lowest mountain pass. The top point of this mountain pass should 

be a critical point of </J. 

In these lectures we shall discuss the mountain pass theorem and its gen-

eralizations as well as applications to the boundary value problems. In the final 

part of these lectures we present the Ekeland variational principle. 

Throughout these lectures we use standard terminology and notations. 

Let X be a Banach space equipped with norm II · II· By (-, ·) we denote the duality 

pairing between X and X 1• We denote the weak convergence in X and X' by " ~ " 

and the strong convergence " --t ". 

Let X and Y be two Banach spaces. A map F : X --t Y is said to be 

Frechet differentiable at u E X if there is an F' ( u) E L( X, Y) such that 

F(u +h)= F(u) + F 1(u)h + w(u,h) 

and w(u, h) = o(llull) as h --t 0. Here w(u, h)= o(llull) denotes Landau's symbol. 

IfF is differentiable at every point u E X and F' : X --t L(X, Y) is continuous, 

then F is said to be continuously differentiable on X. We express this by writing 

A functional </J : X --t JR. is said to be Gateaux differentiable if there is an 

u* EX' such that 

for all h E X. This· means that </J has a directional derivative in every direction h. 

The functional u * is called the Gateaux derivative of ¢( Uo) at Ua and we denote it 

also by </J'(ua) = u*(h). We recall that if </J: X --t JR. has a Gateaux derivative </J'(u) 

at every point u in a neighbourhood of a point U 0 and ¢' ( u) is continuous at U 0 , 

then </J is Frechet differentiable at Uo and the Frechet derivative of </J at u 0 is equal 

to the Gateaux derivative at this point. 
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In applications of min - max theorems we shall use functions spaces LP( n)' 

1 ::; p ::; 00' and n; ( n)' where n is a bounded domain in IRN. These spaces are 

defined as follows. LP(D), 1 ::; p < oo, is a space of Lebesgue measurable functions 

u on n satisfying In jujP dx < 00 and equipped with norm 

L00 (D) is a space of Lebesgue measurable functions u on n which are essentially 

bounded and equipped with norm 

llulloo = ess sup ju(x)j. 
n 

A Sobolev space n;(n) is defined as the closure of C~(D) with respect to norm 

1 

!lull= (i ID'u(xW dx) 2 

Spaces LP(D), 1::; p::; oo, and n;(n) are Banach spaces. The dual space of H,"!(D) 

is denoted by n-1 (D), that is, n;(n)' = n-1 (D). 

We shall frequently refer to the following estimate: for every u E H; ( n) 

we have 

!lull.::; cji1j~- 2'-.IIDull2 

for 1 ::; s ::; 2*, where c > 0 is a constant depending on N and jilj denotes the 

Lebesgue measure of D and 2* = )/!_2 is the so called critical Sobolev exponent. 

This inequality (known as the Sobolev inequality) expresses the fact that H;(n) is 

continuously embedded into L"(il), 1 ::; s ::; 2*. Moreover, if 1 ::; s < 2*, then this 

embedding is compact (the Sobolev compact embedding theorem). 
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2. Mountain pass theorem for C 2-functionals 

The mountain pass theorem is true for C 1 functionals. We commence with 

case of C 2-functionals on a Hilbert space. In this case the proof of the mountain pass 

theorem is relatively easy and allows to understand difficulties that we encounter 

in case of C 1-functionals. 

A starting point is to establish a deformation lemma. For a given func-

tional </J : X --+ lR we set 

<Pc = {u EX, </J(u) :S c}. 

Lemma 2.1. (Deformation lemma) Let <P E C2 (X,IR), where X is a Hilbert 

space and let c E lR and E > 0. Suppose that 

(2.1) 11</J'(u)JI 2: 2t: for each u E </J- 1([c- 2E,c + 2€]), 

then there exists 'r/ E C(X, X) such that 

( i) ry( u) = u for each u (j: </J-1([c- 2t:, c + 2E]) 

( ii) r;( </Jc+E) C </Jc-E. 

Proof. Let 

and define a. function 1(; : X --+ [0, 1] by 

1(; u = dist ( u, X - A) . 
( ) dist (u,X- A)+ dist (u,B) 

It is clear that 1(; is locally Lipschitz and 1(;( u) = 1 for u E B and 1(;( u) = 0 for 

u E X - A. We now define 

for u E A 

for u EX- A 

and consider the Cauchy problem 

u'(t,u) = f(u(t,u)) 
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u(O,u) = u. 

This problem has a unique solution u(t,u), t E JR. Letting 17(u) = u(1,u), we see 

that 17 satisfies (i). To check (ii) we first show that <fo(u(·,u)) is decreasing. Indeed, 

we have 

!<P(u(t,u)) = (V¢(u(t,u)),u'(t,u)) 

= -'¢(u(t,u))IIV¢(u(t,u))ll ~ 0. 

Let u E ¢c+e. If¢( u(t, u)) < c- E for some t E [0, 1), then ¢( o-(1, u )) < c- E, that 

is, 17( u) E <Pe-e (because ¢( u( t, u)) is decreasing in t). So, it remains to consider the 

case 

u(t,u) E ¢-1([c- E,c + E]) for each t E [0, 1]. 

It follows from (2.1) and the fact that '¢(u) = 1 on B that 

11 d 
¢(u(1,u)) = <fo(u) + 

0 
dt<P(u(t,u))dt 

= <fo(u) + 11 (V<fo(u(t,u)),J(u(t,u))) dt 

= <P(u) -11 IIV¢(u(t,u))ll dt ~ c + E- 2E = c- E. 

Proposition 2.1. Let X be a Hilbert space and let ¢ E C 2 (X, JR). Suppose that 

there exist r > 0 and e EX such that llell > r and 

(2.2) b = inf ¢( u) > max( ¢{0), ¢(e)). 
JJuJJ=r 

Then for each E > 0 there exists u E X such that 

where 

{2.3) 

(a) c - 2E ~ ¢( u) ~ c + 2€, 

(b) II<P'(u)ll ~ 2E, 

c = inf max <P(I(t)), 
-yEr tE[0,1] 
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and 

r = {r E C([O, 1],X); -y(O) = 0, -y(1) = e}. 

Proof. It follows from (2.2) that 

which implies that 

b:::; max ¢('Y(t)) for every 'Y E f 
tE[O,l] 

b :=:; c :=:; max ¢(te). 
tE[O,l] 

Suppose that our assertion is false. Then there exists E > 0 such that (2.1) of 

Proposition 2.1 is satisfied. By (2.2) we can assume that 

(2.4) c- 2E ~ max(¢(0),¢(e)). 

It follows from the definition of c that there exists 'Y E r such that 

(2.5) max ¢(-y(t)) :=:; c +E. 
tE[O,l] 

Let Tf be a deformation mapping and set f3 = Tf o 'Y. It follows from ( i) of Lemma 

2.1 and (2.4) that 

[3(0) = 'IJ(-y(O)) = -y(O) = 0, 

[3(1) = 17( -y(1)) = -y(l) = e, 

so f3 E r. Relations (2.5) and (ii) of Lemma 2.1 yield that 

which is impossible. 

c :=:; max ¢([3(t)) :=:; c- E 
tE[O,l] 

This result says that to each E > 0 there corresponds u€ satisfying (a) and 

(b). If we could show that u€, -+ u (for some sequence E=-+ 0), then u is a critical 

point of ¢ due to the continuity of ¢'. In general, this is not true as the following 

example shows. Let 
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There exists r > 0 such that 

and there exists a point (a:o, Yo), with a:~ +y~ > r 2 such that ¢(a:o, Yo) :::; 0. However, 

the only critical point of¢ is (0, 0). 

This means that c defined in Proposition 2.1 is not in general a critical 

value. 

To obtain the existence of a critical point we must introduce a condition 

guaranteeing a compactness ofthe set { u€, E > 0} from Proposition 2.1. 

Definition. Let c E lR and¢ E 0 1(X,IR), where X is a Banach space. 

We say that ¢satisfies the Palais- Smale condition at level c ((PS)c-condition for 

short) if each sequence {um} C X such that ¢(um)--+ c and </J'(um) --+ 0 in X' is 

relatively compact in X. 

Theorem 2.1. (Ambrosetti- Rabinowitz' mountain pass theorem) Suppose 

that assumptions of Proposition 2.1 are satisfied and that the ( P S)c-condition holds. 

Then cis a critical value of¢. 

Proposition 2.1 can be reformulated in the following way: 

Theorem 2.2. (the mountain pass theorem without the (PS)-condition) 

Suppose that assumptions of Proposition 2.1 are satisfied. Then there exists a 

sequence {um} C X such that ¢(um)--+ c and </J'(um)--+ 0 in X'. 
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3. The mountain pass theorem for C1-functionals 

If c/J is only C 1-functional then the function f introduced in the proof 

of the deformation lemma is only continuous and we may have difficulty with the 

Cauchy problem considered in its proof. To overcome this difficulty we must find a 

replacement for 'V c/J with better regularity. 

Definition. Let </J E C 1 (X,1Ft), where X is a Banach space, and let 

X= {u; c/J'(u)-# 0}. 

Let u E X, a vector v E X is called a pseudo-gradient vector for c/J at u if 

(i) llvll::; 211</J'(u)ll, 

(ii) (c/J'(u),v) 2 II</J'(u)ll 2 · 

A mapping V : X ----} X is called a pseudo-gradient vector field for </J on X if V is 

locally Lipschitz continuous and such that 

IIV(u)ll ::; 211</J'(u)ll, 

and 

(c/J'(u), V(u)) 2 II<P'(u)ll 2 

for all u EX. 

Example. Let X be a Hilbert space and¢ E C 2 (X,1Ft). The gradient of 

¢ is a pseudo-gradient vector field on X. Indeed, we have 

llc/J'(u)ll 2 = (¢'(u),¢'(u)). 

If¢ E C 1 (X,1Ft), then c/J' in general, is not a pseudo-gradient vector field. 

Lemma 3.1. Let ¢ E C 1 (X, 1Ft), where X is a Banach space, then there exists a 

pseudo-gradient vector field V : X ----} X. 

Proof. Let u EX. Then there exists wE X such that llwll = 1 and 

(¢'(u),w) > ~II<P'(u)ll· 
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We set v = ~11</>'(u)llw, then 

(3.1) llvll < 211</>'(u)ll and (<P'(u),v) > ll4>'(u)ll 2 • 

The continuity of </>1 implies the existence of an open set N-u, containing u, such 

that 

llvll < 211</>'(u)ll and (</>'(u),v) > ll</>'(u)ll 2 

for all. u E N-u. The collection {N-u,u EX} forms an open covering of X. Since 

X is paracompact, as a metric space, we can find subcovering {Mi, i E I} which is 

locally finite refinement. This subcovering has the property: for each i E I there 

exists u E X such that Mi C Nu.. Therefore, there exists a vector v = Vi such that 

inequalities (3.1) are satisfied on Mi. We now define 

Pi(u) = dist(u,X- Mi) 

and 

~ Pi(u) 
V(u) = L., 2::. ·(u) Vi. 

iEI JEI PJ 

V is well defined since { Mi, i E I} is locally finite. It is clear that V is locally 

Lipschitz pseudo-gradient vector field on X for ¢. 

From now on we shall always assume that X is a Banach space. For a 

given set S C X and /j > 0 we put 

S0 = {x EX; dist(x, S) :::=; 8}. 

Lemma 3.2. (quantitative deformation lemma) Let 4> E 0 1 (X,JR.), S C X, 

c E JR., E > 0, {j > 0 be such that 

(3.2) 11</>'(u)ll ~ ~E for each u E </>-1([c- 2E,c + 2E]) n S2o· 

Then there exists 71 E 0([0,1] X X,X) such that 

(i) ry(O,u) = u for each u EX, 
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(ii) ry(t, ·)is a homeomorphism on X for each t E [0, 1], 

(iii) TJ(t, U) = U for each U rj_ ¢-1 ([c- 2E, C + 2E]) n S21; and 

each t E [0, 1], 

(iv) IITJ(t,u)- uJJ ~ 5 for u EX and t E [0, 1], 

( v) c/J( TJ( ·, u)) is decreasing for each u E X, 

(vi) ¢(TJ(t,u)) < c for each u E c/Jc n S6 and t E (0, 1], 

(vii) TJ(1,¢c+• n S) c ¢c-•, 

Proof. By Lemma 3.1 there exists a pseudo-gradient vector field g for¢ on X. We 

set 

and 

dist(u,X- A) 
'!f(u)= dist(u,X-A)+ dist(u,B)' 

The function 'If is locally Lipschitz, '¢>( u) = 1 on B, 'if( u) 

0 ~ '!f(u) ~ 1 on X. We put 

{ 
,P( u) ( ) 

f(u) = ~ lln(u)llg u for u E A 

for u EX- A. 

For each u E X the Cauchy problem 

u'(t,u) = f(u(t,u)), 

u(O,u) = u 

0 on X- A and 

has a solution u(-,u) defined on JR. We define the homeomorphism 71 by TJ(t,u) = 

cr( 5t, u) which obviously satisfies ( i), ( ii) and (iii). Since 

(3.3) JJu(t,u)- uJJ = 111t f(cr(s,u)) dsJJ ~ 1t llf(cr(s,u))Jl ds ~ t 
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and ( iv) holds. We now show that qS( u(-, u)) is decreasing. Indeed, we have 

~qS(u(t,u)) = (<P'(u(t,)),u'(t,u)) = (qS'(u(t,u)),f(u(t,u))):::; 0 

and ( v) and (vi) hold. To show (vii) let u E qSc+• n S. If there exists t E [0, 5) such 

that qS(u(t,u)) < c- E, then qS(u(6,u)) < c- E which means that 1J(1,u) E qSc-•. If 

for each t E [0,5) qS(u(t,u)) :2': c- E, then by (v) and (3.3) we have that 

u(t, u) E qS-1 ([c- E, c + t:]) n S 15 for each t E [0, 1]. 

Hence we obtain 

1/jd 
qS( u( 6, u)) = qS( u) + 

0 
dt qS( u( t, u)) dt 

= qS(u) + 115 (qS'(u(t,u)),f(u(t,u))) dt 

115 
1 g(u(t,u)) 

= qS(u)- o (<P (u(t,u)), llg(u(t,u))ll) dt 

:S:: c + E- ~ 16 II<P'(u(t,u))ll dt:::; c- E, 

that is, ry(l,u) E qSc-•. 

Proposition 3.1. Let qS E C1 (X,IR.) and suppose that there exist r > 0 and e EX 

such that llell > r and 

(3.4) b = inf qS(u) > max(</J(O),qS(e)). 
llull=r 

Then for each E > o, 6 > 0 and I E r such that 

there exists u E X such that 

max qS(I( t)) :::; c + E 
tE[O,l] 

(a) c-2t::S::q'J(u):S::c+2t:, 

(b) dist (u,/([0, 1])):::; 25, 

(c) II<P'(u)ll :S:: 1f, 
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where cis given by (2.3) 

Proof. If the assertion were false, then for each u satisfying (a) and (b) we would 

have [[¢'(u)[[ 2: 1j. Since c 2: b, we may assume that max(¢(0),¢(e)) < c- 2E. We 

apply Lemma 3.2 with S = 7([0, 1]). Let 7J E C([O, 1] X X, X) be a deformation 

mapping satisfying (i)- (vii). We set (3(u) = TJ(1,J'(u)). We check that (3(0) = 0 

and (3(1) = e, so (3 E r. By (vii) we see that maxtE[O,l] ¢ o (3 :::; c - E, which is 

impossible. 

Theorem 3.1. Suppose that¢ E C 1 (X,R) and that (3.4) holds. If¢ satisfies the 

( P S)c-condition then c is a critical value. 

Proposition 3.2. Let¢ E C 1(X,R) be bounded from below on X. Let E > 0, 

8 > 0 and v E X be such that 

¢( v) < inf ¢ + E. 
-X 

Then there exists u E X such that 

and [[u- v[[ :::; 28. 

Proof. In the contrary case for each u satisfying ¢(u):::; infx ¢+2E and [[u-v[[ :=:; 28 

we have [[¢'(u)[[ > 1j. We then apply Lemma 3.1 with S = {v} and c = infx ¢to 

conclude that 7J(1, v) E ¢c-•. This is impossible since cpc-• = 0. 

Proposition 3.2 is the Ekeland variational principle for C 1-functionals. 

We shall return to this problem in Section 7. 
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4. Applications of the mountain pass theorem 

If X = RN the mountain pass theorem can formulated in the following 

way: 

Theorem 4.1. Let f E C1(RN,R) be such that limlzl-->oof(:z:) = oo. Iff has two 

strict local minima :Z:o and :z:1, then it has a third critical point :z:2 with f( :z:2) > 

Theorem 4.1 will be used to prove the Hadamard global homeomorphism 

theorem. 

Theorem 4.2. Let FE C 1(RN,RN) satisfy 

(1) F'(:v) is invertible for all :z: ERN, 

(2) \\F(:z:)\1 ~ oo as \:z:\ ~ oo. 

Then F is a diffeomorphism ofRN onto RN. 

Proof. By (1) and the inverse function theorem, F is an open mapping (F maps 

open sets into open sets). Hence F(RN) is open in RN. Condition (2) implies 

that F(RN) is closed in RN (here we use the fact that bounded and closed sets 

in RN are compact). Since RN is connected we must have F(RN) = RN. To 

show that F is a diffeomorphism we must check that F is one - to - one. Arguing 

indirectly, we assume that F( :Z:o) = F( :z:1) = y for some :Z:o i' :z:1. We define a 

function f(:v) = ~IIF(:z:)- yll 2 which is 0 1. We have f'(x) = (F')T(F(:v)- y) and 

limlzl-->oo f(:v) = oo. Obviously, Xo and :z:1 are global minima of f. We now observe 

that F(:v) i' F(xi), i = 0, 1, for :z: in a neighbourhood of Xi, so :Z:o and :z:1 are strict 

local minima. By Theorem 4.1 there exists a third critical point :z:2 with j(:v2) > 0. 

So we have \\F(:v2) -y\\ > 0, that is, F(:z:2) i' y. Since x2 is a critical point off we 

have (F')T(:v2)(F(:v2)- y) = 0, which is impossible as F'(:z:2) is invertible. 

As a second application we consider the Dirichlet problem 
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( 4.1) {
-l:J.u+c(x)u=f(x,u) inn, 

u(x) = 0 on an, 

where n is a bounded domain in JRN. 

(4.2) 

It is assumed that 

(A) c E L 00 (n), f E C(n x JR,JR) and there exist constants 

c1 > 0 and c2 > 0 such that 

lf(x,u)l:::; cl + CzluiP on n X R, 

where 1 < p < ~~; if N ~ 3. If N = 2 then 1 < p < 

oo. (We only treat case N ~ 3). 

(B) There exist p, > 2 and R > 0 such that 0 < p,F( x, u) :::; 

uf(x,u) for lui~ R. 

Integrating, we get from (B) that 

for some C3 > 0 and c4 > 0. 

A solution of ( 4.1) will be found as a critical point of the functional ¢ : 

H~(n)----+ lR defined by 

where 

F(x,u) = l" f(x, s) ds. 

Lemma 4.1. Suppose that (A) holds, then¢ is a continuously differentiable func

tional on H~(n). 

Proof. First we show that the directional derivative of ¢ exists. We write 
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where 

and 

¢z(u) = h F(x,u)dx. 

Let h E H; (0. It is easy to check that 

(¢~ (u), h)= i (DuDh + cuh) dx. 

By the mean value theorem for each X E n and 1 < 1-'1 < 1, there exists (} E (0, 1) 

such that 

1 
f).TIF(x,u(x) + >.h(x))- F(x,u(x))l = lf(x,u(x) + (},\h(x))llh(x)l 

:<:; (c1 + c2(lu(x)l + lh(x)I)P)Ih(x)l 

:<:; (c1 + c22P(Iu(x)IP + lh(x)IP))Ih(x)l 

Since (c1 + c22P(Iu(x)IP + lh(x)IP))Ih(x)l E L1(D), it follows from the dominated 

convergence theorem that 

(¢~(u),h) = k f(x,u(x))h(x)dx. 

To show the continuity of the directional derivative we observe that the inequality 

implies that 

ll¢~(u)ll :<:; Cllulf, 

which means that ¢~ is a continuous linear functional on H;(n). By the Holder 

and Sobolev inequalities we have 

l(¢~(u)- ¢~(v),h)l :<:; llf(-,u)- f(·,v)IIE.H llhflp+l' 
p 

that is, 

lf¢~(u)- ¢~(v)lf :<:; Cfff(-,u)- f(·,v)ffE.H· 
p 
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Lemma 4.2. If (A) and (B) hold, then <P satisfies the (PS)c-condition for each 

c E ~-

Proof. Let {um} C H;(n) be such that 

For v E ( f;,, i) we have for m sufficiently large that 

c+ 1 + llu=ll 2: </J(u-m)- v(</J'(um),um) 

= fo [(~- v)jDu=\ 2 + (~- v)cu;, + vf(x,um)um- F(x,um)] dx 

1 2 1 2 [ 
2: (2- v)\lu=ll - (2- v)llclloollu=ll2 + (vJ-£ -1) Jo F(x,um)dx- d1 

1 1 
2: (2- v)\\um\\ 2 - (2- v)j\c\\oo\lum\1~ + cs(J-£11 -1)\\umll~- d2, 

where d1 > 0 and d2 > 0 are constants independent of m. Since llul\2 ::::; C(D)I\ul\1-', 

the sequence {u=} is bounded in H~(n). Therefore we may assume that U-m ~ u 

in H;(n). We write 

( 4.3) 

llum- u\\ 2 = (<P'(um)- <P'(u),u=- u) 

+ L [-c(um- u)2 + (f(x,um)- f(x,u))(u=- u)] dx. 

By assumption 

(4.4) 

By the Sobolev compact embedding theorem Um-+ u in LP+ 1 (D). This implies that 

f(x,um)-+ f(x,u) in L~(O). Consequently, by the Holder inequality we get 

(4.5) l(f(x,u=)-f(x,u))(um-u)dx-+0 as m---+oo. 

Finully, we observe that 

(4.6) ifo c(um- u)2 dxj::::; iicllool\u,.,...- ujj~ ---t 0 as m-+ oo. 

The relative compactness of {u,.,.,,} in H~(O) follows from (4.3)-(4.6). 

We are now in a position to establish the existence result for problem 

( 4.1 ). 
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Theorem 4.3. Suppose that (A) and (B) hold, c ~ 0 on n and that 

F(x,u) = o(JuJ 2 ) as JuJ--t 0 uniformly in X En. 

Then problem ( 4.1) has at least one nontrivial solution. 

Proof. We apply Theorem 3.1. It follows from our assumptions that to every E > 0 

there corresponds C, > 0 such that 

( 4.7) 

This implies that 

r 1 c 
cjJ(u) ~ Jn (2JDuJ 2 + 2u2 - Eu2 - C,JuJP+1) dx 

~ ~JJuJJ 2 - EjjuJJ~- C,JJuJJ~!i· 

By the Sobolev embedding theorem there exists a constants C1 > 0 and C2 > 0 

such that 

If We choose E SO that ( t - C1 E) > 0 and T > 0 sufficiently small then 

O<b= inf cjJ(u). 
llull=r 

Let u E H~(D), with u ::j:. 0, then by (4.2) we have 

Letting e = tu, with t > 0 sufficiently large we get JJeJJ >rand ¢(e) ::::; 0. Since 

the (PS)c-condition holds for each c E JR, by the mountain pass theorem, problem 

( 4.1) has a nontrivial solution. 
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5. Linking 

We discuss in this section a notion of topological linking which will be 

used to derive a generalization of the mountain pass theorem. 

Definition. Let X be a Banach space and let X be a closed subspace of 

X. Suppose that F is a closed subset of X and Q is a closed subset of X. We say 

that the sets F and 8Q link if 

(a) F n 8Q = 0, 

(b) for each mapping 1 E C(Q,X), with 1(u) = u on 8Q, 

we have F n 1( Q) #- 0. 

We now introduce two important examples of linking. To describe them 

we need a retract of a topological space. 

Definition. Let A be a subset of a topological space X. A continuous 

mapping r: X-+ A with r(X) =A and r(u) = u for all u E A is called a retract of 

X onto A. 

Let 

Theorem 5.1. The following statements are equivalent: 

(a) 

(b) 

( i) Brouwer's fixed point theorem: every continuous func

tion f : BN -+ BN has at least one fixed point. 

( ii) There is no retract of BN onto sN - 1 . 

(iii) (Continuation theorem) LethE 0([0,1] x BN,RN) 

be such. that 

h(O,u) = u for all u E BN, 

h(t,u) #- 0 for each (t,u) E (0,1) X SN-1. 

Then there exists at least one point u E BN such that 

h(1,u) = 0. 
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Proof ( i) =? ( ii) 

If r : BN--+ sN-1 is a retract, then a continuous function f: BN--+ sN-1 defined 

by f(u) = -r(u) has no fixed point. 

( ii) =? (iii) 

Suppose that there exists a homotopy hE C([O, I] x BN,JRN) satisfying (a) and (b) 

and that h(I,u) "I 0 for each u E BN. We put 

E = ([o, IJ x sN-1) u {I} x BN. 

We define a mapping f : BN --+ E in the following manner: for each u E BN we 

denote by f( u) the intersection point with E of a half-line emanating from (-I, 0) 

and passing through (0, u ). It is clear that f is continuous and we set 

h(t,u) 
g(t,u) = llh(t,u)ll" 

It is easy to check that g 0 f is a retract of BN onto sN - 1 . 

(iii) =? ( i) 

Let f E C(BN,BN) and define a mapping h: [0, I] X BN--+ lRN by 

h(t,a:) =X- tf(a:). 

This mapping satisfies (a) and (b) of (iii). Assuming that f has no fixed point we 

see that h(I, u) "I 0 for each u E BN which is impossible. 

Example 5.1. Let X= W E9 Z be a topological direct sum with closed subspaces 

Wand Z and dim W < oo. We set X= Wand 

Q ={wE W; llwll :::; p}, p > 0. 

Then Z and 8Q link. 

Proof It is evident that Z n 8Q = 0. Let 1 E C(Q,X) be such that 1(u) = u for 

u E 8Q and let P: X--+ W be projection of X onto W. If !(Q) n Z = 0, then a 

mapping u --+ p ~~~~~:~ 11 is a retract of Q onto 8Q, which is impossible. 
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Example 5.2. Let X= W ffi Z be a topological direct sum with closed subspaces 

Wand Z and dim W < oo. Let e E Z, with iieii = 1, R > 0, r E (O,R) and p > 0. 

We set X= W ffiJE.e and 

F = {z E Z; llzll = r}, 

Q = {w + te; wE W, llwll::; p,O::; t::; R}. 

Then F and 8Q link. 

Proof. Again it is obvious that Fn8Q = 0. Let 1 E C(Q,X) be such that r(u) = u 

for all u E 8Q. Let P be a projection of X onto W. It is easy to construct a retract 

e of X- {re} onto 8Q. If r(Q) n F = 0, then a mapping 

u ----T G(Pr(u) + II(J- P)r(u)iie) 

is a retract of Q on 8Q. This is impossible because Q is homeomorphic to a finite 

dimensional ball. 

We now establish a general linking principle. 

Lemma 5.1. Let X be a Banach space and let F C X and Q C X. For¢ E 

C1 (X,JE.) we set 

where 

If 

c = inf sup <P(r(u)), 
"YEr uEQ 

r = {r E C(Q,X); r(u) = u on 8Q}. 

(a) F and 8Q link, 

(b) a= sup8 Q ¢ < b = infp ¢, 

(c) d=supQ</J<oo, 
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then c E [b, d] and for every f E ( 0, c;a.), 6 > 0 and 1 E r such that 

sup¢ o 1 :S c + f 
Q 

there exists u E X such that 

( i) c - 2€ ::; ¢( u) ::; c + 2€, 

( ii) dist ( u, 1( Q)) :S 26, 

(iii) l/¢'(u)ll < ~€. 

Proof. It follows from (a) and (b) that b :S c and also by (c) we have c :S d. Arguing 

indirectly, we may assume that condition (3.2) of Lemma 3.2 holds with S = 1( Q). 

According to our assumption on f and 1 we have 

(5.1) c- 2f >a 

and 

(5.2) 

We put f3(u) = 17(1,1(u)), where 17 is a deformation mapping from Lemma 3.2. 

Using (iii) of Lemma 3.2 and (5.1) we check that 

{3(u) = 17(1,1(u)) = 77(1,u) = u 

for all u E aQ. This means that {3 E r. It follows from (vii) of Lemma 3.2 and 

(5.2) that 

which is impossible. 

c :S sup ¢({3(u)) :S c- f 
uEQ 

We now list direct consequences of Lemma 5.1. 

Theorem 5.1. ( Benci- Rabinowitz) Suppose that assumptions of Lemma 5.1 

hold and that¢ satisfies the (PS)c-condition. Then cis a critical value of¢. 
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Theorem 5.2. (Rabinowitz' Saddle Point Theorem) Let X be a Banach space 

and let X = W E9 Z be a topological direct sum of closed subspaces W and Z and 

dim W < oo. Let Q = { u E W : II u II :S: p}, p > 0. For <P E C 1 (X, lR) we set 

where 

If 

c = inf max¢(!( u)) 
'"YEI' uEQ 

f = {! E C(Q,X); r(u) = u on aQ}. 

(a) maxaq <P < b = infz ¢, 

(b) <P satisfies the (PS)c-condition, 

then c 2': b is a critical value of¢. 

According to Example 5.1 Z and 8Q link, the assertion follows from The-

orem 5.1. 

Theorem 5.3. (Rabinowitz' generalization of the mountain pass theorem) 

Let X be a Banach space and let X = W ffi Z be a toplogical direct sum of dosed 

subspaces Wand Z with dimW < oo. Let e E Z, !!ell= 1, R > 0, r E. (0, R), p > 0 

and put 

F = {z E Z; liz!! = r }, 

Q = {w + te; wE W, llwll :S: p,O :S: t :S: R}. 

For <P E C 1(X,IR) we define a quantity cas in Theorem 5.2. If 

(a) maxaq <P < b = in{p ¢, 

(b) ¢ satisfies the (P S)c-condition, 

then c 2:: b is a critical value of¢. 

As explained in Example 5.2 F and 8Q link and the result follows from 

Theorem 5.1. 

Finally, we observe that applying Theorem 5.3 with W = {0} we deduce 

the mountain pass theorem (Theorem 3.1). 
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(6.1) 

6. Applications of Theorems 5.2 and 5.3 

We consider the Dirichlet problem 

{ 
-b.u = >.a(x)u + f(x,u) 

u(x)=O on an, 

m n, 

where n C JRN is a bounded domain, a E L 00 (n), with a > 0 on n, and f E 

C(n x JR,JR) is a bounded function. Here A is a positive parameter which will be 

specified later. 

(6.2) 

vVe associate with ( 6.1) an eigenvalue problem 

{ 
-b.v = p.a(x)v in n, 

v(x)=O on an. 

It is known that this problem possesses a sequence of eigenvalues 0 < ,\1 < < 

... ::S Aj ::S ... with Aj -+ oo as j -+ oo. Here each eigenvalue is repeated according 

to its multiplicity. 

Theorem 6.L Suppose that A = Ak < Ak+l and that 

(6.3) lim F(x,u) = lim r f(x,s)ds = 00 uniformly in X En. 
lul-+oo lul-+co Jo 

Then problem (6.1) possesses a solution in H~(n). 

Proof. A solution to problem (6.1) will be obtained as a critical point of a functional 

I: H~(n)-+ lR defined by 

I(u) = ~ [ (1Dul 2 - .Aa(x)u2 ) dx- { F(x,u)dx. 
2}n lo 

Let W = span {vh ... vk}, where Vj are eigenfunctions of (6.2) corresponding to 

Aj and normalized so that 
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and let Z = span {vj; j ~ k + 1} so that X= H~(O) = W Ef) Z. We check that I 

satisfies assumptions (a) and (b) of Theorem 5.2. If u E Z, then u = "Ej:k+l ajVj 

and 

Letting M = sup(x,t)E!lxllR lf(x, t)i we have by the Holder and Sobolev inequality 

that 

I i F(x,u)dxl :S: M foiuidx :S: Mdull 

for all u E H~ ( 0) and some constants M and M 1 . Combining the last inequal

ities together we see that I is bounded from below on Z. We now show that 

limllull->oo,uEW I( u) = -00. Indeed, writing w = Wa EB wl' with Wo = span{ Vk; 

Aj = .\k} and W1 = span{vj; Aj < .\k} we have for u E W a decomposition 

u = Uo + ul with Ui E wi, i = 0,1 and 

I(u) = ~ L aJ{1- ~~)- { F(x,uo) dx- { (F(x,u 0 + u!)- F(x,uo)) dx. 
i<k J Jn Jn 

By a straightforward estimation we get 

for some M 2 > 0. This estimate in conjunction with (6.3) yields that 

lim I(u) = -oo. 
llull---+oo,uEW 

Taking as a set Q = {u; u E W, !lull ::; r} we see that (a) and (b) of Theorem 

5.2 are satisfied provided r is sufficiently large. It remains to check the Palais -

Smale condition. Towards this end it is sufficient to show that if {u-m} C H~(O) is 

such that {I(u-m)} is bounded and I'(um) -> 0 in n-1(0), then {urn} is bounded 

in H~(O) (see the proof of Lemma 4.2). We write U-m = u~ + u;;;, + u~, where 

u~ E Wa, u;;;, E W1 and u~ E Z. Since I'(u,.,.)-> 0 in H- 1(0), we have 
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for large TTL. As in (6.4) we check that 

which implies that {[[u;!;.[[} is bounded. Similary, we show that {[[u;.ll} is bounded. 

Finally, we show that { u~} is bounded. To verify this we observe that for some 

K > 0 and each TTL we have 

K 2:: [J(uTn)[ = 11 ~ ([Du;!;_[ 2 + [Du;;-,[ 2 ) dz 

- ~Ak 1 a((u;!;,)2 + (u;Y) dz -1 (F(x,uTn)- F(z,u;,.)) dx 

-1 F(x,u;,.) dx. 

Since {[[u~[[} are bounded, there exists K1 > 0 such that 

K 2:: [1 F(x,u;,.) dxl- K 1 

for all TTL. This in conjunction with (6.3) imples that {[[u~[[} is bounded. 

To apply Theorem 5.3 we shall use the following fact: condition (a) of 

this theorem is satisfied if ¢(u) :::; 0 on Wand there exists e E Z, with [[e[[ = 1, 

and R > r such that </J(u)::; 0 for u E Wffispan{e} and [[u[[2:: .fl. Then for large 

R and p > 0 the set Q defined in this theorem has the property ¢( u) :::; 0 on 8Q. 

Hence condition (a) holds if in£ F ¢ > 0. 

As an application of Theorem 5.3 we consider problem ( 6.1) under slightly 

different set of assumptions. 

Theorem 6.2. Suppose that f satisfies (A) and (B) from Section 4 and moreover 

that F(z,t) 2::0 on n X lR and f(z,t) = o(ftl) as It!~ 0 uniformly inn. Then for 

each .\ E lR problem (6.1) possesses a nontrivial solution. 

Proof. We only consider the case Ak :::; .\ < .\k+l· As in the proof of Theorem 6.1 we 

define W = span{v1 , ... ,vk} and Z = span{vk+1 , ... }, where v; are eigenfunctions 

of problem (6.2). As in the proof of Theorem 6.1 we check that 
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for all u E Z. Since f(x,u) = o(iui) as lui ---> 0 uniformly in x E n we have 

F(x,u) = o(iui 2 ) as lui ---> 0 uniformly inn. Consequently, there exist constants 

r > 0 and b > 0 such that I(u) 2: b for llull =rand u E Z. To show that condition 

(a) of Theorem 5.3 is satisfied we use the remark preceding the statement of this 

theorem. It is clear that I(u) :S: 0 for u E W. We choose e E Z, with lieii = 1 and 

R > r such that I(u) :S: 0 for u E W E9 span e and llull > R. Towards this end it 

is sufficient to notice that by assumption (B) 

as t ---> oo and the claim easily follows. Finally, it remains to check that I satisfies 

the (PS)-condition. This amounts to showing that if II(um)l :S: M for all m and 

I'(um)---> 0 in H-1 (0), then {umJ is relatively compact in H;(n). For large m and 

f3 E (~, t) we have by (A) 

(6.5) 

M + llumll 2: I(um)- {J(I'(u-m),um) 

= lo [ (~ -{3) I Dum 12 - >t(~ - f3) au;,+ {3 f(x, um)um - F(x, u=) J dx 

2: (~- fJ)IIumll 2 - -X(~- fJ)iialloollu"'ll~ + (fJ~o£ -1) i F(x,um)dx- k 

1 1 
2: (2- f3)11u1nll 2 - -'(2- fJ)ilalloollumll; + (f3p -l)(c3iiu=il~- c4)- k 

for some constant k > 0. We now observe that by the Young inequality for each 

E > 0 there exists K( E) > 0 such that 

Taking E > 0 so that 

we deduce from (6.5) that {urn} is bounded in H;(n) and the relative compactness 

of this sequence follows as in the proof of Lemma 4.2. 
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7. Ekeland 's variational principle 

In recent years Ekeland's variational principle has been successfully used 

in calculus of variations. 

Theorem 7.1. Let (M, d) be a complete metric space and let </J : M -. lR U { oo} 

be lower semicontinuous functional which is bounded from below and =f'- oo. Then 

for every E > 0 and A > 0 and every u E M such that 

<P( u) :S:: inf </J + E 
M 

there exists an element v E M such that 

and for each w -/:- v in M 

</J(v) :S:: </J(u), 
1 

d(u v) <' - .\ 

</J(w) > </J(v)- EAd(w,v). 

Proof. It is sufficient to prove our assertion for ..\ = 1. The general case is obtained 

by replacing d by an equivalent metric "Ad. We define the relation on 111 

w--< v-¢:::=:} </J(w) + t:d(v,w) :S:: </J(v). 

It is easy to see that this relation defines a partial ordering on M. We now construct 

inductively a sequence { u 171,} as follows: U 0 = u, assuming that Un has been defined 

we set 

Sn ={wE M; W--< Un} 

and choose Un+l E Sn so that 

</J(un+l) :S:: inf </J + - 1-. 
Sn n+ 1 
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Since Un+l -< un, Sn+l C Sn and by the lower semicontinuity of¢, Sn is closed. We 

now show that limn---+oo diam (Sn) = 0. Indeed, if w E Sn+l, then w -< Un+l --< Un 

and consequently 

t:d(w,un+l) :S </J(un+l)- </J(w) :=:; inf </J + - 1-- inf 4> = - 1-. 
Sn n + 1 Sn n + 1 

This estimate implies that 

2 
diam Sn+l :S --

t:(n + 1) 

and our claim follows. The fact that M is complete implies that 

for some v EX. In particular, v E Sa, that is, 

V-<( U 0 = U 

and hence 

¢( v) :=:; ¢( u) - ed( u, v) :=:; ¢( u) 

and moreover 

d(u,v) < t:-1 (</>(u)-</J(v)) < E-1 (inf</J+t:-inf¢) = 1. - - M M 

To complete the proof we must show w -< v implies w = v. If w --< v, then w --< Un 

for each integer n ?:: 0, that, is w E nn;:::o Sn = { v }. 

This result requires a very low regularity from functional ¢. It is not 

clear that a bounded and lower semicontinuous functional takes on its infimum or a 

maximum. For example a function f( x) = arctan x on lll neither attains its infimum 

nor its maximum. 

The Ekeland variational principle shows that a perturbation of 4> given by 

has an absolute minimizer. This simple observation has very interesting conse-

quences. 
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Theorem 7.2. If X is a Banach space and r/J E C1 (X,JR) is bounded from below, 

then there exists a minimizing sequence {um} for r/J such that ¢(urn)---+ infx r/J and 

r/J'(um)---+ 0 in X' as m---+ oo. 

Proof. Let Em ---+ 0. For each m we choose Um EX such that 

Applying Theorem 7.1 with >. __L and E = E:, we find for each m en element ·= "" 
Vm E X such that 

for each w E X. Hence 

[[r/J'(vm)[[ =lim sup r/J(vm)- r/J(vm + w) ~Em---+ 0 
.5-+0 llwll:<;6,llwii#O [[w[[ 

and the result follows. 

To obtain the existence of a minimizer we need to assume that r/J satisfies 

the (PS)-conndition. 

Theorem 7.3. If r/J E C 1 (X,JE.) is bounded from below and satisfies the (PS)-

condition, then there exists u E X such that 

r/J(u) = inf r/J(v). 
vEX 

It is worth mentioning that a C 1-functional r/J bounded from below and 

satisfying the (PS)-condition must be coercive, that is, limllull-+oo ¢( u) = oo. 

Proposition 7.1. Let r/J E C 1 (X,JR) be bounded from below. If r/J satisfies the 

(PS)-condition, then r/J is coercive. 

Proof. If the conclusion of the theorem were not true, there would exist c E lE. 

such that limllull-+oo ¢( u) = c. Then for every integer m ;::: 1 there exists Um such 
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that </J(um) ::::; c + ~ and llumll 2: 2m. By virtue of Theorem 7.1, applied with 

E = c + 1..- infx <P and>.= 1.., we get the existence of Vm EX such that 
'l7t m 

and 

</J(w) 2: </J(vm)- _!_(c+ 2_ -inf</J)IIw -vmll 
m m X 

for each w E X. The last inequality implies that 

11</J'(vrn)ll::::; _!_(c+ __!__ -inf</J). 
m m X 

Since llvmll ---+ oo, limm-+oo </J(v=) = c. On the other hand <P'(vm) ---+ 0 which 

contradicts the (PS)-condition. 

Theorem 7.1 proved to be a very powerful tool in nonlinear analysis and 

found a lot of interesting applications. We give here applications to the fixed point 

theory and nonlinear boundary value problem. In Section 8 we shall discuss an 

application to the optimization and control theory. 

Theorem 7.4. (Caristi) Let (X, d) be a complete metric space and let f: X ---+X 

be a mapping satisfying 

d(u,J(u))::::; </J(u)- <P(f(u)) 

for each u E X, where <P : X ---+ [0, oo) is a prescribed lower semicontinuous function. 

Then f has a fixed point. 

Proof. It follows from Theorem 7.1 that there exists v E X such that 

1 
<f>(w) 2: </J(v)- "2d(v,w) 

for each w E X. In particular, letting w = f( v) we get 

1 
¢(v)- <P(f(v))::::; 2d(v,f(v)). 
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According to our assumption we have 

d(v,f(v)) ~ cjJ(v)- cjJ{f(v)). 

The last two inequalities imply that 

1 
d(v,f(v)) ~ 2d(v,f(v)), 

which implies that d(v,f(v)) = 0 and the result follows. 

A remarkable feature of this theorem is that we do not require the conti-

nuity of f. 

As a second application we consider the nonhomogeneous Dirichlet prob-

lem 

(7.1) { 
-~u = iulp-2u + f in n 

u(:v) = 0 on an, 

where 0 C lRN is a bounded domain, f E H-1 {!1), f :f= 0, and 2 < p < _J~2 • A 

solution of problem (7.1) will be found as a critical point of a variational functional 

c/J(u)=~ { 1Dui 2 d:v-~ { iuiPdz- { fudz. 
2 ln P ln ln 

Theorem 7.5. There exists a constant M = M(N,p, IDI) such that if IIJIIH-1 ~ 
M, then problem (7.1) possesses a solution in n;(n). 

Proof. Letting llull = t and using the Sobolev inequality we get 

for some constant C > 0. Since p > 2 there exists to > 0 such that supt~o h(t) = 

h(to) > 0. Consequently, if IIJIIH-1 ~ h(to), then c/J(u) 2: 0 for llull = to. If we 

choose v E n,; (D) such that J0 fv dz > 0, we see that cjJ(tv) < 0 fort > 0 sufficiently 

small. Hence 

in£ cjJ(u) < 0. 
llull9o 
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Also, by the first step of the proof there exists 0 < b < to, such that 

</>( u) 2': ~ inf </;( w) 
2 llwll::;to 

for all u E {u; 15 ~ !lull < ta}. We apply Theorem 7.1 on a metric space {u; !lull ~ 
to} equipped with the metric d( u1, u2) = llu1 - u2ll· Thus there exists a sequence 

{um.} C {u; !lull <to} such that each Um is a minimizer of 

with 15m ---+ 0. This implies </>(um) ---+ inflluli:=::to </>and </>'(um) ---+ 0 in H- 1 (0) (see 

the proof of Theorem 7.2). It is now a routine to show that u= ---+ u up to a 

subsequence in H.;-(n). Obviously u is a solution of problem (7.1). 
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(8.1) 

8. Application to optimization and control theory 

We consider a system governed by the system of equations 

{ 
x'(t) = f(t,x(t),u(t)) a.e., 

x(O) = Xo, 

where x(t) E ffi.N can be interpreted as the state of the system and u(t) is a control 

at time t and belongs to a compact metric space K. A time T > 0 is given and we 

assume that 

(a) 

(b) 

f !ll_ !ll_ . [ l , 8 , .•. ," are contmuous on O,T X ffi.n X K, 
Xt UZn 

xf(t,x,u) :::; c(l + lxl 2 ) for some constant c > 0 and 

all (t,x,u) E [O,T] X ffi.n X K. 

Let a measurable control u: [O,T] ----t K be given. Condition (a) guar

antees the existence of a solution x(t) on [O,r] forT > 0 small. By Gronwall's 

inequality we have 

(8.2) 

and consequently x(t) is defined on [O,T]. Also, (8.2) implies that 

lx'(t)i:::; max{f(t,x,u); (t,x,u) E [O,T] X B(O,R) x K}, 

1 

where B(O, R) is a ball of radius R = (lxo 12 + 2cT) 2 ecT_ It follows from the Ascoli 

- Arzela theorem that the collection of all trajectories for the control system (8.1) 

is equicontinuous and bounded and hence relatively compact in the topology of 

uniform convergence. 

Let g E C1(ffi.N,ffi.). Then we wish to find a measurable control u(t) such 

that the corresponding trajectory minimizes g(x(T)) among all solutions ofsystem 

(8.1 ). 

Under the above assumptions, an optimal control may not exist except 

m special cases. However, using the Ekeland variational principle we show the 

existence of "an €-approximate" optimal control. 
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First we formulate and prove some auxiliary results. We denote by U the 

set of all measurable controls u : [0, T] -+ K equipped with a metric 

We recall that for a given A C ~n, IAI denotes the Lebesgue measure of A. 

Lemma 8.1. (U, li) is a complete metric space. 

Proof. It is easy to check that b is a metric. Let { um} be a Cauchy sequence in U. 

subsequence converges in U. Indeed, letting 

we get 

We define u E U by 

Ak = U {t; Ump(t) # UmP+ 1 (t)} 
p"?_k 

00 1 1 
iAk I - "'"' - - -- and Ak :J Ak+I· - L,. 2P - 2k-1 

p"?_k 

It is clear that the subsequence {umk} converges to u. Since {um} is a Cauchy it 

must converge to u. 

Lemma 8.2. The mapping F : u E U -+ g(x(T)), where x(t) is a corresponding 

solution to u of system 8.1, is continuous on U. 

Proof. Let Um. -+ u in U. Since the corresponding sequence of solutions {xrn(t)} 

is relatively compact, we can select a uniformly convergent subsequence to x(t). It 

remains to show that x is a trajectory corresponding to u. To show this we write 

Since the integrand f(s,x,.,_(s),u-m(s)) is uniformly bounded, it follows from the 

Lebesgue dominated convergence theorem that 

x(t) = Xo + 1t f(s,x(s),u(.s))ds. 
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Theorem 8.1. For every E > 0 there exists a measurable control uE with corre-

sponding trajectory x. such that 

(8.3) g(x,(T))::; inf g(x(T)) + E 

and 

(8.4) 

where p. is a solution of the following linearized system 

(8.5) { 
p~(t) = ~f~T(t,x,(t),u.(t))p.(t), 

p,(T) = g (x.(T)). 

(If (8.3} holds withE= 0, so does (8.4). This means that an optimal control satisfies 

the Pontryagin mnimum principle). 

Proof. It follows from the Ekeland variational principle that given E > 0 we obtain 

a measurable control u. E U such that 

F(u.)::; inf F(u) + E 
uEU 

and 

(8.6) F(u) 2: F(u.)- Eb(u,u,) 

for each u E U. Obviously a trajectory x. corresponding to u. satisfies 

x~(t) = f(t,xE(t),u.(t)), a. e 

x,(O) = Xo. 

Let to E (0, T) be a point where the equality holds and let Uo E K. We define 

V 7 E U, T 2: 0, by 

{ 
Uo 

vT(t) = u.(t) 
fortE [O,T] n (to- T,io) 

fort tj_ [O,T] n (to- T,to)• 
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Let x.,. be a corresponding trajectory. We claim that 

(8.7) 

To show this we write 

i to 

x.,.(to) = x,(to- r) + to-r f(s,x.,.(s),uo)ds 

= x.(to)- Tx~(to) + rf(to,x.(to),uo) + o(r) 

= x.(to)- r(f(to, x.(to),u.(to))- f(to, x,(to),uo))) + o(r), 

and this implies that 

(8.8) 

Introducing the resolvent R( t, to) of the linearized system 

e'(t) = f~(t, x.(t), u.(t), t))e(t) 

formula (8.8) takes the form 

d 
dr x.,.(T) lr=o= R(T, to) [J(to, x,(to),uo)- f(to, x.(to),u.(to))]. 

By straightforward calculations we obtain 

: 7 g(x.,.(T)) lr=o= (g'(x,(T)), d~ x,.(T) lr=o) 

= (g'(x.(T)),R(T,to)[f(to,Xe(to),uo)- f(to,Xe(to),u.(to))]) 

= (R(T, to)T l(x.(T)), [f(to, x,(to),uo)- J(to, x,(to),u,(to))]). 

We now observe that 

is a solution of (8.5). Since b(u.,u.,.)::::; r, inequality (8.6) implies that 

g(x.,.(T))- g(x,(T)) ~ -ET. 

This combined with ( 8. 7) gives 

Since U 0 is arbitrary point of K and to is any point of (0, T), where x, satisfies our 

system, inequality (8.4) easily follows. 
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9. Mountain pass theorem and Ekeland's variational principle 

The proof of the mountain pass theorem was based on the deformation 

lemma. It is quite interesting fact that the mountain pass theorem can be deduced 

from the Ekeland variational principle. 

We shall use the following result the proof of which is similar to that of 

Lemma 3.1. In what follows X denotes a Banach space. 

Lemma 9.1. Let K be a metric space and let f : K --t X' be a continuous 

function. Then, given E > O, there exists a locally Lipschitz mapping v : K --t X 

such that 

llv(~)ll S 1 

and 

for all~ EX. 

Let K be a compact metric space and let K* be a nonempty closed subset 

of K-/= K. 

Let 

A= {p E C(K,X); p = p* on K*}, 

where p* is a fixed continuous mapping on K. The set A equipped with a metric 

d(p, q) = maxeEK liP(~)- q(~)ll is a complete metric space. 

Theorem 9.1. For a given¢ E 0 1(X,JR.) we set 

c = inf maxc/J(p(~)). 
pEA eEK 

Suppose that for every p E A, maxeEK c/J(p( ~)) is attained at some point in K- K*. 

Then there exists a sequence {um} C X such that 

c/J(um) --t c and llc/J'(um)ll --t 0 
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in X'. If in addition ¢ satisfies the (P S)c-condition, then c is a critical value. (If 

K = [0, 1], K* = {0, 1} and p*(t) = te, we obtain the mountain pass theorem.) 

Proof. ForeE K, we set 

d(e) =min( dist (e,K*),1) 

and consider for every fixed f > 0 and p E A 

We set 

and let 

c€ = inf 1/;€(p ). 
pEA 

'We obviously have c ~ c€ ~ c +f. By the Ekeland variational principle there exists 

p E A such that 

(9.1) 'lj;E(q)- 1/J.(p) + Ed(p,q) 2: Q 

for all q E A and 

According to our assumption we have 

(9.2) 

We put 

We shall prove that there exists eo E B.(p) such that 
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The conclusion then follows by choosing E = ~ and Un = p((o). We now apply 

Lemma 9.1 with !(() = <P'(p(()) to obtain a continuous mapping v : K-+ X such 

that 

for all ( E K. Inequality (9.2) implies that Be(P) C K- K*. Hence, there exists a 

continuous function a : K -+ [0, 1] such that a( e) = 1 on Be(P) and a(() = 0 on 

K*. For small h > 0 we define 

Since a = 0 on K*, qh E A. We now observe that 

is attained at some point 6 E K. Since K is compact we may assume that (hn -+ {o 

for some hn-+ 0. Obviously, (o E Be(p). It follows from (9.1) with q = fJh that 

(9.3) 

On the other hand we have 

Combining (9.3) and (9.4) with the fact that 

we get 

This implies that 

Letting h -+ 0 we get that 

and the result follows applying Lemma 9.1. 
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Bibliographical comments 

Struwe's monograph [22] is an excellent source of information of basic 

methods and results in critical point theory. The mountain pass theorem appears to 

have been first noted in the literature by Ambrosetti and Rabiniwitz [1]. Their proof 

has been based on a deformation lemma [19], [20]. A version of the deformation 

lemma (Lemma 3.2) used in these lectures is taken from Willem [24] (see also [22]). 

A topological linking was introduced by Benci and Rabinowitz [3], [2]. The proof 

of Theorem 4.2 was given by Katriel [13]. Theorems 4.3, 6.1 and 6.2 can be found 

in [7], [19]. Theorem 7.1 is due to Ekeland [7], [8]. Results of Section 8 are taken 

from [18]. The fact that the Ekeland variational principle implies the mountain 

pass theorem has been observed many authors [4], [10]. The approach to this fact 

presented in Section 9 is based on paper [4]. There is a number of papers ([10], 

[12], [16], [18]) investigating the nature of critical points. A good account of these 

results can also be found in Ghoussoub's monograph [11]. One might conjucture 

from the geometric interpretation of the mountain pass theorem that the "mountain 

pass" in journey from (0,</J(O)) to (e,</J(e)) must be a saddle point. However, this 

may not occur if the mountain range surrounding (0, </J(O)) everywhere has the same 

height. In this situation the mountain pass is a maximum. It has been proved by 

Pucci and Serrin [18] that in an infinite dimensional Banach space a set of critical 

points in the mountain pass theorem must contain at least one saddle point. 

The Ekeland variational principle is deeply connected with the geometry 

of Banach spaces. The E.V.P is equivalent to the drop theorem and the petal flower 

theorem. To describe these striking results, let D be a convex set in a normed linear 

vector space X. A drop K ( D, u) with vertex u and basis D is defined by 

K(D,u) =convex hull of D U {u} = {u + t(v- u), v E D,O::; t::; 1}. 

A petal PI'( u, v) associated with 1 E (0, oo) and points u and v in a metric space 

(M, d) is the set 

P"(u,v) = {:z: EM; 1d(x,u) + d(x,v)::; d(u,v)}. 

178 



We observe that P"Y(u,v) C P6(u,v) if 8 :S 'Y· If B(v,r) is a ball with center v and 

radius T in a normed linear vector space X and 1 :S !+;, with t = d( u, v) > r, then 

by convexity D(B(v,r),u) C P"Y(u,v). 

Theorem A. (the flower petal theorem) Let Y be a complete subset of a metric 

space (M,d). Let Xo E Y and let u EM- Y with s = d(xa,u) and letT :S d(u, Y). 

Then for every 1 > 0 there exists v E P"Y(xa, u) n Y (so that d(v, xa) ::::; ,-1(s- r )) 

such that P"Y(v,u) n Y = {v}. 

Theorem B. (the drop theorem) Let X be a Banach space, let S be a dosed 

subset of X and let D be a dosed bounded convex subset of X with d(S, D) > 0. 

Ifu E S, then there exists a point v E S n K(D,u) such that K(D,v) n S = {v}. 

Both Theorems A and B are equivalent to the E.V.P. For proofs of these 

facts we refer to papers Danes [6], Georgiev [9] and Penot [15]. 

Finally, another interesting observation, due to Sullivan [23], shows that 

the validity of assertion of the E.V.P on a metric space (M,d) is equivalent to the 

completeness of (M, d). 
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