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#### Abstract

We prove the existence of resonant states for the critical static Klein-Gordon-Maxwell-Proca system in the case of closed manifolds. Standing waves solutions with arbitarilly large multi-spikes amplitudes and unstable phases are constructed.


We investigate in this paper the existence of resonant states for the electrostatic Klein-Gordon-Maxwell-Proca system in closed manifolds, a massive version of the more traditional electrostatic Klein-Gordon-Maxwell system. The system provides a dualistic model for the description of the interaction between a charged relativistic matter scalar field and the electromagnetic field that it generates. The external vector field $(\varphi, A)$ in the system inherits a mass and is governed by the Proca action which generalizes that of Maxwell. Let $(M, g)$ be a closed three-dimensional Riemannian manifold. Writing the matter scalar field in polar form as $\psi(x, t)=u(x, t) \mathrm{e}^{\mathrm{i} S(x, t)}$, the full Klein-Gordon-Maxwell-Proca system is written as

$$
\left\{\begin{array}{l}
\frac{\partial^{2} u}{\partial t^{2}}+\Delta_{g} u+m_{0}^{2} u=u^{5}+\left(\left(\frac{\partial S}{\partial t}+q \varphi\right)^{2}-|\nabla S-q A|^{2}\right) u  \tag{0.1}\\
\frac{\partial}{\partial t}\left(\left(\frac{\partial S}{\partial t}+q \varphi\right) u^{2}\right)-\nabla \cdot\left((\nabla S-q A) u^{2}\right)=0 \\
-\nabla \cdot\left(\frac{\partial A}{\partial t}+\nabla \varphi\right)+m_{1}^{2} \varphi+q\left(\frac{\partial S}{\partial t}+q \varphi\right) u^{2}=0 \\
\bar{\Delta}_{g} A+\frac{\partial}{\partial t}\left(\frac{\partial A}{\partial t}+\nabla \varphi\right)+m_{1}^{2} A=q(\nabla S-q A) u^{2}
\end{array}\right.
$$

where $\Delta_{g}=-\operatorname{div}_{g} \nabla$ is the Laplace-Beltrami operator, $\bar{\Delta}_{g}=\delta d$ is half the Laplacian acting on forms, and $\delta$ is the codifferential. In its electrostatic form we assume $A$ and $\varphi$ do not depend on the time variable. Looking for standing waves solutions $\psi(x, t)=u(x) \mathrm{e}^{\mathrm{i} \omega t}$, letting $\varphi=\omega v$, there necessarily holds that $A=0$ and the system reduces to the two following equations:

$$
\left\{\begin{array}{l}
\Delta_{g} u+m_{0}^{2} u=u^{5}+\omega^{2}(q v-1)^{2} u  \tag{0.2}\\
\Delta_{g} v+\left(m_{1}^{2}+q^{2} u^{2}\right) v=q u^{2}
\end{array}\right.
$$

In the above, $m_{0}, m_{1}>0$ are masses ( $m_{0}$ is the mass of the particle, $m_{1}$ is the Proca mass), and $q>0$ is the electric charge of the particle. The Proca formalism comes with the assumption $m_{1}>0$. We refer to Section 1 for a discussion on the physics origin of the system. The system (0.2), in Proca form in closed manifolds, has been investigated in Druet and Hebey [5] and Hebey and Truong [8]. Existence of variational solutions and a priori bounds, which guarantee phase stability, were established in these papers. The existence of resonant states was left open. We answer the question in this paper.
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As a remark, (0.2) is critical from the Sobolev viewpoint since $5=2^{\star}-1$ when the dimension is 3 , where $2^{\star}$ is the usual notation for the critical Sobolev exponent associated with $H^{1}$. We consider in this paper the case of the unit 3 -sphere. Our theorem is stated as follows. The $\theta_{k}$ 's in the theorem are referred to as resonant states.

Theorem. Let $\left(S^{3}, g\right)$ be the unit 3 -sphere, $m_{0}, m_{1}>0$, and $q>0$. There exists $a$ sequence $\left(\theta_{k}\right)_{k}$ of positive real numbers, satisfying that $\theta_{1}=\frac{\sqrt{3}}{2}, \theta_{k}>\theta_{1}$ when $k \geq 2$, and $\theta_{k} \rightarrow+\infty$ as $k \rightarrow+\infty$, and there exists a sequence $\left(c_{k}\left(m_{1}\right)\right)_{k}$, satisfying that $c_{1}\left(m_{1}\right)=0, c_{k}\left(m_{1}\right)>0$ for $k \geq 2$, and $c_{k}\left(m_{1}\right) \rightarrow+\infty$ as $k \rightarrow+\infty$, such that any $\omega_{k} \in\left(-m_{0}, m_{0}\right)$ given by $\theta_{k}^{2}=m_{0}^{2}-\omega_{k}^{2}$, which satisfy that $q^{2} \omega_{k}^{2} \neq c_{k}\left(m_{1}\right)$, is an unstable phase for (0.2) associated with a $k$-spikes configuration.

The $\theta_{k}$ 's in the theorem are independent of $m_{0}, m_{1}$, and $q$, while the $c_{k}\left(m_{1}\right)$ 's, as indicated by the notation, depend only on $m_{1}$ and $k$. Concerning terminology, a phase $\omega \in\left(-m_{0}, m_{0}\right)$ is said to be unstable (or resonant) for ( 0.2 ) if there exist a sequence $\left(\omega_{\alpha}\right)_{\alpha}$ of phases, and sequences $\left(u_{\alpha}\right)_{\alpha},\left(v_{\alpha}\right)_{\alpha}$ of positive solutions of

$$
\left\{\begin{array}{l}
\Delta_{g} u_{\alpha}+m_{0}^{2} u_{\alpha}=u_{\alpha}^{5}+\omega_{\alpha}^{2}\left(q v_{\alpha}-1\right)^{2} u_{\alpha},  \tag{0.3}\\
\Delta_{g} v_{\alpha}+\left(m_{1}^{2}+q^{2} u_{\alpha}^{2}\right) v_{\alpha}=q u_{\alpha}^{2}
\end{array}\right.
$$

for all $\alpha \in \mathbb{N}$, such that $\omega_{\alpha} \rightarrow \omega$ as $\alpha \rightarrow+\infty$, and such that $\left\|u_{\alpha}\right\|_{C^{2}}+\left\|v_{\alpha}\right\|_{C^{2}} \rightarrow+\infty$ as $\alpha \rightarrow+\infty$. By elliptic theory, because of the structure of the equation (see Section 2), the latest turns out to be equivalent to $\left\|u_{\alpha}\right\|_{L^{\infty}} \rightarrow+\infty$ as $\alpha \rightarrow+\infty$. In case the $u_{\alpha}$ 's blow up with precisely $k$ singularities (see Struwe [16]), the unstable phase $\omega$ is said to be associated with a $k$-spikes configuration. An unstable phase may be associated of course with different $k$-spikes configurations for different $k$, but the more $k$ is large, the reacher is the blowing-up structure. Conversely, a phase $\omega$ is said to be stable if for any sequence $\left(\omega_{\alpha}\right)_{\alpha}$ of phases, and any sequences $\left(u_{\alpha}\right)_{\alpha},\left(v_{\alpha}\right)_{\alpha}$ of positive solutions of (0.3), the convergence $\omega_{\alpha} \rightarrow \omega$ in $\mathbb{R}$ as $\alpha \rightarrow+\infty$ implies that, up to a subsequence, the $u_{\alpha}$ 's and $v_{\alpha}$ 's converge in $C^{2}\left(S^{3}\right)$ as $\alpha \rightarrow+\infty$.

By the analysis in Druet and Hebey [5], any phase in $\left(-m_{0}, m_{0}\right)$ is stable when $m_{0}^{2}<\kappa$, where $\kappa>0$ is such that $\Delta_{g}+\kappa$ has a nonnegative mass at each point in the manifold. The result in Druet and Hebey [5] was stated with $\kappa=\frac{1}{8} \min _{M} S_{g}$, for which we have the positive mass theorem of Schoen and Yau [14]. It holds with any such $\kappa$. More generally, phase compensation was established in Druet and Hebey [5], and we get that any phase $\omega \in\left(-m_{0}, m_{0}\right)$ such that $m_{0}^{2}-\omega^{2}<\kappa$ is stable (thus allowing situations where $m_{0}$ can be large). In the case of $S^{3}$, the best $\kappa$ possible is $\kappa=\frac{3}{4}$. Our main result states that there are resonant states for the system when we do not assume the bound on $m_{0}$. The result is sharp since these appear precisely when the Druet and Hebey [5] result stops to apply. As a remark, it is often the case in the literature that blowing-up solutions of critical equations are constructed with the help of an additional, somehow artificial, parameter which breaks the original structure of the equation. The parameter usually affects the nonlinearity, replacing $2^{\star}$ by $2^{\star} \pm \varepsilon$ in a pure power nonlinearity, or the potential term, replacing $h$ in a Schrödinger operator $\Delta_{g}+h$ by $h \pm \varepsilon \psi$, where $\psi>0$ is a suitable positive function. A main feature in the above theorem is that we do not need to add any such parameter. The multi-spikes blowing-up solutions we construct are pure solutions of our systems. They all satisfy
(0.3). The phase, which is part of the system, plays the role of the parameter. Two basic consequences of our theorem are as follows:
(i) When $m_{0}>\frac{\sqrt{3}}{2}, \omega_{1}=\sqrt{m_{0}^{2}-\frac{3}{4}}$ and $-\omega_{1}$ are unstable phases for (0.2) associated with a single spike configuration, and
(ii) There exists $\varepsilon_{0}=\varepsilon_{0}\left(m_{1}\right), \varepsilon_{0}>0$, such that if $q m_{0}<\varepsilon_{0}$, then for any $k \geq 2$ satisfying that $m_{0}^{2}-\theta_{k}^{2} \geq 0, \omega_{k}=\sqrt{m_{0}^{2}-\theta_{k}^{2}}$ and $-\omega_{k}$ are unstable phases for (0.2) associated with a $k$-spikes configuration.
In particular, the larger $m_{0}$ is, as long as $q m_{0}$ remains small, the more we find unstable phases. Point (i) corresponds to $k=1$ in the theorem. Point (ii) is obtained by letting $\varepsilon^{2}=\inf _{k \geq 2} c_{k}\left(m_{1}\right)$. When $m_{0}^{2}=\theta_{k}^{2}, k \geq 2, \omega_{k}=0$ is an unstable phase for (0.2). The same holds for $k=1$ by taking $\omega_{\alpha}=0$ for all $\alpha$ in (0.3) and thanks to the existence of exact solutions $U_{\varepsilon, x}$ of the equations which blow up as $\varepsilon \rightarrow 0$, see (2.5).

In terms of (0.1) the theorem rephrases as the existence of a sequence $u_{\alpha}(x) \mathrm{e}^{\mathrm{i} \omega_{\alpha} t}$ of standing waves solutions of (0.1) with purely electrostatic fields $\varphi_{\alpha}=\omega v_{\alpha}$ such that $\omega_{\alpha} \rightarrow \omega_{k}$ as $\alpha \rightarrow+\infty,\left(v_{\alpha}\right)_{\alpha}$ converges in $L^{\infty}$ as $\alpha \rightarrow+\infty$, and $\left\|u_{\alpha}\right\|_{L^{\infty}} \rightarrow+\infty$ as $\alpha \rightarrow+\infty$ with $k$-spikes. The convergence of the $v_{\alpha}$ 's directly follows from elliptic theory and the second equation in (0.2).

The theorem and its consequence in terms of (0.1) hold true in quotients of $S^{3}$ for specific values of $k$, like on the projective space $\mathbb{P}^{3}(\mathbb{R})$ when $k$ is even.

We discuss the physics origin of the system in Section 1. We prove our theorem in Section 2 by using the so-called localized energy method which goes through the choice of suitable approximate solutions and the use of finite-dimensional reduction.

## 1. The physics origin of the system

The Klein-Gordon-Maxwell-Proca system discussed in this work describes an interacting field theory model in theoretical physics. Most electromagnetic phenomena are described by conventional electrodynamics, which is a theory of the coupling of electromagnetic fields to matter fields. Of prime importance for particle physics is fermion electrodynamics in which matter is represented by spinor fields. However, one may have also boson electrodynamics in which matter is described by integer spin or bosonic fields. The simplest one is of course the complex scalar field, describing spinless particles having electric charges $\pm q$. It gives rise to scalar electrodynamics, which describes in the nonrelativistic limit the superconductivity of metals at very low temperatures. In the more general context of particle physics, a complex scalar field $\psi$ may serve to describe scalar mesons in nuclear matter interacting via a massive vector boson field $(\varphi, A)$.

The interaction in this model is described by the minimum substitution rule

$$
\partial_{t} \rightarrow \partial_{t}+\mathrm{i} q \varphi \quad \text { and } \quad \nabla \rightarrow \nabla-\mathrm{i} q A
$$

in a nonlinear Klein-Gordon Lagrangian. As for the external massive vector field it is governed by the Maxwell-Proca Lagrangian. The constructions in this section follow the lines of the massless case addressed in Benci and Fortunato [2] (see also Benci and Fortunato [3]). Assuming for short that the manifold is orientable, we define the

Lagrangian densities $\mathcal{L}_{\mathrm{NKG}}$ and $\mathcal{L}_{\mathrm{MP}}$ of $\psi, \varphi$, and $A$ by

$$
\begin{align*}
& \mathcal{L}_{\mathrm{NKG}}(\psi, \varphi, A)=\frac{1}{2}\left|\left(\frac{\partial}{\partial t}+\mathrm{i} q \varphi\right) \psi\right|^{2}-\frac{1}{2}|(\nabla-\mathrm{i} q A) \psi|^{2}-\frac{m_{0}^{2}}{2}|\psi|^{2}+\frac{1}{6}|\psi|^{6},  \tag{1.1}\\
& \mathcal{L}_{\mathrm{MP}}(\varphi, A)=\frac{1}{2}\left|\frac{\partial A}{\partial t}+\nabla \varphi\right|^{2}-\frac{1}{2}|\nabla \times A|^{2}+\frac{m_{1}^{2}}{2}|\varphi|^{2}-\frac{m_{1}^{2}}{2}|A|^{2}
\end{align*}
$$

where $\nabla \times=\star d, \star$ is the Hodge dual, $\psi$ represents the matter complex scalar field, $m_{0}$ its mass, $q$ its charge, $(\varphi, A)$ the electromagnetic vector field, and $m_{1}$ its mass. It can be noted that

$$
\|(\varphi, A)\|_{L}^{2}=|\varphi|^{2}-|A|^{2}
$$

is the square of the Lorentz norm of $(\varphi, A)$ with respect to the Lorentz metric $\operatorname{diag}(1,-1, \ldots,-1)$. The total action functional for $\psi, \phi$, and $A$ is then given by

$$
\begin{equation*}
\mathcal{S}(\psi, \varphi, A)=\iint\left(\mathcal{L}_{\mathrm{NKG}}+\mathcal{L}_{\mathrm{MP}}\right) d v_{g} d t \tag{1.2}
\end{equation*}
$$

Writing $\psi$ in polar form as $\psi(x, t)=u(x, t) \mathrm{e}^{\mathrm{i} S(x, t)}$, taking the variation of $\mathcal{S}$ with respect to $u, S, \varphi$, and $A$, we get four equations, which are written as

$$
\left\{\begin{array}{l}
\frac{\partial^{2} u}{\partial t^{2}}+\Delta_{g} u+m_{0}^{2} u=u^{5}+\left(\left(\frac{\partial S}{\partial t}+q \varphi\right)^{2}-|\nabla S-q A|^{2}\right) u  \tag{1.3}\\
\frac{\partial}{\partial t}\left(\left(\frac{\partial S}{\partial t}+q \varphi\right) u^{2}\right)-\nabla \cdot\left((\nabla S-q A) u^{2}\right)=0 \\
-\nabla \cdot\left(\frac{\partial A}{\partial t}+\nabla \varphi\right)+m_{1}^{2} \varphi+q\left(\frac{\partial S}{\partial t}+q \varphi\right) u^{2}=0 \\
\bar{\Delta}_{g} A+\frac{\partial}{\partial t}\left(\frac{\partial A}{\partial t}+\nabla \varphi\right)+m_{1}^{2} A=q(\nabla S-q A) u^{2}
\end{array}\right.
$$

where $\Delta_{g}=-\operatorname{div}_{g} \nabla$ is the Laplace-Beltrami operator, $\bar{\Delta}_{g}=\delta d$ is half the Laplacian acting on forms, and $\delta$ is the codifferential. We refer to this system as a nonlinear Klein-Gordon-Maxwell-Proca system. There holds that $\bar{\Delta}_{g} A=\nabla \times(\nabla \times A)$. The above system consists in the nonlinear Klein-Gordon matter equation, the charge continuity equation and the massive modified Maxwell equations in SI units, which are hereafter explicitly written down:

$$
\begin{align*}
& \nabla . E=\rho / \varepsilon_{0}-\mu^{2} \varphi \\
& \nabla \times H=\mu_{0}\left(J+\varepsilon_{0} \frac{\partial E}{\partial t}\right)-\mu^{2} A  \tag{1.4}\\
& \nabla \times E+\frac{\partial H}{\partial t}=0 \quad \text { and } \quad \nabla \cdot H=0
\end{align*}
$$

Indeed, if we let $E=-\left(\frac{\partial A}{\partial t}+\nabla \varphi\right), H=\nabla \times A, \rho=-\left(\frac{\partial S}{\partial t}+q \varphi\right) q u^{2}$, and $J=$ $(\nabla S-q A) q u^{2}$, then the two last equations in (1.3) give rise to the first pair of the Maxwell-Proca equations (1.4) with $\epsilon_{0}=\mu_{0}=1$ (units are chosen such that $c=1$ ) and $\mu^{2}=m_{1}^{2}$, while the second pair of the Maxwell-Proca equations, as usual, is given for free because of the expressions of $E$ and $H$. The first equation in (1.3) gives rise to the nonlinear Klein-Gordon matter equation. The second equation in (1.3) gives rise to the charge continuity equation $\frac{\partial \rho}{\partial t}+\nabla . J=0$ which, thanks to (1.4), is equivalent to the Lorentz condition $\nabla \cdot A+\frac{\partial \varphi}{\partial t}=0$. The massive Maxwell equations (1.4), as modified to Proca form, appear to have been first written in modern format by Schrödinger [15]. The Proca formalism a priori breaks Gauge invariance. Gauge invariance can be
restaured by the Stueckelberg trick, as pointed out by Pauli [11], and then by the Higgs mechanism. We refer to Goldhaber and Nieto [6, 7], Luo et al. [10], and Ruegg and Ruiz-Altaba [13] for very complete references on the Proca approach.

We assume in what follows that $u(x, t)=u(x)$ does not depend on $t, S(x, t)=\omega t$ does not depend on $x$, and $\varphi(x, t)=\varphi(x), A(x, t)=A(x)$ do not depend on $t$. In other words, we look for standing waves solutions of (1.3) and assume that we are in the static case of the system where $(\varphi, A)$ depends on the sole spatial variable. By the fourth equation in (1.3) we then obtain that

$$
\bar{\Delta}_{g} A+\left(q^{2} u^{2}+m_{1}^{2}\right) A=0
$$

This clearly implies that, and is equivalent to, $A \equiv 0$ since $\int\left(\bar{\Delta}_{g} A, A\right)=\int|d A|^{2}$. As a remark, assuming that $A \equiv 0$, the Lorentz condition for the external Proca field $(\varphi, A)$ would make $\varphi$ dependent on the sole spatial variables. As for the second equation in (1.3) it reduces to $\frac{\partial^{2} S}{\partial t^{2}}=0$. It is automatically satisfied when $S(t)=\omega t$, and we are thus left with the first and third equations in (1.3). Letting $S=-\omega t$, and $\varphi=\omega v$, we recover our original system

$$
\left\{\begin{array}{l}
\Delta_{g} u+m_{0}^{2} u=u^{5}+\omega^{2}(q v-1)^{2} u \\
\Delta_{g} v+\left(m_{1}^{2}+q^{2} u^{2}\right) v=q u^{2}
\end{array}\right.
$$

In other words, our original system (0.2) corresponds to looking for standing waves solutions of the Klein-Gordon-Maxwell-Proca system (1.3) in static form. The theorem we prove then provide the existence of resonant states for the static Klein-Gordon-Maxwell-Proca system (1.3).

## 2. Proof of the theorem

Formally, solutions of (0.2) are critical points of the functional $S$ defined by

$$
\begin{align*}
S(u, v)= & \frac{1}{2} \int_{M}|\nabla u|^{2} d v_{g}-\frac{\omega^{2}}{2} \int_{M}|\nabla v|^{2} d v_{g}+\frac{m_{0}^{2}}{2} \int_{M} u^{2} d v_{g}  \tag{2.1}\\
& -\frac{\omega^{2} m_{1}^{2}}{2} \int_{M} v^{2} d v_{g}-\frac{1}{p} \int_{M} u^{p} d v_{g}-\frac{\omega^{2}}{2} \int_{M} u^{2}(1-q v)^{2} d v_{g}
\end{align*}
$$

The functional $S$ is strongly indefinite because of the competition between $u$ and $v$. Following a very nice idea going back to Benci-Fortunato [2], we introduce the auxiliary functional $\Phi$ given by

$$
\begin{equation*}
\Delta_{g} \Phi(u)+\left(m_{1}^{2}+q^{2} u^{2}\right) \Phi(u)=q u^{2} \tag{2.2}
\end{equation*}
$$

and then consider that $u$ in (0.2) can be seen as a critical point of

$$
\begin{align*}
I(u)= & \frac{1}{2} \int_{M}|\nabla u|^{2} d v_{g}+\frac{m_{0}^{2}}{2} \int_{M} u^{2} d v_{g}-\frac{1}{6} \int_{M}\left(u^{+}\right)^{6} d v_{g}  \tag{2.3}\\
& -\frac{\omega^{2}}{2} \int_{M}(1-q \Phi(u)) u^{2} d v_{g}
\end{align*}
$$

where $u^{+}=\max (u, 0)$ is the nonnegative part of $u$. Let $F_{\Phi}: H^{1} \rightarrow \mathbb{R}$ be defined by $F_{\Phi}(u)=\frac{1}{2} \int_{M}(1-q \Phi(u)) u^{2} d v_{g}$. As is easily checked, $\Phi: H^{1} \rightarrow H^{1}$ is uniquely
defined, it satisfies that $0 \leq \Phi(u) \leq \frac{1}{q}$ for all $u \in H^{1}, \Phi$ and $F_{\Phi}$ are $C^{1}$, and

$$
D F_{\Phi}(u) \cdot(\varphi)=\int_{M}(1-q \Phi(u))^{2} u \varphi d v_{g}
$$

for all $u, \varphi \in H^{1}$. Now the goal is to construct blowing-up multi-spikes solutions to (0.2) when $\omega$ is close to resonant frequencies $\omega_{k}$. To each $\omega_{k}$ is associated a sequence of $n_{k}$-spikes solutions with $n_{k} \rightarrow+\infty$ as $k \rightarrow+\infty$. This can be considered as bifurcation from infinity (see Bahri [1]). More precisely we use here the so-called localized energy method (see Del Pino et al. [4], Rey and Wei [12], and Wei [17]) which goes through the choice of suitable approximate solutions and the use of finite-dimensional reduction. The proof we present here follows closely the lines of Hebey and Wei [9].

Let $P_{1}=(1,0,0,0)$ in $S^{3}$ and $k \in \mathbb{N}, k \geq 1$. We define the $P_{i}$ 's, $i=1, \ldots, k$, by $P_{i}=\left(\mathrm{e}^{\mathrm{i} \theta_{i}}, 0\right) \in S^{3} \subset \mathbb{R}^{2} \times \mathbb{R}^{2}$, where $\theta_{i}=\frac{2 \pi(i-1)}{k}$. Let $G_{k}$ be the maximal isometry group of $\left(S^{3}, g\right)$, which leaves globally invariant the set $\left\{P_{1}, \ldots, P_{k}\right\}$. Let also $\Sigma_{k} \subset S^{3}$ be the slice

$$
\begin{equation*}
\Sigma_{k}=\left\{\left(r \mathrm{e}^{\mathrm{i} \theta}, z\right), r>0, z \in \mathbb{C}, r^{2}+|z|^{2}=1,-\frac{\pi}{k} \leq \theta \leq \frac{\pi}{k}\right\} \tag{2.4}
\end{equation*}
$$

The Yamabe equation in $S^{3}$ is written as

$$
\Delta_{g} u+\frac{3}{4} u=u^{5}
$$

Its solutions are given by

$$
\begin{equation*}
U_{\varepsilon, x_{0}}=\frac{3^{1 / 4}}{\sqrt{2}}\left(\frac{\varepsilon}{\varepsilon^{2} \cos ^{2} \frac{r}{2}+\sin ^{2} \frac{r}{2}}\right)^{1 / 2} \tag{2.5}
\end{equation*}
$$

where $\varepsilon \in(0,1), r=d_{g}\left(x_{0}, \cdot\right)$, and $x_{0} \in S^{3}$ is arbitrary. Given $\theta>0$, we let $G_{\theta}$ be the Green's function of $\Delta_{g}+\theta^{2}$. Then

$$
\begin{equation*}
G_{\theta}(x, y)=\frac{\sinh \left(\mu_{\theta}(\pi-r)\right)}{4 \pi \sinh \left(\mu_{\theta} \pi\right) \sin r} \tag{2.6}
\end{equation*}
$$

for all $x, y \in S^{3}, x \neq y$, where $r=d_{g}(x, y)$ and $\mu_{\theta}=\sqrt{\theta^{2}-1}$. We define $R_{\theta}$ to be given by

$$
\begin{equation*}
G_{\theta}=G_{\frac{\sqrt{3}}{2}}+R_{\theta} \tag{2.7}
\end{equation*}
$$

The following lemma holds true.
Lemma 2.1. Let $G_{\theta}$ and $R_{\theta}$ be as above. Given $k \in \mathbb{N}, k \geq 1$, define

$$
\begin{equation*}
\eta_{k}(\theta)=R_{\theta}\left(P_{1}, P_{1}\right)+\sum_{i=2}^{k} G_{\theta}\left(P_{1}, P_{i}\right) \tag{2.8}
\end{equation*}
$$

where the second term in the right hand side of (2.8) is zero, if $k=1$. There exists a unique $\theta_{k}>0$ such that $\eta_{k}\left(\theta_{k}\right)=0$. There holds $\eta_{k}(\theta)>0$, when $\theta<\theta_{k}, \eta_{k}(\theta)<0$ when $\theta>\theta_{k}, \theta_{1}=\frac{\sqrt{3}}{2}, \theta_{k} \rightarrow+\infty$ as $k \rightarrow+\infty$, and $\theta_{k}>1>\theta_{1}$ for all $k \geq 2$.

Proof of Lemma 2.1. There holds that

$$
R_{\theta}\left(P_{1}, P_{1}\right)=-\frac{1}{4 \pi} \mu_{\theta} \operatorname{coth}\left(\mu_{\theta} \pi\right)
$$

so that $\eta_{1}(\theta)=0$ if and only if $\theta^{2}=\frac{3}{4}$, while $\eta_{1}^{\prime}\left(\frac{\sqrt{3}}{2}\right)<0$. It is easily checked that $\eta_{k}(\theta) \rightarrow-\infty$ as $\theta^{2} \rightarrow+\infty$, while $\eta_{k}(1)>0$ for $k \geq 2$. There also holds that $\frac{d}{d \mu}(\mu \operatorname{coth}(\mu \pi))>0$ while, by the maximum principle, $G_{\theta} \leq G_{\theta_{0}}$, if $\theta^{2} \geq \theta_{0}^{2}$. Hence there exists a unique $\theta_{k}>0$ such that $\eta_{k}\left(\theta_{k}\right)=0$. Then $\eta_{k}(\theta)>0$ if $\theta<\theta_{k}$ and $\eta_{k}(\theta)<0$ if $\theta>\theta_{k}$. Since $\sinh (t x) / \sin (x) \geq t$ for $x \in(-\pi, \pi)$, there holds that $\theta_{k} \rightarrow+\infty$ as $k \rightarrow+\infty$. There also holds that $\theta_{k}>1$ for $k \geq 2$ since $\eta_{k}(1)>0$ for $k \geq 2$, and we have that $\theta_{1}=\frac{\sqrt{3}}{2}<1$. This ends the proof of the lemma.

Letting $R_{\theta, P_{1}}=R_{\theta}\left(P_{1}, \cdot\right)$, where $R_{\theta}$ is given by (2.7), we can check

$$
\begin{equation*}
R_{\theta, P_{1}}=-\frac{\mu_{\theta} \operatorname{coth}\left(\mu_{\theta} \pi\right)}{4 \pi}+\frac{1}{8 \pi}\left(\theta^{2}-\frac{3}{4}\right) r+O\left(r^{2}\right) \tag{2.9}
\end{equation*}
$$

where $r=d_{g}\left(P_{1}, \cdot\right)$. Given $\varepsilon>0$, we define the projections $\mathcal{U}_{\varepsilon, P_{i}}, i=1, \ldots, k$, by

$$
\begin{equation*}
\Delta_{g} \mathcal{U}_{\varepsilon, P_{i}}+\theta^{2} \mathcal{U}_{\varepsilon, P_{i}}=U_{\varepsilon, P_{i}}^{5} \tag{2.10}
\end{equation*}
$$

and we define $\varphi_{\varepsilon, P_{i}}$ and $\mathcal{W}_{\varepsilon}$ to be given by

$$
\begin{equation*}
\mathcal{U}_{\varepsilon, P_{i}}=U_{\varepsilon, P_{i}}+\varphi_{\varepsilon, P_{i}} \quad \text { and } \quad \mathcal{W}_{\varepsilon}=\sum_{i=1}^{k} \mathcal{U}_{\varepsilon, P_{i}} \tag{2.11}
\end{equation*}
$$

where $U_{\varepsilon, P_{i}}$ is as in (2.5). The $\mathcal{W}_{\varepsilon}$ 's are $G_{k}$-invariant. As shown in Hebey and Wei [9], the following lemma holds true.

Lemma 2.2 (Hebey and Wei [9]). There holds that

$$
\begin{align*}
& \varphi_{\varepsilon, P_{1}}=A \sqrt{\varepsilon} R_{\theta, P_{1}}+B_{\theta} \varepsilon^{3 / 2} \psi\left(\frac{r}{\varepsilon}\right)+o\left(\varepsilon^{3 / 2}\right) \quad \text { and } \\
& \mathcal{W}_{\varepsilon}=U_{\varepsilon, P_{1}}+A \sqrt{\varepsilon}\left(R_{\theta, P_{1}}+\sum_{i=2}^{k} G_{\theta, P_{i}}\right)+B_{\theta} \varepsilon^{3 / 2} \psi\left(\frac{r}{\varepsilon}\right)+o\left(\varepsilon^{3 / 2}\right) \tag{2.12}
\end{align*}
$$

in $\Sigma_{k}$, where $r=d_{g}\left(P_{1}, \cdot\right), G_{\theta, P_{i}}=G_{\theta}\left(P_{i}, \cdot\right), A=4 \pi 3^{1 / 4} \sqrt{2}, B_{\theta}=\frac{A}{4 \pi}\left(\frac{3}{4}-\theta^{2}\right)$, and $\psi$ is the solution of $\Delta \psi=\frac{1}{\sqrt{4+|x|^{2}}}-\frac{1}{|x|}$ in $\mathbb{R}^{3}$.

As a remark, there holds that $|\psi(x)| \leq C \frac{\ln (2+|x|)}{1+|x|}$ and $|\nabla \psi(x)| \leq C \frac{\ln (2+|x|)}{(1+|x|)^{2}}$ as $|x| \rightarrow+\infty$. In the equation for $\psi, \Delta=-\sum_{i} \partial_{i}^{2}$. Now we prove the following.

Lemma 2.3. Let $k \in \mathbb{N}, k \geq 1$. Let $\mathcal{W}_{\varepsilon}$ be as in (2.11), and $\Phi: H^{1} \rightarrow H^{1}$ be as in (2.2). Then $\frac{1}{\varepsilon} \Phi\left(\mathcal{W}_{\varepsilon}\right) \rightarrow q \Phi_{k, \theta}$ in $H^{1}$, where $\Phi_{k, \theta}$ solves

$$
\Delta_{g} \Phi_{k, \theta}+m_{1}^{2} \Phi_{k, \theta}=A^{2} G^{2}
$$

$G=\sum_{i=1}^{k} G_{\theta, P_{i}}, G_{\theta, P_{i}}=G_{\theta}\left(P_{i}, \cdot\right)$ for all $i$, and $G_{\theta}$ is the Green's function of $\Delta_{g}+\theta^{2}$ given by (2.6).

Proof of Lemma 2.3. Let $v_{\varepsilon}=\frac{1}{\varepsilon} \Phi\left(\mathcal{W}_{\varepsilon}\right)$. By the definition of $\Phi\left(\mathcal{W}_{\varepsilon}\right)$ there holds that

$$
\begin{equation*}
\Delta_{g} v_{\varepsilon}+\left(m_{1}^{2}+q^{2} \mathcal{W}_{\varepsilon}^{2}\right) v_{\varepsilon}=q\left(\frac{\mathcal{W}_{\varepsilon}}{\sqrt{\varepsilon}}\right)^{2} \tag{2.13}
\end{equation*}
$$

By (2.12) in Lemma 2.2,

$$
\frac{\mathcal{W}_{\varepsilon}}{\sqrt{\varepsilon}} \leq C\left(\sin \frac{r_{i}}{2}\right)^{-1}
$$

around $P_{i}$, while $\frac{\mathcal{W}_{\varepsilon}}{\sqrt{\varepsilon}} \leq C$ when standing far from the $P_{i}$ 's, where $r_{i}=d_{g}\left(P_{i}, \cdot\right)$. Hence, the family $\left(\mathcal{W}_{\varepsilon} / \sqrt{\varepsilon}\right)_{\varepsilon}$ is bounded in $L^{p}$ for all $p<3$. It clearly follows, when multiplying (2.13) by $v_{\varepsilon}$ and integrating over $S^{3}$, that $\left(v_{\varepsilon}\right)_{\varepsilon}$ is bounded in $H^{1}$. We use for this Hölder's inequality and note that $\frac{12}{5}<3$. There also holds that $\left(\mathcal{W}_{\varepsilon}^{2} v_{\varepsilon}\right)_{\varepsilon}$ is bounded in $L^{p}$ for $p \leq 2$. By (2.13), we then obtain that

$$
\Delta_{g} v_{\varepsilon}+m_{1}^{2} v_{\varepsilon}=f_{\varepsilon}
$$

where $\left(f_{\varepsilon}\right)_{\varepsilon}$ is bounded in $L^{p}$ for all $p<\frac{3}{2}$. By elliptic theory this implies that $\left(v_{\varepsilon}\right)_{\varepsilon}$ is bounded in $H^{2, p}$ for all $p<\frac{3}{2}$. In particular, since $H^{2, p} \subset H^{1}$ is compact for $p$ close to $\frac{3}{2}$, there exists $\Phi$ such that, up to a subsequence, $v_{\varepsilon} \rightarrow \Phi$ in $H^{1}$ as $\varepsilon \rightarrow 0$. As is easily checked, it follows from Hölder's inequality and (2.12) that $\int \mathcal{W}_{\varepsilon}^{2} v_{\varepsilon} \varphi \rightarrow 0$ as $\varepsilon \rightarrow 0$ for all $\varphi \in H^{1}$. By (2.12) and (2.13), $\Phi$ solves

$$
\Delta_{g} \Phi+m_{1}^{2} \Phi=q A^{2} G^{2} .
$$

In particular, $\Phi$ is unique. This ends the proof of the lemma.
It follows from Lemma 2.3 that $\Phi\left(\mathcal{W}_{\varepsilon}\right)=O\left(\varepsilon^{\sigma}\right)$ for all $\sigma \in(0,1)$. Indeed there holds that for any $\delta \in(0,1)$,

$$
\begin{equation*}
\Delta_{g}\left(\varepsilon^{\delta-1} \Phi\left(\mathcal{W}_{\varepsilon}\right)\right)+m_{1}^{2}\left(\varepsilon^{\delta-1} \Phi\left(\mathcal{W}_{\varepsilon}\right)\right)=q \Psi\left(\mathcal{W}_{\varepsilon}\right) \varepsilon^{\delta}\left(\frac{\mathcal{W}_{\varepsilon}}{\sqrt{\varepsilon}}\right)^{2} \tag{2.14}
\end{equation*}
$$

where $0 \leq \Psi \leq 1$ is given by $\Psi(u)=1-q \Phi(u)$. We have that

$$
\varepsilon^{\delta}\left(\frac{\mathcal{W}_{\varepsilon}}{\sqrt{\varepsilon}}\right)^{2} \leq \frac{C \varepsilon^{\delta}}{\varepsilon^{2}+r_{i}^{2}}
$$

around $P_{i}$, while $\varepsilon^{\delta}\left(\frac{\mathcal{W}_{\varepsilon}}{\sqrt{\varepsilon}}\right)^{2} \leq C \varepsilon^{\delta}$ when standing far from the $P_{i}$ 's. Then

$$
\begin{aligned}
\int_{S^{3}}\left(\varepsilon^{\delta}\left(\frac{\mathcal{W}_{\varepsilon}}{\sqrt{\varepsilon}}\right)^{2}\right)^{p} d v_{g} & \leq C_{1} \int_{0}^{1}\left(\frac{\varepsilon^{\delta}}{\varepsilon^{2}+r^{2}}\right)^{p} r^{2} d r+C_{2} \\
& \leq C_{1} \varepsilon^{3-(2-\delta) p} \int_{0}^{+\infty}\left(\frac{1}{1+r^{2}}\right)^{p} r^{2} d r+C_{2} \leq C_{3}
\end{aligned}
$$

for $p=p_{\delta}=\frac{3}{2-\delta}>\frac{3}{2}$. By (2.14) we then obtain that $\left(\varepsilon^{\delta-1} \Phi\left(\mathcal{W}_{\varepsilon}\right)\right)_{\varepsilon}$ is bounded in $H^{1}$ since $p_{\delta}>\frac{5}{6}$. Then the family is also bounded in $H^{2, p_{\delta}}$, and since by Sobolev $H^{2, p_{\delta}} \subset L^{\infty}$, we obtain that $\Phi\left(\mathcal{W}_{\varepsilon}\right) \leq C_{\delta} \varepsilon^{1-\delta}, \delta \in(0,1)$. Letting $\sigma=\delta-1$, this proves the bound. Now we prove that the following asymptotic development for $I\left(\mathcal{W}_{\varepsilon}\right)$ holds true.

Lemma 2.4. Let $I$ be given by (2.3) and $\mathcal{W}_{\varepsilon}$ be given by (2.11). There holds that

$$
\begin{align*}
I\left(\mathcal{W}_{\varepsilon}\right)= & A_{0, k}+A_{1, k} \varepsilon \eta_{k}(\theta)+A_{2, k}(\omega) q^{2} \varepsilon^{2}  \tag{2.15}\\
& +A_{3, k}(\theta) \varepsilon^{2}+O\left(\eta_{k}(\theta)^{2} \varepsilon^{2}\right)+o\left(\varepsilon^{2}\right),
\end{align*}
$$

where $\theta^{2}=m_{0}^{2}-\omega^{2}, A_{0, k}=\frac{k}{3}\left(\frac{3}{4}\right)^{3 / 2} \int_{\mathbb{R}^{3}} U_{0}^{6} d x, A_{1, k}=-\frac{k A}{2}\left(\frac{3}{4}\right)^{5 / 4} \int_{\mathbb{R}^{3}} U_{0}^{5} d x$,

$$
\begin{align*}
& A_{2, k}(\omega)=\frac{\omega^{2}}{2} \int_{S^{3}}\left(\left|\nabla \Phi_{k, \theta}\right|^{2}+m_{1}^{2} \Phi_{k, \theta}^{2}\right) d v_{g}  \tag{2.16}\\
& A_{3, k}(\theta)=-16 \pi k \sqrt{3}\left(\theta^{2}-\frac{3}{4}\right) \int_{0}^{+\infty} \frac{d r}{4+r^{2}}
\end{align*}
$$

the function $U_{0}$ is given by $U_{0}(x)=\left(1+\frac{|x|^{2}}{4}\right)^{-1 / 2}$ for $x \in \mathbb{R}^{3}$, and $\Phi_{k, \theta}$ is as in Lemma 2.3.

Proof of Lemma 2.4. We proceed as in Hebey and Wei [9]. By (2.12) in Lemma 2.2 we have that

$$
\begin{align*}
& \int_{S^{3}}\left|\nabla \mathcal{W}_{\varepsilon}\right|^{2} d v_{g}+\theta^{2} \int_{S^{3}} \mathcal{W}_{\varepsilon}^{2} d v_{g}  \tag{2.17}\\
&= k\left(\frac{3}{4}\right)^{3 / 2} \int_{\mathbb{R}^{3}} U_{0}^{6} d x+k\left(\frac{3}{4}\right)^{5 / 4} A \varepsilon \eta_{k}(\theta) \int_{\mathbb{R}^{3}} U_{0}^{5} d x \\
&+k\left(\frac{3}{4}\right)^{5 / 4} \frac{A}{8 \pi}\left(\theta^{2}-\frac{3}{4}\right) \varepsilon^{2} \int_{\mathbb{R}^{3}} U_{0}^{5} r d x \\
&+k\left(\frac{3}{4}\right)^{5 / 4} B_{\theta} \varepsilon^{2} \int_{\mathbb{R}^{3}} U_{0}^{5} \psi d x+o\left(\varepsilon^{2}\right)
\end{align*}
$$

where $B_{\theta}$ and $\psi$ are as in (2.12). Still by (2.12), we have that

$$
\begin{align*}
\int_{S^{3}} \mathcal{W}_{\varepsilon}^{6} d v_{g}= & k\left(\frac{3}{4}\right)^{3 / 2} \int_{\mathbb{R}^{3}} U_{0}^{6} d x+6 k\left(\frac{3}{4}\right)^{5 / 4} A \varepsilon \eta_{k}(\theta) \int_{\mathbb{R}^{3}} U_{0}^{5} d x  \tag{2.18}\\
& +6 k\left(\frac{3}{4}\right)^{5 / 4} \frac{A}{8 \pi}\left(\theta^{2}-\frac{3}{4}\right) \varepsilon^{2} \int_{\mathbb{R}^{3}} U_{0}^{5} r d x \\
& +6 k\left(\frac{3}{4}\right)^{5 / 4} B_{\theta} \varepsilon^{2} \int_{\mathbb{R}^{3}} U_{0}^{5} \psi d x \\
& +O\left(\varepsilon^{2} \eta_{k}(\omega)^{2}\right)+o\left(\varepsilon^{2}\right)
\end{align*}
$$

Now we use the equation satisfied by $\Phi\left(\mathcal{W}_{\varepsilon}\right)$ to write that

$$
\begin{aligned}
\frac{q \omega^{2}}{2} \int_{S^{3}} \Phi\left(\mathcal{W}_{\varepsilon}\right) \mathcal{W}_{\varepsilon}^{2} d v_{g}= & \frac{\omega^{2}}{2} \int_{S^{3}}\left(\left|\nabla \Phi\left(\mathcal{W}_{\varepsilon}\right)\right|^{2}+m_{1}^{2} \Phi\left(\mathcal{W}_{\varepsilon}\right)^{2}\right) d v_{g} \\
& +\frac{\omega^{2}}{2} q^{2} \int_{S^{3}} \mathcal{W}_{\varepsilon}^{2} \Phi\left(\mathcal{W}_{\varepsilon}\right)^{2} d v_{g}
\end{aligned}
$$

By (2.12), $\int \mathcal{W}_{\varepsilon}^{2}=O(\varepsilon)$, while we have seen that $\Phi\left(\mathcal{W}_{\varepsilon}\right)=O\left(\varepsilon^{\sigma}\right)$ for all $\sigma \in(0,1)$. Picking $\sigma<1$ sufficiently close to 1 , it follows that $\int \mathcal{W}_{\varepsilon}^{2} \Phi\left(\mathcal{W}_{\varepsilon}\right)^{2}=o\left(\varepsilon^{2}\right)$, and by

Lemma 2.3 we obtain that

$$
\begin{align*}
& \frac{q \omega^{2}}{2} \int_{S^{3}} \Phi\left(\mathcal{W}_{\varepsilon}\right) \mathcal{W}_{\varepsilon}^{2} d v_{g}  \tag{2.19}\\
& \quad=\frac{\omega^{2} \varepsilon^{2}}{2} \int_{S^{3}}\left(\left|\nabla \frac{\Phi\left(\mathcal{W}_{\varepsilon}\right)}{\varepsilon}\right|^{2}+m_{1}^{2}\left(\frac{\Phi\left(\mathcal{W}_{\varepsilon}\right)}{\varepsilon}\right)^{2}\right) d v_{g} \\
& \quad=\frac{\omega^{2} q^{2} \varepsilon^{2}}{2} \int_{S^{3}}\left(\left|\nabla \Phi\left(\mathcal{W}_{k, \theta}\right)\right|^{2}+m_{1}^{2} \Phi\left(\mathcal{W}_{k, \theta}\right)^{2}\right) d v_{g}+o\left(\varepsilon^{2}\right)
\end{align*}
$$

Combining (2.17)-(2.19), the lemma follows with

$$
\begin{aligned}
A_{3, k}(\theta) & =-\frac{k}{2}\left(\frac{3}{4}\right)^{5 / 4}\left(\frac{A}{8 \pi}\left(\theta^{2}-\frac{3}{4}\right) \int_{\mathbb{R}^{3}} U_{0}^{5} r d x+B_{\theta} \int_{\mathbb{R}^{3}} U_{0}^{5} \psi d x\right) \\
& =-\frac{k}{2}\left(\frac{3}{4}\right)^{3 / 2}\left(\theta^{2}-\frac{3}{4}\right) \int_{\mathbb{R}^{3}} U_{0}^{5}(r-2 \psi) d x .
\end{aligned}
$$

Integrating by parts, since $\Delta U_{0}=\frac{3}{4} U_{0}^{5}$, we obtain that

$$
A_{3, k}(\theta)=-16 \pi k \sqrt{3}\left(\theta^{2}-\frac{3}{4}\right) \int_{0}^{+\infty} \frac{d r}{4+r^{2}}
$$

This ends the proof of Lemma 2.4.
Let us write that $A_{2, k}(\omega)=\omega^{2} B_{2, k}(\theta)$. Then, $B_{2, k}(\theta)>0$. Let $\theta_{k}$ be given by Lemma 2.1. The function $\Phi_{k, \theta}$ in Lemma 2.3 is $G_{k}$-invariant. By Hölder's inequalities we can write that

$$
\begin{aligned}
& \int_{S^{3}}\left(\left|\nabla \Phi_{k, \theta}\right|^{2}+m_{1}^{2} \Phi_{k, \theta}^{2}\right) d v_{g} \leq C \sum_{i=1}^{k} \int_{S^{3}} G_{\theta, P_{i}}^{2} \Phi_{k, \theta} d v_{g} \\
& \leq C k \int_{S^{3}} G_{\omega, P_{1}}^{2} \Phi_{k, \theta} d v_{g} \leq C k\left\|G_{\theta, P_{1}}\right\|_{L^{12 / 5}}\left\|\Phi_{k, \theta}\right\|_{L^{6}} .
\end{aligned}
$$

By the maximum principle, $G_{\theta^{\prime}, P_{1}} \leq G_{\theta, P_{1}}$ for all $\theta^{\prime} \geq \theta$. Since $\theta_{k} \rightarrow+\infty$, it follows that $B_{2, k}\left(\theta_{k}\right) \leq C k^{2}$, where $C>0$ is independent of $k$. On the other hand, by the definition of $\theta_{k}, \mu_{k} \operatorname{coth}\left(\mu_{k} \pi\right) \geq C G_{\theta_{k}, P_{1}}\left(P_{2}\right)$, where $\mu_{k} \leq C \theta_{k}$, and we thus obtain that $\theta_{k} \geq C k$, where $C>0$ is independent of $k$. As a consequence we obtain that $\left|A_{3, k}\left(\theta_{k}\right)\right| \geq C k B_{2, k}\left(\theta_{k}\right)$. Then

$$
\begin{equation*}
\lim _{k \rightarrow+\infty} \frac{A_{3, k}\left(\theta_{k}\right)}{B_{2, k}\left(\theta_{k}\right)}=-\infty \tag{2.20}
\end{equation*}
$$

While $\frac{A_{3, k}\left(\theta_{k}\right)}{B_{2, k}\left(\theta_{k}\right)}=0$ when $k=1$, the quotient can be made arbitrarily large in absolute value and negative in specific situations. Now we turn our attention to the finitedimensional reduction part of the proof. We let $\Theta_{k}$ be given by

$$
\begin{equation*}
\Theta_{k}=q^{2} A_{2, k}\left(\omega_{k}\right)+A_{3, k}\left(\theta_{k}\right) \tag{2.21}
\end{equation*}
$$

where $A_{2, k}(\omega), A_{3, k}(\theta)$ are as in Lemma 2.4, $\theta_{k}^{2}=m_{0}^{2}-\omega_{k}^{2}$, and the $\theta_{k}$ 's are as in Lemma 2.1. Then we let $\varepsilon=\Lambda \tilde{\varepsilon}$, where $\frac{1}{C} \leq \Lambda \leq C$ for $C \gg 1$, and we define $\tilde{\varepsilon}=\eta_{k}(\theta)$ for $\theta \in\left(\theta_{k}-\delta, \theta_{k}\right)$ with $\delta>0$ small in case $\Theta_{k}>0$, and $\tilde{\varepsilon}=-\eta_{k}(\theta)$ for
$\theta \in\left(\theta_{k}, \theta_{k}+\delta\right)$ with $\delta>0$ small in case $\Theta_{k}<0$. In the above constructions, $\tilde{\varepsilon}>0$ and $\tilde{\varepsilon} \rightarrow 0$ as $\theta \rightarrow \theta_{k}$. We let

$$
f_{\tilde{\varepsilon}}: \frac{1}{\tilde{\varepsilon}} S^{3} \rightarrow S^{3}
$$

be the map given by $f_{\tilde{\varepsilon}}(x)=\tilde{\varepsilon} x$. If $g_{\tilde{\varepsilon}}$ is the standard metric on $\frac{1}{\tilde{\varepsilon}} S^{3}$, induced from the Euclidean metric, then $f_{\tilde{\varepsilon}}^{\star} g=\tilde{\varepsilon}^{2} g_{\tilde{\varepsilon}}$. Given $u: S^{3} \rightarrow \mathbb{R}$, we define the $\sim$-procedure which, to $u$, associate $\tilde{u}: \frac{1}{\tilde{\varepsilon}} S^{3} \rightarrow \mathbb{R}$, where

$$
\tilde{u}=\sqrt{\tilde{\varepsilon}} u \circ f_{\tilde{\varepsilon}} .
$$

We let $\tilde{Y}=\frac{\partial \tilde{\mathcal{W}}_{\varepsilon}}{\partial \Lambda}$, where $\tilde{\mathcal{W}}_{\varepsilon}$ is obtained from $\mathcal{W}_{\varepsilon}$ in (2.11) by the $\sim$-procedure, and we define

$$
\begin{equation*}
\tilde{Z}=\Delta_{g_{\tilde{\varepsilon}}} \tilde{Y}+\tilde{\varepsilon}^{2}\left(m_{0}^{2}-\omega^{2}\right) \tilde{Y} \tag{2.22}
\end{equation*}
$$

There holds that $\langle\tilde{Y}, \tilde{Z}\rangle=\gamma_{0}+o(1)$, where $\gamma_{0}>0$ and $\langle\cdot, \cdot\rangle$ is the $L^{2}$-scalar product with respect to $g_{\tilde{\varepsilon}}$. We say in what follows that a function $\tilde{u}$ in $\frac{1}{\tilde{\varepsilon}} S^{3}$ is $G_{k}$-invariant if $u$ is $G_{k}$-invariant in $S^{3}$. In particular $\tilde{Y}$ and $\tilde{Z}$ are $G_{k}$-invariant. Let $\Psi$ be given by $\Psi(u)=\omega^{2} \Phi(u)(2-q \Phi(u))$. By the $\sim-$ procedure, the equation

$$
\Delta_{g} u+\left(m_{0}^{2}-\omega^{2}\right) u+q \Psi(u) u=u^{5}
$$

in $S^{3}$, which is the equation associated to $I$, is equivalent to

$$
\Delta_{g_{\varepsilon}} \tilde{u}+\tilde{\varepsilon}^{2}\left(m_{0}^{2}-\omega^{2}\right) \tilde{u}+q \tilde{\varepsilon}^{2} \overline{\Psi(u)} \tilde{u}=\tilde{u}^{5}
$$

in $\frac{1}{\tilde{\varepsilon}} S^{3}$, where $\overline{\Psi(u)}=\Psi(u) \circ f_{\tilde{\varepsilon}}$. Now we define the norms $\|\cdot\|_{\star, \sigma}$ and $\|\cdot\|_{\star \star, \sigma}$ by

$$
\begin{align*}
& \|u\|_{\star, \sigma}=\sup _{x \in \frac{1}{\varepsilon} S^{3}}\left(\min _{i=1, \ldots, k}\left(1+d_{g_{\tilde{\varepsilon}}}\left(\tilde{P}_{i}, x\right)\right)^{\sigma}\right)|u(x)|, \\
& \|u\|_{\star \star, \sigma}=\sup _{x \in \frac{1}{\varepsilon} S^{3}}\left(\min _{i=1, \ldots, k}\left(1+d_{g_{\tilde{\varepsilon}}}\left(\tilde{P}_{i}, x\right)\right)^{2+\sigma}\right)|u(x)| \tag{2.23}
\end{align*}
$$

for $u \in L^{\infty}\left(\frac{1}{\tilde{\varepsilon}} S^{3}\right)$, where $0<\sigma<1$ and $f_{\tilde{\varepsilon}}\left(\tilde{P}_{i}\right)=P_{i}, i=1, \ldots, k$. Given a function $h \in L^{\infty}\left(\frac{1}{\tilde{\varepsilon}} S^{3}\right)$ we consider the problem

$$
\left\{\begin{array}{l}
\Delta_{g_{\tilde{\varepsilon}}} \phi+\tilde{\varepsilon}^{2}\left(m_{0}^{2}-\omega^{2}\right) \phi-5 \tilde{W}_{\varepsilon}^{4} \phi=h+c_{0} \tilde{Z}  \tag{2.24}\\
\int_{\frac{1}{\varepsilon} S^{3}} \tilde{Z} \phi d v_{g_{\tilde{\varepsilon}}}=0,
\end{array}\right.
$$

where $c_{0} \in \mathbb{R}$, and $\tilde{Z}$ is as in (2.22). Following Hebey and Wei [9], Del Pino et al. [4], and Rey and Wei [12], we obtain that there exist $\tilde{\varepsilon}_{0}>0$ and $C>0$ such that for any $\tilde{\varepsilon} \in\left(0, \tilde{\varepsilon}_{0}\right)$ and any $G_{k}$-invariant function $h \in L^{\infty}\left(\frac{1}{\tilde{\varepsilon}} S^{3}\right)$, (2.24) has a unique $G_{k}$-invariant solution $\phi=\mathcal{L}_{\tilde{\varepsilon}}(h)$ with $\|\phi\|_{\star, \sigma} \leq C\|h\|_{\star \star, \sigma}$. Moreover, the map $\mathcal{L}_{\tilde{\varepsilon}}$ is $C^{1}$ w.r.t. $\Lambda$ and $\left\|D_{\Lambda} \mathcal{L}_{\tilde{\varepsilon}}(h)\right\|_{\star, \sigma} \leq C\|h\|_{\star \star, \sigma}$. Now we prove the following estimates on the $\Psi$ functional.

Lemma 2.5. Let $\mathcal{W}_{\varepsilon}$ be as in (2.11). Let $\Psi(u)=\omega^{2} \Phi(u)(2-q \Phi(u))$ be as above. There exists $C>0$, independent of $\varepsilon$, such that for any $u, u_{1}, u_{2}$ in the $\tilde{\varepsilon}$-ball $B_{\tilde{\varepsilon}}=$ $\left\{u \in H^{1} \cap L^{\infty}\right.$ s.t. $\left.\|\tilde{u}\|_{\star, \sigma} \leq \tilde{\varepsilon}\right\}$, there holds that

$$
\begin{align*}
& \left\|\Psi_{\tilde{\varepsilon}}(u)\right\|_{\star \star, \sigma} \leq C\left(\tilde{\varepsilon}^{\sigma}+\tilde{\varepsilon}^{1-\sigma}\right)\|\tilde{u}\|_{\star, \sigma}, \quad \text { and } \\
& \left\|\Psi_{\tilde{\varepsilon}}\left(u_{2}\right)-\Psi_{\tilde{\varepsilon}}\left(u_{1}\right)\right\|_{\star \star, \sigma} \leq C\left(\tilde{\varepsilon}^{\sigma}+\tilde{\varepsilon}^{1-\sigma}\right)\left\|\tilde{u}_{2}-\tilde{u}_{1}\right\|_{\star, \sigma} \tag{2.25}
\end{align*}
$$

where $\Psi_{\tilde{\varepsilon}}(u)=\tilde{\varepsilon}^{2}\left(\overline{\Psi\left(\mathcal{W}_{\varepsilon}+u\right)}\left(\tilde{\mathcal{W}}_{\varepsilon}+\tilde{u}\right)-\overline{\Psi\left(\mathcal{W}_{\varepsilon}\right)} \tilde{\mathcal{W}}_{\varepsilon}\right)$, and the norms $\|\cdot\|_{\star, \sigma}$ and $\|\cdot\|_{\star \star, \sigma}$ are as in (2.23).

Proof of Lemma 2.5. Let $F(u)=q(1-q \Phi(u))$. There holds

$$
\Delta_{g} \Phi(u)+m_{1}^{2} \Phi(u)=F(u) u^{2}
$$

and we can write that

$$
\begin{align*}
& \Delta_{g}\left(\Phi\left(\mathcal{W}_{\varepsilon}+u_{2}\right)-\Phi\left(\mathcal{W}_{\varepsilon}+u_{1}\right)\right)+m_{1}^{2}\left(\Phi\left(\mathcal{W}_{\varepsilon}+u_{2}\right)-\Phi\left(\mathcal{W}_{\varepsilon}+u_{1}\right)\right)  \tag{2.26}\\
&=-q^{2}\left(\Phi\left(\mathcal{W}_{\varepsilon}+u_{2}\right)-\Phi\left(\mathcal{W}_{\varepsilon}+u_{1}\right)\right)\left(\mathcal{W}_{\varepsilon}+u_{2}\right)^{2} \\
& \quad+F\left(\mathcal{W}_{\varepsilon}+u_{1}\right)\left(u_{1}+u_{2}+2 \mathcal{W}_{\varepsilon}\right)\left(u_{2}-u_{1}\right)
\end{align*}
$$

Since $\|\tilde{u}\|_{\star, \sigma} \leq \tilde{\varepsilon}$ implies $\|u\|_{L^{\infty}} \leq \sqrt{\tilde{\varepsilon}}$, we have by (2.12) that $\left\|\mathcal{W}_{\varepsilon}+u_{2}\right\|_{L^{4}}=o(1)$. Hence,

$$
\begin{align*}
& \left\|\left(\Phi\left(\mathcal{W}_{\varepsilon}+u_{2}\right)-\Phi\left(\mathcal{W}_{\varepsilon}+u_{1}\right)\right)\left(\mathcal{W}_{\varepsilon}+u_{2}\right)^{2}\right\|_{L^{2}}  \tag{2.27}\\
& \quad=o\left(\Phi\left(\mathcal{W}_{\varepsilon}+u_{2}\right)-\Phi\left(\mathcal{W}_{\varepsilon}+u_{1}\right)\right)
\end{align*}
$$

Since $|F| \leq 1$, and $\int \mathcal{W}_{\varepsilon}^{2}=O(\varepsilon)$, there also holds that

$$
\begin{equation*}
\left\|F\left(\mathcal{W}_{\varepsilon}+u_{1}\right)\left(u_{1}+u_{2}+2 \mathcal{W}_{\varepsilon}\right)\left(u_{2}-u_{1}\right)\right\|_{L^{2}} \leq C \sqrt{\tilde{\varepsilon}}\left\|u_{2}-u_{1}\right\|_{L^{\infty}} \tag{2.28}
\end{equation*}
$$

Combining (2.26)-(2.28), by standard elliptic theory, and since $H^{2} \subset L^{\infty}$, we obtain that

$$
\begin{equation*}
\left\|\Phi\left(\mathcal{W}_{\varepsilon}+u_{2}\right)-\Phi\left(\mathcal{W}_{\varepsilon}+u_{1}\right)\right\|_{L^{\infty}} \leq C \sqrt{\tilde{\varepsilon}}\left\|u_{2}-u_{1}\right\|_{L^{\infty}} \tag{2.29}
\end{equation*}
$$

Noting that $\sqrt{\tilde{\varepsilon}}\|u\|_{L^{\infty}} \leq\|\tilde{u}\|_{\star, \sigma},\|\tilde{u}\|_{\star \star, \sigma} \leq \tilde{\varepsilon}^{-2}\|\tilde{u}\|_{\star, \sigma}$, and $\left\|\tilde{\mathcal{W}}_{\varepsilon}\right\|_{\star \star, \sigma} \leq C \tilde{\varepsilon}^{-1-\sigma}$, we obtain by (2.29) that

$$
\begin{align*}
& \left\|\overline{\Phi\left(\mathcal{W}_{\varepsilon}+u_{2}\right)}\left(\tilde{\mathcal{W}}_{\varepsilon}+\tilde{u}_{2}\right)-\overline{\Phi\left(\mathcal{W}_{\varepsilon}+u_{1}\right)}\left(\tilde{\mathcal{W}}_{\varepsilon}+\tilde{u}_{1}\right)\right\|_{\star \star, \sigma}  \tag{2.30}\\
& \quad \leq C\left(\tilde{\varepsilon}^{-1-\sigma}+\tilde{\varepsilon}^{-2+\sigma}\right)\left\|\tilde{u}_{2}-\tilde{u}_{1}\right\|_{\star, \sigma} .
\end{align*}
$$

Since $|\Phi| \leq \frac{1}{q}$, we easily deduce (2.25) from (2.29) and (2.30). This ends the proof of the Lemma.

At this point we define $R_{1, \tilde{\varepsilon}}, R_{2, \tilde{\varepsilon}}$, and $R_{\tilde{\varepsilon}}$ by

$$
\begin{align*}
& R_{1, \tilde{\varepsilon}}=\tilde{\mathcal{W}}_{\varepsilon}^{5}-\Delta_{g_{\varepsilon}} \tilde{\mathcal{W}}_{\varepsilon}-\left(m_{0}^{2}-\omega^{2}\right) \tilde{\varepsilon}^{2} \tilde{\mathcal{W}}_{\varepsilon}  \tag{2.31}\\
& R_{2, \tilde{\varepsilon}}=-\tilde{\varepsilon}^{2} \overline{\Psi\left(\mathcal{W}_{\varepsilon}\right)} \tilde{\mathcal{W}}_{\varepsilon}, \quad R_{\tilde{\varepsilon}}=R_{1, \tilde{\varepsilon}}+R_{2, \tilde{\varepsilon}}
\end{align*}
$$

and we consider the problem

$$
\left\{\begin{array}{l}
\Delta_{g_{\tilde{\varepsilon}}}\left(\hat{W}_{\varepsilon}+\tilde{\phi}\right)+\tilde{\varepsilon}^{2}\left(m_{0}^{2}-\omega^{2}\right)\left(\hat{W}_{\varepsilon}+\tilde{\phi}\right)  \tag{2.32}\\
\quad+q \tilde{\varepsilon}^{2} \Psi\left(\mathcal{W}_{\varepsilon}+K_{\varepsilon}+\phi\right)\left(\hat{W}_{\varepsilon}+\tilde{\phi}\right)=\left(\hat{W}_{\varepsilon}+\tilde{\phi}\right)^{5}+c_{0} \tilde{Z} \\
\int_{\frac{1}{\varepsilon} S^{3}} \tilde{Z} \tilde{\phi} d v_{g_{\tilde{\varepsilon}}}=0,
\end{array}\right.
$$

where $\hat{W}_{\varepsilon}=\tilde{\mathcal{W}}_{\varepsilon}+\mathcal{L}_{\tilde{\varepsilon}}\left(R_{\tilde{\varepsilon}}\right), c_{0} \in \mathbb{R}$,

$$
\overline{\Phi\left(\mathcal{W}_{\varepsilon}+K_{\varepsilon}+\phi\right)}=\Phi\left(\mathcal{W}_{\varepsilon}+K_{\varepsilon}+\phi\right) \circ f_{\tilde{\varepsilon}}
$$

and $\tilde{K}_{\varepsilon}=\mathcal{L}_{\tilde{\varepsilon}}\left(R_{\tilde{\varepsilon}}\right)$. Thanks to Lemma 2.5 we can apply the fixed point argument as in Del Pino et al. [4], and Rey and Wei [12]. Noting that

$$
\| R_{i, \tilde{\varepsilon} \|_{\star \star}, \sigma} \leq C \tilde{\varepsilon} \quad \text { and } \quad\left\|D_{\Lambda} R_{i, \tilde{\varepsilon}}\right\|_{\star \star, \sigma} \leq C \tilde{\varepsilon}
$$

for all $i=1,2$, we obtain that there exist $\tilde{\varepsilon}_{0}>0$ and $C>0$ such that for any $\tilde{\varepsilon} \in\left(0, \tilde{\varepsilon}_{0}\right)$, (2.32) has a unique $G_{k}$-invariant solution $\tilde{\phi}=\tilde{\phi}_{\tilde{\varepsilon}}$ with $\left\|\tilde{\phi}_{\tilde{\varepsilon}}\right\|_{\star, \sigma} \leq C \tilde{\varepsilon}$ and $\left\|D_{\Lambda} \tilde{\phi}_{\tilde{\varepsilon}}\right\|_{\star, \sigma} \leq C \tilde{\varepsilon}$. Now we let

$$
\begin{equation*}
\hat{\mathcal{U}}_{\varepsilon}=\tilde{\mathcal{W}}_{\varepsilon}+\mathcal{L}_{\tilde{\varepsilon}}\left(R_{\tilde{\varepsilon}}\right)+\tilde{\phi}_{\tilde{\varepsilon}} \tag{2.33}
\end{equation*}
$$

There holds that $\left\|\mathcal{L}_{\tilde{\varepsilon}}\left(R_{\tilde{\varepsilon}}\right)\right\|_{\star, \sigma} \leq C \tilde{\varepsilon}$. Thus $\hat{\mathcal{U}}_{\varepsilon}>0$. We define $\rho: \mathbb{R}^{+} \rightarrow \mathbb{R}$ by

$$
\begin{align*}
\rho(\Lambda)= & \frac{1}{2} \int_{\frac{1}{\varepsilon} S^{3}}\left|\nabla \hat{\mathcal{U}}_{\varepsilon}\right|^{2} d v_{g_{\tilde{\varepsilon}}}+\frac{\left(m_{0}^{2}-\omega^{2}\right) \tilde{\varepsilon}^{2}}{2} \int_{\frac{1}{\varepsilon} S^{3}} \hat{\mathcal{U}}_{\varepsilon}^{2} d v_{g_{\tilde{\varepsilon}}}  \tag{2.34}\\
& +\frac{q \omega^{2} \tilde{\varepsilon}^{2}}{2} \int_{\frac{1}{\varepsilon} S^{3}} \overline{\Phi\left(\mathcal{U}_{\varepsilon}\right)} \hat{\mathcal{U}}_{\varepsilon}^{2} d v_{g_{\tilde{\varepsilon}}}-\frac{1}{6} \int_{\frac{1}{\varepsilon} S^{3}} \hat{\mathcal{U}}_{\varepsilon}^{6} d v_{g_{\tilde{\varepsilon}}},
\end{align*}
$$

where $\mathcal{U}_{\varepsilon}$ is such that $\tilde{\mathcal{U}}_{\varepsilon}=\hat{\mathcal{U}}_{\varepsilon}$, namely such that $\hat{\mathcal{U}}_{\varepsilon}$ is obtained from $\mathcal{U}_{\varepsilon}$ by the $\sim$-procedure. In other words, $\mathcal{U}_{\varepsilon}=\mathcal{W}_{\varepsilon}+K_{\varepsilon}+\phi_{\tilde{\varepsilon}}$. The following holds true.

Lemma 2.6. The function $\mathcal{U}_{\varepsilon}>0$ is a solution of

$$
\begin{equation*}
\Delta_{g} U+\left(m_{0}^{2}-\omega^{2}\right) U+q \Psi(U) U=U^{5} \tag{2.35}
\end{equation*}
$$

in $S^{3}$ if and only if $\Lambda$ is a critical point of $\rho$.
Proof of Lemma 2.6. We define $I_{\tilde{\varepsilon}}$ by

$$
\begin{aligned}
I_{\tilde{\varepsilon}}(\tilde{U})= & \frac{1}{2} \int_{\frac{1}{\varepsilon} S^{3}}\left(|\nabla \tilde{U}|^{2}+\left(m_{0}^{2}-\omega^{2}\right) \tilde{\varepsilon}^{2} \tilde{U}^{2}\right) d v_{g_{\tilde{\varepsilon}}}+\frac{q \omega^{2} \tilde{\varepsilon}^{2}}{4} \int_{\frac{1}{\varepsilon} S^{3}} \overline{\Phi(U)} \tilde{U}^{2} d v_{g_{\tilde{\varepsilon}}} \\
& -\frac{1}{6} \int_{\frac{1}{\varepsilon} S^{3}}\left(\tilde{U}^{+}\right)^{6} d v_{g_{\tilde{\varepsilon}}}
\end{aligned}
$$

Then $I_{\tilde{\varepsilon}}(\tilde{U})=I(U)$, where $I$ is as in (2.3), and there holds that $\mathcal{U}_{\varepsilon}$ is a solution of (2.35) if and only if $\hat{\mathcal{U}}_{\varepsilon}$ is a solution of

$$
\Delta_{g_{\bar{\varepsilon}}} \tilde{\mathcal{U}}+\tilde{\varepsilon}^{2}\left(m_{0}^{2}-\omega^{2}\right) \tilde{\mathcal{U}}+q \tilde{\varepsilon}^{2} \overline{\Psi(\mathcal{U})} \tilde{\mathcal{U}}=\tilde{\mathcal{U}}^{5}
$$

This is in turn equivalent to $c_{0}=0$, where $c_{0}$ is as in (2.32), which is again equivalent to $I_{\tilde{\varepsilon}}^{\prime}\left(\hat{\mathcal{U}}_{\varepsilon}\right) \cdot(\tilde{Y})=0$ since $I_{\tilde{\varepsilon}}^{\prime}\left(\hat{\mathcal{U}}_{\varepsilon}\right) \cdot(\tilde{Y})=c_{0}\langle\tilde{Y}, \tilde{Z}\rangle$ and $\langle\tilde{Y}, \tilde{Z}\rangle=\gamma_{0}+o(1)$, where $\gamma_{0}>0$. Independently, there holds that $\rho^{\prime}(\Lambda)=0$, if and only if,

$$
I_{\tilde{\varepsilon}}^{\prime}\left(\hat{\mathcal{U}}_{\varepsilon}\right) \cdot\left(\tilde{Y}+\frac{\partial \Psi_{\varepsilon}}{\partial \Lambda}\right)=0
$$

where $\Psi_{\varepsilon}=\tilde{K}_{\varepsilon}+\tilde{\phi}_{\tilde{\varepsilon}}$, while if we let $y_{0}=\frac{\partial \Psi_{\varepsilon}}{\partial \Lambda}$, then $\left\|y_{0}\right\|_{\star, \sigma} \leq C \varepsilon$. We write that $y_{0}=y_{0}^{\prime}+a \tilde{Y}$, where $\left(y_{0}^{\prime}, \tilde{Y}\right)_{\tilde{\varepsilon}}=0$ and $(\cdot, \cdot)_{\tilde{\varepsilon}}$ is the scalar product associated to $\Delta_{g_{\tilde{\varepsilon}}}+\tilde{\varepsilon}^{2}\left(m_{0}^{2}-\omega^{2}\right)$. Then $\rho^{\prime}(\Lambda)=0$ if and only if $(1+a) I_{\tilde{\varepsilon}}^{\prime}\left(\hat{\mathcal{U}}_{\varepsilon}\right) \cdot(\tilde{Y})=0$ since $\left\langle y_{0}^{\prime}, \tilde{Z}\right\rangle=$ $\left(y_{0}^{\prime}, \tilde{Y}\right)_{\tilde{\varepsilon}}$. There holds that $\left(y_{0}, \tilde{Y}\right)_{\tilde{\varepsilon}}=o(1)$ and this implies that $a=o(1)$. Hence $\rho^{\prime}(\Lambda)=0$ if and only if $I_{\tilde{\varepsilon}}^{\prime}\left(\hat{\mathcal{U}}_{\varepsilon}\right) \cdot(\tilde{Y})=0$, and thus, if and only if, $\mathcal{U}_{\varepsilon}$ solves (2.35). This ends the proof of the lemma.

Now we are in position to prove our theorem.

Proof of the theorem. We compute $\rho(\Lambda)=I\left(\mathcal{W}_{\varepsilon}\right)+o\left(\varepsilon^{2}\right)$. Assume now that $\Theta_{k}>0$, where $\Theta_{k}$ is as in (2.21). Then, by Lemma 2.4,

$$
\rho(\Lambda)=A_{0, k}+A_{1, k} \tilde{\varepsilon}^{2} \Lambda+\Theta_{k} \tilde{\varepsilon}^{2} \Lambda^{2}+o\left(\tilde{\varepsilon}^{2}\right) \Lambda^{2}
$$

and since $A_{1, k}<0$ and $\Theta_{k}>0, \rho$ has an absolute minimum $\Lambda_{\theta}$ in $\left(\frac{1}{C}, C\right)$ for $C \gg 1$ when $\theta \in\left(\theta_{k}-\delta, \theta_{k}\right)$ and $0<\delta \ll 1$. Let $\omega_{k} \in\left(-m_{0}, m_{0}\right)$ be given by $\theta_{k}^{2}=m_{0}^{2}-\omega_{k}^{2}$. Pick any sequence $\left(\omega_{\alpha}\right)_{\alpha}$ of phases such that $\omega_{\alpha} \rightarrow \omega_{k}$ as $\alpha \rightarrow+\infty$ and $\theta_{\alpha} \leq \theta_{k}$ for all $\alpha$, where $\theta_{\alpha}>0$ is given by $\theta_{\alpha}^{2}=m_{0}^{2}-\omega_{\alpha}^{2}$. By Lemma 2.6 we then obtain that there is an associated sequence $\left(\mathcal{U}_{\alpha}, \Phi\left(\mathcal{U}_{\alpha}\right)\right)$ of solutions of (0.2) with $\omega=\omega_{\alpha}$, where $\mathcal{U}_{\alpha}=\mathcal{U}_{\varepsilon_{\alpha}}$ and $\varepsilon_{\alpha}=\Lambda_{\omega_{\alpha}} \eta_{k}\left(\theta_{\alpha}\right)$, such that $\left(\mathcal{U}_{\alpha}\right)_{\alpha}$ is a $k$-spikes type solution of the first equation in (0.2). In particular, $\left\|\mathcal{U}_{\alpha}\right\|_{L^{\infty}} \rightarrow+\infty$ as $\alpha \rightarrow+\infty$. Similarly, if we assume that $\Theta_{k}<0$, then by Lemma 2.4,

$$
\rho(\Lambda)=A_{0, k}-A_{1, k} \tilde{\varepsilon}^{2} \Lambda+\Theta_{k} \tilde{\varepsilon}^{2} \Lambda^{2}+o\left(\tilde{\varepsilon}^{2}\right) \Lambda^{2}
$$

and $\rho$ has an absolute maximum in $\left(\frac{1}{C}, C\right)$ for $C \gg 1$ when $\theta \in\left(\theta_{k}, \theta_{k}+\delta\right)$ and $0<\delta \ll 1$. Here again let $\omega_{k} \in\left(-m_{0}, m_{0}\right)$ be given by $\theta_{k}^{2}=m_{0}^{2}-\omega_{k}^{2}$. Pick any sequence $\left(\omega_{\alpha}\right)_{\alpha}$ of phases such that $\omega_{\alpha} \rightarrow \omega_{k}$ as $\alpha \rightarrow+\infty$ and $\theta_{\alpha} \geq \theta_{k}$ for all $\alpha$, where $\theta_{\alpha}>0$ is given by $\theta_{\alpha}^{2}=m_{0}^{2}-\omega_{\alpha}^{2}$. By Lemma 2.6 we then obtain that there is an associated sequence $\left(\mathcal{U}_{\alpha}, \Phi\left(\mathcal{U}_{\alpha}\right)\right)$ of solutions of $(0.2)$ with $\omega=\omega_{\alpha}$, where $\mathcal{U}_{\alpha}=\mathcal{U}_{\varepsilon_{\alpha}}$ and $\varepsilon_{\alpha}=-\Lambda_{\omega_{\alpha}} \eta_{k}\left(\omega_{\alpha}\right)$, such that $\left(\mathcal{U}_{\alpha}\right)_{\alpha}$ is a $k$-spikes type solution of the first equation in (0.2). In particular, $\left\|\mathcal{U}_{\alpha}\right\|_{L^{\infty}} \rightarrow+\infty$ as $\alpha \rightarrow+\infty$. Let $A_{2, k}(\omega)=\omega^{2} B_{2, k}(\theta)$. Then

$$
B_{2, k}(\theta)=\frac{1}{2} \int_{S^{3}}\left(\left|\nabla \Phi_{k, \theta}\right|^{2}+m_{1}^{2} \Phi_{k, \theta}^{2}\right) d v_{g}
$$

where $\Phi_{k, \theta}$ is as in Lemma 2.3, and there holds that

$$
\Theta_{k}=B_{2, k}\left(\theta_{k}\right)\left(q^{2} \omega_{k}^{2}-\frac{\left|A_{3, k}\left(\theta_{k}\right)\right|}{B_{2, k}\left(\theta_{k}\right)}\right)
$$

Letting $c_{k}\left(m_{1}\right)=\left|A_{3, k}\left(\theta_{k}\right)\right| B_{2, k}\left(\theta_{k}\right)^{-1}$, we obtain that $c_{k}\left(m_{1}\right)$ depends only on $k$ and $m_{1}$, that $c_{1}\left(m_{1}\right)=0$, that $c_{k}\left(m_{1}\right)>0$ for $k \geq 2$, and that $c_{k}\left(m_{1}\right) \rightarrow+\infty$ as $k \rightarrow+\infty$. Obviously, $\Theta_{k} \neq 0$ when $q^{2} \omega_{k}^{2} \neq c_{k}\left(m_{1}\right)$. This ends the proof of the theorem.

## Acknowledgments

The first author was partially supported by the ANR grant ANR-08-BLAN-0335-01. The research of the second author is partially supported by a GRF grant "On Elliptic Equations with Negative Exponents" from RGC of HK and a joint HK-France research grant.

## References

[1] A. Bahri, Critical points at infinity in some variational problems, Pitman Research Notes in Mathematics Series, 182. Longman Scientific and Technical, Harlow; copublished in the United States with John Wiley \& Sons, Inc., New York, 1989.
[2] V. Benci and D. Fortunato, Solitary waves of the nonlinear Klein-Gordon field equation coupled with the Maxwell equations, Rev. Math. Phys. 14 (2002), 409-420.
[3] -, Spinning Q-balls for the Klein-Gordon-Maxwell equations, Commun. Math. Phys., 295 (2010), 639-668.
[4] M. Del Pino, P. Felmer and M. Musso, Two-bubble solutions in the super-critical Bahri-Coron's problem, Calc. Var. Partial Differential Equ. 16 (2003), 113-145.
[5] O. Druet and E. Hebey, Existence and a priori bounds for electrostatic Klein-Gordon-Maxwell systems in fully inhomogeneous spaces, Commun. Contemp. Math. 12 (2010), 831-869.
[6] A.S. Goldhaber and M.M. Nieto, Terrestrial and extraterrestrial limits on the photon mass, Rev. Mod. Phys. 43 (1971), 277-296.
[7] ——, Photon and graviton mass limits, Rev. Mod. Phys. 82 (2010), 939-979.
[8] E. Hebey and T.T. Truong, Static Klein-Gordon-Maxwell-Proca systems in 4-dimensional closed manifolds, J. Reine Angew. Math. 667 (2012), 221-248.
[9] E. Hebey, and J. Wei, Schrödinger-Poisson systems in the 3-sphere, Calc. Var. Partial Differ. Equ., to appear.
[10] J. Luo, G.T. Gillies and L.C. Tu, The mass of the photon, Rep. Prog. Phys. 68 (2005), 77-130.
[11] W. Pauli, Relativistic field theories of elementary particles, Rev. Mod. Phys. 13 (1941), 203-232.
[12] O. Rey and J. Wei, Blowing up solutions for an elliptic Neumann problem with sub- or supercritical nonlinearity. I. $N=3$, J. Funct. Anal. 212 (2004), 472-499.
[13] H. Ruegg and M. Ruiz-Altaba, The Stueckelberg field, Int. J. Mod. Phys. A 19 (2004), 32653348.
[14] R.M. Schoen and S.T. Yau, On the proof of the positive mass conjecture in general relativity, Commun. Math. Phys. 65 (1979), 45-76.
[15] E. Schrödinger, The Earth's and the Sun's permanent magnetic fields in the unitary field theory, Proc. R. Irish Acad. A 49 (1943), 135-148.
[16] M. Struwe, A global compactness result for elliptic boundary problems involving limiting nonlinearities, Math. Z. 187 (1984), 511-517.
[17] J. Wei, Existence and stability of spikes for the Gierer-Meinhardt system, Handbook of differential equations: stationary partial differential equations, Vol. V, 487585, Handb. Differential Equ., Elsevier/North-Holland, Amsterdam, 2008.

Université de Cergy-Pontoise, Département de Mathématiques, Site de Saint-Martin, 2 avenue Adolphe Chauvin, 95302 Cergy-Pontoise cedex, France

E-mail address: Emmanuel.Hebey@math.u-cergy.fr
Department of Mathematics, The Chinese University of Hong Kong, Shatin, Hong Kong
E-mail address: wei@math.cuhk.edu.hk

