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#### Abstract

We construct new class of entire solutions of the Allen-Cahn equation $\Delta u+\left(1-u^{2}\right) u=0$, in $\mathbb{R}^{2}(\sim \mathbb{C})$. Given $k \geq 1$, we find a family of solutions whose zero level sets are, away from a compact set, asymptotic to $2 k$ straight lines (which we call the "ends"). These solutions have the property that there exists $\theta_{0}<\theta_{1}<\ldots<\theta_{2 k}=\theta_{0}+2 \pi$ such that $\lim _{r \rightarrow+\infty} u\left(r e^{i \theta}\right)=(-1)^{j}$ uniformly in $\theta$ on compacts of $\left(\theta_{j}, \theta_{j+1}\right)$, for $j=0, \ldots 2 k-1$, they complement the solutions with dihedral symmetry which have been obtained in [14].


## 1. Introduction and statement of main results

This paper deals with the construction of a new class of entire solutions for the semilinear elliptic equation in $\mathbb{R}^{N}$,

$$
\begin{equation*}
\Delta u+\left(1-u^{2}\right) u=0 \quad \text { in } \quad \mathbb{R}^{N} \tag{1.1}
\end{equation*}
$$

known as the Allen-Cahn equation. This problem has its origin in the gradient theory of phase transitions [1], a model in which two distinct phases (represented by the values $u= \pm 1$ ) try to coexist in a domain $\Omega$ while minimizing their interaction which is proportional to the $(N-1)$ - dimensional volume of the interface. Idealizing the phase as a regular function which takes values close to $\pm 1$ in most of the domain, except for a narrow transition layer of width $\varepsilon$, one defines the Allen-Cahn energy,

$$
J_{\varepsilon}(u)=\frac{\varepsilon}{2} \int_{\Omega}|\nabla u|^{2} d x+\frac{1}{4 \varepsilon} \int_{\Omega}\left(1-u^{2}\right)^{2} d x
$$

whose critical points satisfy the Euler-Lagrange equation

$$
\begin{equation*}
\varepsilon^{2} \Delta u+\left(1-u^{2}\right) u=0 \quad \text { in } \quad \Omega \tag{1.2}
\end{equation*}
$$

Replacing $u(x)$ by $u(\varepsilon x)$ we obtain the equation

$$
\begin{equation*}
\Delta u+\left(1-u^{2}\right) u=0 \quad \text { in } \quad \varepsilon^{-1} \Omega \tag{1.3}
\end{equation*}
$$

Therefore, equation (1.1) appears as the limit problem in the blow up analysis of (1.2) as $\varepsilon$ tends to 0 . The relation between interfaces of least volume and critical points of $J_{\varepsilon}$ was first established by Modica in [23]. Let us briefly recall the main results in this direction : If $u_{\varepsilon}$ is a family of local minimizers of $J_{\varepsilon}$ for which

$$
\begin{equation*}
\sup _{\varepsilon>0} J_{\varepsilon}\left(u_{\varepsilon}\right)<+\infty \tag{1.4}
\end{equation*}
$$

[^0]then, up to a subsequence, $u_{\varepsilon}$ converges in $L^{1}$ to $\chi_{\Lambda}-\chi_{\Lambda^{c}}$, where $\partial \Lambda$ has minimal perimeter. Here $\chi_{\Lambda}$ (resp. $\chi_{\Lambda^{c}}$ ) is the characteristic function of the set $\Lambda$ (resp. $\left.\Lambda^{c}=\Omega-\Lambda\right)$. Moreover, $J_{\varepsilon}\left(u_{\varepsilon}\right) \rightarrow c \mathcal{H}^{N-1}(\partial \Lambda)$ where $c$ is a universal constant.

For critical points $u_{\varepsilon}$ of $J_{\varepsilon}$ which satisfy (1.4), a related assertion is proven in [17]. In this case, the convergence of the interface holds with certain integer multiplicity to take into account the possibility of multiple transition layers converging to the same minimal hypersurface.

These results enlighten a strong link between solutions to equation (1.1) and the theory of minimal hypersurfaces, which has been widely explored in the literature. For example, solutions concentrating along non-degenerate, minimal hypersurfaces of a compact manifold were found in [25] (see also [19]). As far as multiple transition layers are concerned, given a minimal hypersurface $\Gamma$ (subject to some additional property on the sign of the potential of the Jacobi operator about $\Gamma$, which holds on manifolds with positive Ricci curvature) and given an integer $k \geq 1$, solutions of (1.2) with multiple transitions near $\Gamma$ were built in [27] (see [11] for the 2dimensional case, and [9] for the euclidean case), in such a way that $J_{\varepsilon}\left(u_{\varepsilon}\right) \rightarrow$ $k c \mathcal{H}^{N-1}(\Gamma)$.

As already mentioned, entire solutions of (1.1) arise as limits of blown up solutions of (1.2). Conversely, given a solution $u$ of (1.1), the scalings $u_{\varepsilon}(x)=u(x / \varepsilon)$, satisfy equation (1.2) on any domain $\Omega$ and condition (1.4) is equivalent to the existence of a constant $C>0$ such that

$$
\begin{equation*}
I_{R}(u):=\frac{1}{2} \int_{B_{R}(0)}|\nabla u|^{2} d x+\frac{1}{4} \int_{B_{R}(0)}\left(1-u^{2}\right)^{2} d x \leq C R^{N-1} \quad \text { for all } R>0 \tag{1.5}
\end{equation*}
$$

Entire solutions with this type of energy growth are thus of special importance in further understanding the links between the Allen-Cahn equation and theory of minimal hypersurfaces.

This paper deals with the construction of a new, rather unexpected class of entire solutions of equation (1.1) satisfying the energy growth condition (1.5). Recall that a basic solution satisfying (1.5) is the following : Let $H$ denote the unique solution to the problem

$$
\begin{equation*}
H^{\prime \prime}+\left(1-H^{2}\right) H=0, \quad \text { with } \quad H( \pm \infty)= \pm 1 \quad \text { and } \quad H(0)=0 \tag{1.6}
\end{equation*}
$$

Then, for all $b \in \mathbb{R}^{N}$ with $|b|=1$ and for all $a \in \mathbb{R}$, the function $u(x)=H(b \cdot x+a)$ solves (1.1) and satisfies condition (1.5). A celebrated conjecture due to De Giorgi states that these solutions are the only ones that are bounded and monotone in one direction for dimension $N \leq 8$. Let us recall that monotonicity is related to the fact that solutions $u$ are local minimizers.

In dimensions $N=2,3$ De Giorgi's conjecture has been proven in [13, 3] and (under some extra assumption) in the remaining dimensions in [26]. Establishing that condition (1.5) holds is a key element in the proof of De Giorgi's conjecture in dimensions $N=2,3$. When $N=2$, the monotonicity assumption can even be replaced by a weaker stability assumption [15]. Finally, counterexamples in dimension $N \geq 9$ have recently been built in [10], using the existence of non trivial minimal graphs in higher dimensions.

In light of these results, it is natural to study the set of entire solutions to (1.1) satisfying (1.5). The functions $u(x)=H(b \cdot x+a)$ are obvious solutions.

In dimension $N=2$, nontrivial examples (whose nodal set is the union of two perpendicular lines) were built in [5] using the following strategy : A positive solution to (1.1) in the quadrant $\left\{x=\left(x_{1}, x_{2}\right): x_{1}, x_{2}>0\right\}$ with zero boundary conditions is built by constructing appropriate super and subsolutions. This solution is then extended by odd reflections to yield a solution $u_{2}$ to (1.1) in entire $\mathbb{R}^{2}$. Function $u_{2}$ is a solution of (1.1), whose 0 -level set is the union of the two axis, satisfies property (1.5). It can easily be generalized to obtain solutions with dihedral symmetry by considering the corresponding solution within the sector $\{x=(r \cos \theta, r \sin \theta): r>0, \theta \in(0, \pi / k)\}$, see [14], and extending it by $k$ consecutive reflections to yield a solution $u_{k}$. The zero level set of $u_{k}$ is constituted outside any ball by $2 k$ infinite half lines with dihedral symmetry. To our knowledge, no other nontrivial examples of solutions satisfying (1.5) are known in dimension $N=2$ (up to the action of rigid motions).

We will assume from now on that the dimension is equal to $N=2$.
Definition 1. We will say that $u$, solution of (1.1), has $2 k$-ends if, away from a compact, its nodal set is given by $2 k$ connected curves which are asymptotic to $2 k$ infinite half lines $b_{j} \cdot x+a_{j}=0, j=1, \ldots, 2 k$ (for some choice of $b_{j} \in \mathbb{R}^{2},\left|b_{j}\right|=1$ and $a_{j} \in \mathbb{R}$ ) and if, along these curves, the solution is asymptotic to $\eta_{j} H\left(b_{j} \cdot x+a_{j}\right)$, with $\eta_{j}= \pm 1$.

Given any $k \geq 1$, we prove in this paper that the space of $2 k$-ended solutions of (1.1) is not empty and in fact contains a smooth finite dimensional family of non congruent solutions. In a forthcoming paper [6] we show that the solutions we construct in the present paper belong to some smooth $2 k$-parameter family of $2 k$-ended solutions of (1.1).

Given $\alpha>0$ small enough, our main result states the existence of a a function $u_{\alpha}$, solution of (1.1) in $\mathbb{R}^{2}$, which can be described as follows :

$$
u_{\alpha}(x)=\sum_{j=1}^{k}(-1)^{j+1} H\left(x_{1}-f_{\alpha j}\left(x_{2}\right)\right)+\sigma_{k}+o(1)
$$

with $x=\left(x_{1}, x_{2}\right)$ and

$$
\sigma_{k}=-\frac{1}{2}\left((-1)^{k}+1\right)
$$

where $H$ is the solution of (1.6). The functions $f_{\alpha j}(z)$ are even and satisfy

$$
f_{\alpha j}(z)=\alpha a_{j}|z|+b_{j \alpha}+O\left(e^{-a \alpha|z|}\right)
$$

as $|z| \rightarrow+\infty$. Here $a_{1}<a_{2}<\cdots<a_{k}$ do not depend on $\alpha$ while $b_{j \alpha}$ are constants depending on both $j$ and $\alpha$, and finally $a>0$.

To state our result in precise way, we need to introduce the Toda system

$$
\begin{equation*}
c f_{j}^{\prime \prime}-\left(e^{-\sqrt{2}\left(f_{j}-f_{j-1}\right)}-e^{-\sqrt{2}\left(f_{j+1}-f_{j}\right)}\right)=0 \tag{1.7}
\end{equation*}
$$

for $j=1, \ldots, k$, where the constant $c>0$ is given by

$$
c=\frac{\int_{\mathbb{R}}\left(H^{\prime}\right)^{2} d z}{3 \int_{\mathbb{R}}\left(1-H^{2}\right) H^{\prime} e^{-\sqrt{2} z} d z}
$$

Here ' denotes the derivative with respect to the variable $z$ and the solutions are supposed to be defined on $\mathbb{R}$. We agree that $f_{0} \equiv-\infty$ while $f_{k+1} \equiv+\infty$.

Given the symmetries of the system it is natural to look for solutions of (1.7) which are even, namely

$$
\begin{equation*}
f_{j}(z)=f_{j}(-z) \quad \text { for all } z \in \mathbb{R} \tag{1.8}
\end{equation*}
$$

As will be discussed later, given initial conditions

$$
\begin{equation*}
f_{j}(0)=x_{0 j}, \quad \text { and } \quad f_{j}^{\prime}(0)=0 \tag{1.9}
\end{equation*}
$$

for $j=1, \ldots k$, with

$$
\begin{equation*}
x_{0 j}<x_{0 j+1}, \tag{1.10}
\end{equation*}
$$

the system (1.7) has a unique solution $\mathbf{f}=\left(f_{1}, \ldots, f_{k}\right)$ which is defined for all $z \in \mathbb{R}$ and which satisfies (1.8). Moreover, thanks to (1.10), we have

$$
\begin{equation*}
f_{j}(z)<f_{j+1}(z), \quad \forall z \in \mathbb{R} \tag{1.11}
\end{equation*}
$$

Finally, for all $j=1, \ldots, k$,

$$
\begin{equation*}
f_{j}(z)=a_{j}|z|+b_{j}+O\left(e^{-\theta_{j}|z|}\right) \tag{1.12}
\end{equation*}
$$

as $|z|$ tends to $+\infty$, for some $a_{j}>0, b_{j} \in \mathbb{R}$ and $\theta_{j}>0$. We will show also that there exists $\vartheta>0$ depending only on the initial conditions such that

$$
a_{j+1}-a_{j}>\vartheta, \quad \text { and } \quad \theta_{j}>\vartheta
$$

Let us observe that, for each $\alpha>0$, the vector function $\mathbf{f}_{\alpha}$, whose components are defined by

$$
\begin{equation*}
f_{\alpha j}(z)=f_{j}(\alpha z)-\frac{1}{\sqrt{2}}\left(j-\frac{k+1}{2}\right) \log \alpha \tag{1.13}
\end{equation*}
$$

corresponds to a solution of (1.7) which satisfies (1.8), (1.11) and

$$
\begin{equation*}
f_{\alpha j}^{\prime}(+\infty)=a_{j} \alpha \tag{1.14}
\end{equation*}
$$

for all $j=1, \ldots, k$.
Granted the above we have the :
Theorem 1.1. For all $\alpha>0$ sufficiently small, there exists $u_{\alpha}$ a solution of equation (1.1) satisfying

$$
u_{\alpha}\left(x_{1}, x_{2}\right)=u_{\alpha}\left(x_{1},-x_{2}\right) \quad \text { for all } \quad\left(x_{1}, x_{2}\right) \in \mathbb{R}^{2}
$$

and which has the form

$$
u_{\alpha}\left(x_{1}, x_{2}\right)=\sum_{j=1}^{k}(-1)^{j+1} H\left(x_{1}-f_{\alpha j}\left(x_{2}\right)\right)+\sigma_{k}+o(1), \quad \sigma_{k}=-\frac{1}{2}\left(1+(-1)^{k}\right)
$$

Here $o(1) \rightarrow 0$ as $\alpha \rightarrow 0$ uniformly as $|x|$ tends to $+\infty$.
In other words, to each symmetric solution of the Toda system, we have found a one parameter family of $2 k$-ended solutions of (1.1) which depend on a small parameter $\alpha>0$. The ends of the solutions we construct have slopes of order $\alpha$, and, as $\alpha$ tends to 0 , they converge on compacts to the straight line $x_{1}=0$.

Our result raises some interesting questions :
(i) - The classification of entire solutions of (1.1) with growth condition (1.5) remains an important and unexplored problem. In dimension $N=2$, we believe that these solutions are precisely the solutions with finitely many ends. In addition, there is strong evidence that these solutions correspond to the solutions of (1.1) with finite Morse index (presumably, in dimension $N=2$, their Morse index is equal to $k-1$ if the solution has $2 k$ ends).
(ii) - Still in dimension $N=2$, the understanding of the moduli space of all $2 k$-ended solutions is far from complete : the result in Theorem 1.1 (see also [5]) implies that this space is non empty and contained smooth families of solutions. Moreover, the result of [6] shows that this moduli space has formal dimension equal to $2 k$ (the formal dimension is the dimension of the moduli space close to any non degenerate solution). Let us also mention that some balancing conditions on the directions of the ends is available (see [14]), it states that the sum of the unit vectors of the ends (oriented toward the ends) has to be 0 .
(iii) - It is tempting to conjecture that the solution $u_{k}$ (whose nodal set has dihedral symmetry) and the solutions given in Theorem 1.1 belong to the same connected component of the moduli space of $2 k$-ended solutions.
(iv) - Observe that the solutions we construct still have some symmetry since they are invariant under the reflexion with respect to the $x_{1}$ axis. Nevertheless, using Theorem 1.1 together with the result of [6], it is possible to prove (in dimension $N=2$ ) the existence of solutions of 1.1 which have no symmetry provided the number of ends is larger than or equal to 6 . We believe that all solutions with 2 ends are given (up to the action of rigid motion) by $H$ while solutions with 4 ends are symmetric with respect to reflection through two perpendicular lines.

These questions hint towards a program generalizing De Giorgi's conjecture, on the classification finite Morse index entire solutions of (1.1).

Let us briefly comment on the proof of Theorem 1.1. The method is based on an infinite dimensional form of Lyapunov Schmidt reduction, conceptually related with the method in [8], see also [20, 21]. The proof uses some ideas of the proof of the existence of entire solutions to nonlinear Schrödinger type equations have been recently built in [7] and [22].

## 2. The approximate solution

2.1. Model for the transition layers. In order to define the approximate solution we first need to describe possible locations of its transition layers. Let us recall that there exists a unique solution to the Toda system (1.7) with the initial data (1.9). According to the results in [18], assuming (1.10) such solution satisfies (1.14) and (1.11). Let us consider fixed, smooth functions

$$
\begin{equation*}
f_{j \alpha}(z)=f_{j}(\alpha z)+\sqrt{2}\left(j-\frac{k+1}{2}\right) \log \frac{1}{\alpha}, \quad j=1, \ldots, k \tag{2.1}
\end{equation*}
$$

such that

$$
\begin{align*}
& f_{j}(z)=a_{j} z+b_{j}+\tilde{f}_{j}(z), \quad|z| \gg 1 \\
& \text { where } a_{j}-a_{j-1}>\theta>0, \quad \text { and }\left\|\tilde{f}_{j} e^{\theta|z|}\right\|_{C^{4}(\mathbb{R})}<M \tag{2.2}
\end{align*}
$$

with some fixed constants $\theta>0$ and $M>0$. From now on we will assume that $f_{j}$ 's are solutions to the Toda system (1.7) and that conditions (1.8)-(1.12) hold.

This will guarantee that all our estimates below (with constants independent on $\alpha$ ) are valid if we choose $\alpha$ small while keeping $\theta, M$ fixed. It is convenient to denote $f_{0}=f_{0 \alpha}=-\infty$ and $f_{k+1}=f_{k+1 \alpha}=\infty$.

Let

$$
\gamma_{j \alpha}=\left\{(x, z) \mid x=f_{j \alpha}(z)\right\} \subset \mathbb{R}^{2}
$$

We observe that the signed curvature of $\gamma_{j \alpha}$ is:

$$
\varkappa_{j \alpha}(z)=-\frac{\alpha^{2} f_{j}^{\prime \prime}}{\left(1+\alpha^{2}\left(f_{j}^{\prime}\right)^{2}\right)^{3 / 2}},
$$

and the radius of curvature is

$$
\begin{equation*}
R_{j \alpha}(z)=\frac{1}{\left|\varkappa_{j \alpha}(z)\right|} \geq M \alpha^{-2} e^{\theta \alpha|z|}, \quad|z| \gg 1 \tag{2.3}
\end{equation*}
$$

This means that Fermi coordinates around $\gamma_{j \alpha}$ are well defined in a neighborhood

$$
N_{j \alpha}=\bigcup_{z \in \mathbb{R}}\left\{(x, z) \left\lvert\, \operatorname{dist}\left(\gamma_{j \alpha},(x, z)\right)<\frac{1}{4} R_{j \alpha}(z)\right.\right\}
$$

where $R_{j \alpha}$ satisfies (2.3). We observe that from (2.2) and (2.3) it follows that

$$
\begin{equation*}
\gamma_{n \alpha} \subset N_{j \alpha}, \quad \forall n, j=1, \ldots, k \tag{2.4}
\end{equation*}
$$

To define Fermi coordinates precisely let $n_{j \alpha}(z)$ be the unit normal to $\gamma_{j \alpha}$, where we fix the orientation on $\gamma_{j \alpha}$ in such a way that $n_{j \alpha} \cdot(1,0) \geq 0$ (so that $\left(n_{j \alpha}, \tau_{j \alpha}\right)$, where $\tau_{j \alpha}$ is he unit tangent, is positively oriented). We have

$$
\begin{equation*}
n_{j \alpha}(z)=\frac{\left(1,-\alpha f_{j}^{\prime}(\alpha z)\right)}{\sqrt{1+\alpha^{2}\left(f_{j}^{\prime}(\alpha z)\right)^{2}}} \tag{2.5}
\end{equation*}
$$

Then, given $(x, z) \in N_{j \alpha}$, the Fermi coordinates $\left(\mathrm{x}_{j}, \mathbf{z}_{j}\right)$ are defined by:

$$
\begin{equation*}
(x, z)=\left(f_{j \alpha}\left(\mathbf{z}_{j}\right), \mathbf{z}_{j}\right)+\mathbf{x}_{j} n_{j \alpha}\left(\mathbf{z}_{j}\right) \tag{2.6}
\end{equation*}
$$

The Fermi coordinate $\mathbf{x}_{j}$ associated with a fixed curve $\gamma_{j \alpha}$ represents the signed distance to $\gamma_{j \alpha}$. In what follows we will need the following elementary fact:

$$
\begin{equation*}
\mathbf{x}_{n}=\left(1+O\left(\alpha^{2}\right)\right) \mathbf{x}_{j}+\alpha\left(a_{n}-a_{j}\right) \mathbf{z}_{n}-\sqrt{2}(n-j) \log \frac{1}{\alpha}+O(1) \tag{2.7}
\end{equation*}
$$

where $O(\cdot)$ terms are uniform for $\alpha$ small. Notice that (2.7) follows directly from the definition of the Fermi coordinates and formulas (2.1). We will derive an expression of $\Delta$ in the Fermi of every $f_{j \alpha}$. Using (2.6) and denoting $X=(x, z)$ we have:

$$
\begin{aligned}
& X_{\mathbf{x}_{j}}=n_{j \alpha} \\
& X_{z_{j}}=\left(\alpha f_{j}^{\prime}, 1\right)+\mathrm{x}_{j} n_{j \alpha, z_{j}}
\end{aligned}
$$

where $n_{j \alpha}$ is defined in (2.5). From this we get the following expression for the metric

$$
\mathbf{g}_{j}=\left(\begin{array}{cc}
1 & 0 \\
0 & \mathbf{g}_{j, 22}
\end{array}\right), \quad \mathrm{g}_{j, 22}=X_{\mathbf{z}_{j}} \cdot X_{\mathbf{z}_{j}}
$$

where

$$
\begin{aligned}
X_{z_{j}} \cdot X_{z_{j}} & =\left[1+\alpha^{2}\left(f_{j}^{\prime}\right)^{2}\right]\left[1+2 \mathrm{x}_{j} \frac{\varkappa_{j \alpha}}{\sqrt{1+\alpha^{2}\left(f_{j}^{\prime}\right)^{2}}}\right]+\mathrm{x}_{j}^{2} n_{j \alpha, z_{j}} \cdot n_{j \alpha, z_{j}} \\
n_{j \alpha, z_{j}} & =\alpha^{2} \frac{\left(\alpha f_{j}^{\prime} f_{j}^{\prime \prime}, f_{j}^{\prime \prime}\right)}{\left(1+\alpha^{2}\left(f_{j}^{\prime}\right)^{2}\right)^{3 / 2}}
\end{aligned}
$$

For future references we observe that

$$
\mathbf{g}_{j, 22}=1+O\left(\alpha^{2}\right)+O\left(\alpha^{2}\left|\mathbf{x}_{j}\right| e^{-\theta \alpha\left|z_{j}\right|}\right)+O\left(\alpha^{4}\left|\mathbf{x}_{j}\right|^{2} e^{-2 \theta \alpha\left|z_{j}\right|}\right), \quad \text { in } N_{j \alpha}
$$

Also we notice that $\operatorname{det}\left(\mathrm{g}_{j}\right)=\mathrm{g}_{j, 22}$ and $g_{j}^{22}=\frac{1}{\operatorname{det} \mathrm{~g}_{j}}$. Then we have in $N_{j \alpha}$ :

$$
\begin{align*}
\Delta_{x, z} & =\frac{1}{\sqrt{\operatorname{det}\left(\mathrm{~g}_{j}\right)}} \partial_{\mathrm{x}_{j}}\left(\sqrt{\operatorname{det}\left(\mathrm{~g}_{j}\right)} \partial_{\mathrm{x}_{j}}\right)+\frac{1}{\sqrt{\operatorname{det}\left(\mathrm{~g}_{j}\right)}} \partial_{\mathbf{z}_{j}}\left(\sqrt{\operatorname{det}\left(\mathrm{~g}_{j}\right)} g_{j}^{22} \partial_{\mathbf{z}_{j}}\right)  \tag{2.8}\\
& =\Delta_{\mathrm{x}_{j}, \mathbf{z}_{j}}-\alpha^{2} f_{j}^{\prime \prime} \partial_{\mathbf{x}_{j}}+\alpha^{2} B_{1 j}\left(\mathrm{x}_{j}, \mathbf{z}_{j}\right)+\alpha^{3} B_{2 j}\left(\mathrm{x}_{j}, \mathbf{z}_{j}\right)
\end{align*}
$$

where $B_{j m}, m=1,2$ are second order differential operators:

$$
\begin{align*}
B_{1 j}\left(\mathbf{x}_{j}, \mathbf{z}_{j}\right)= & -\frac{1}{2}\left[\left(f_{j}^{\prime}\right)^{2}-2 \mathbf{x}_{j} f_{j}^{\prime \prime}+\alpha^{2} \mathbf{x}_{j}^{2}\left(f_{j}^{\prime \prime}\right)^{2}\right] \partial_{\mathbf{z}_{j} \mathbf{z}_{j}} \\
B_{2 j}\left(\mathrm{x}_{j}, \mathbf{z}_{j}\right)= & O\left(e^{-\theta \alpha|z|}\right) \partial_{\mathbf{x}_{j}}+e^{-\theta \alpha|z|} O\left(1+\alpha\left|\mathrm{x}_{j}\right|\right) \partial_{\mathbf{z}_{j}}  \tag{2.9}\\
& +O\left(1+\left|\mathbf{x}_{j}\right| e^{-\theta \alpha|z|}\right) \partial_{\mathbf{z}_{j} \mathbf{z}_{j}}
\end{align*}
$$

2.2. The ansatz. In the sequel we will often make use of the following formulas for the heteroclinic $H$ :

$$
\begin{align*}
H(x)-1 & =-A_{0} e^{-\sqrt{2}|x|}+O\left(e^{-2 \sqrt{2}|x|}\right), \quad x>1 \\
H(x)+1 & =A_{0} e^{-\sqrt{2}|x|}+O\left(e^{-2 \sqrt{2}|x|}\right), \quad x<-1  \tag{2.10}\\
H^{\prime}(x) & =\sqrt{2} A_{0} e^{-\sqrt{2}|x|}+O\left(e^{-2 \sqrt{2}|x|}\right), \quad|x|>1
\end{align*}
$$

Let $h_{j}(z), j=1, \ldots, k$ be given even functions of $z$ such that

$$
\begin{equation*}
\left\|h_{j}^{\prime} e^{\theta|z|}\right\|_{C^{1}(\mathbb{R})}+\left\|h_{j}\right\|_{\infty} \leq \bar{\delta} \tag{2.11}
\end{equation*}
$$

where $\bar{\delta}$ is a small constant such that

$$
0<\bar{\delta}<\frac{\alpha^{2}}{4} \min R_{j \alpha}(z), \quad j=1, \ldots, k
$$

As we will see later on in reality we have $\bar{\delta}=o(1)$, as $\alpha \rightarrow 0$. We will set $h_{j \alpha}(z)=$ $h_{j}(\alpha z)$. Let $\eta(t)$ be a cutoff function such that $\eta(t)=1,|t| \leq 1, \eta(t)=0,|t|>2$. Then given $f_{j \alpha}, j=1, \ldots, k$, with $f_{j}$ satisfying (2.2) we define:

$$
H_{j}(x, z)= \begin{cases}(-1)^{j+1} \eta\left(\frac{4 \mathrm{x}_{j}}{R_{j \alpha}}\right)\left[H\left(\mathrm{x}_{j}-h_{j \alpha}(z)\right)-1\right]+(-1)^{j+1}, & \mathrm{x}_{j}>0  \tag{2.12}\\ (-1)^{j+1} \eta\left(\frac{4 \mathrm{x}_{j}}{R_{j \alpha}}\right)\left[H\left(\mathrm{x}_{j}-h_{j \alpha}(z)\right)+1\right]-(-1)^{j+1}, & \mathrm{x}_{j}<0\end{cases}
$$

Finally we define a multiple-end approximate solution of (1.1) to be

$$
\begin{equation*}
w(x, z)=\sum_{j=1}^{k} H_{j}(x, z)+\sigma_{k}, \quad \sigma_{k}=\frac{1}{2}\left((-1)^{k+1}-1\right) . \tag{2.13}
\end{equation*}
$$

In the sequel we will use weighted norms for functions defined in $\mathbb{R}^{2}$. To define them we let $\sigma>0$ to be a fixed constant. We set:

$$
\begin{equation*}
\|\phi\|_{\sigma, \theta \alpha, *}:=\left\|\left(\sum_{j=1}^{k} e^{-\sigma\left|x-f_{j \alpha}(z)\right|-\theta \alpha|z|}\right)^{-1} \phi\right\|_{\infty} \tag{2.14}
\end{equation*}
$$

Constant $\theta$ is in general the same one as in (2.2). A more precise upper bound on the constant $\sigma$ will be determined later on. Let us observe that in the set where the Fermi coordinate for a fixed $j$ is well defined, say in $N_{j \alpha}$ we have that:

$$
\begin{align*}
x-f_{j \alpha} & =\frac{\mathbf{x}_{j}}{\sqrt{1+\alpha^{2}\left(f_{j}^{\prime}(z)\right)^{2}}} \\
z & =\mathbf{z}_{j}-\frac{\alpha \mathbf{x}_{j} f_{j}^{\prime}(\alpha z)}{\sqrt{1+\alpha^{2}\left(f_{j}^{\prime}(z)\right)^{2}}} \tag{2.15}
\end{align*}
$$

It follows that for the exponential weights in (2.14) we have:

$$
\begin{equation*}
C e^{-\sigma^{\prime}\left|\mathbf{x}_{j}\right|-\theta \alpha\left|\mathbf{z}_{j}\right|} \leq e^{-\sigma\left|x-f_{j \alpha}(z)\right|-\theta \alpha|z|} \leq C e^{-\sigma^{\prime \prime}\left|\mathbf{x}_{j}\right|-\theta \alpha\left|\mathbf{z}_{j}\right|}, \tag{2.16}
\end{equation*}
$$

with $\sigma^{\prime \prime}<\sigma<\sigma^{\prime}$. We get also from (2.15) that in $N_{j \alpha}$ we have

$$
\begin{equation*}
\frac{\partial z}{\partial \mathbf{z}_{j}}=1+O\left(\alpha^{2}\left|\mathbf{x}_{j}\right| e^{-\alpha \theta|z|}\right) \tag{2.17}
\end{equation*}
$$

Our next goal is to compute the size of the error, namely:

$$
S(w) \equiv-\Delta w-w\left(1-w^{2}\right)
$$

in the norm $\|\cdot\|_{\sigma, \theta, *}$. We have:

$$
\Delta_{x, z} w=\sum_{j=1}^{k} \Delta_{x, z} H_{j}
$$

and, for a fixed $j$,

$$
\begin{aligned}
\Delta_{x, z} H_{j}= & (-1)^{j+1} \eta\left(\frac{\mathrm{x}_{j}}{2 R_{j \alpha}}\right) \Delta_{x, z} H\left(\mathrm{x}_{j}-h_{j \alpha}(z)\right) \\
& +(-1)^{j+1} \nabla_{x, z} H\left(\mathrm{x}_{j}-h_{j \alpha}(z)\right) \cdot \nabla_{x, z} \eta\left(\frac{4 \mathrm{x}_{j}}{R_{j \alpha}}\right) \\
& +(-1)^{j+1}\left[H\left(\mathrm{x}_{j}-h_{j \alpha}(z)\right) \pm 1\right] \Delta_{x, z} \eta\left(\frac{4 \mathrm{x}_{j}}{R_{j \alpha}}\right)
\end{aligned}
$$

Using (2.8) we get

$$
\begin{align*}
\Delta_{x, z} H\left(\mathrm{x}_{j}-h_{j \alpha}(z)\right)= & H^{\prime \prime}\left(1+\alpha^{2}\left(h_{j}^{\prime}\right)^{2}\right)-\alpha^{2}\left(h_{j}^{\prime \prime}+f_{j}^{\prime \prime}\right) H^{\prime} \\
& +\alpha^{2} B_{1}\left(\mathrm{x}_{j}, \mathbf{z}_{j}\right)[H]+\alpha^{3} B_{2}\left(\mathrm{x}_{j}, \mathbf{z}_{j}\right)[H] \tag{2.18}
\end{align*}
$$

where $H=H\left(\mathrm{x}_{j}-h_{j \alpha}(z)\right), h_{j \alpha}(z)=h_{j}(\alpha z)$. We have

$$
\begin{align*}
\left|B_{1}\left(\mathrm{x}_{j}, \mathbf{z}_{j}\right)[H]\right| & \leq C \alpha^{2}\left[| ( f _ { j } ^ { \prime } ) ^ { 2 } + | f _ { j } ^ { \prime \prime } | ] \left[\left|\left(h_{j}^{\prime}\right)^{2}+\left|h_{j}^{\prime \prime}\right|\right] e^{-\frac{\sqrt{2}}{2}\left|\mathrm{x}_{j}\right|}\right.\right.  \tag{2.19}\\
& \leq C \alpha^{2} e^{-\theta \alpha\left|\mathbf{z}_{j}\right|} e^{-\frac{\sqrt{2}}{2}\left|\mathbf{x}_{j}\right|}
\end{align*}
$$

with similar estimate for $B_{2}\left(\mathbf{x}_{j}, \mathbf{z}_{j}\right)[H]$. We also observe that

$$
\begin{align*}
& \left|\nabla_{x, z} H\left(\mathrm{x}_{j}-h_{j \alpha}\left(\mathbf{z}_{j}\right)\right) \cdot \nabla_{x, z} \eta\left(\frac{4 \mathrm{x}_{j}}{R_{j \alpha}}\right)\right|+\left|\left[H\left(\mathrm{x}_{j}-h_{j \alpha}\left(\mathbf{z}_{j}\right)\right) \pm 1\right] \Delta_{x, z} \eta\left(\frac{4 \mathrm{x}_{j}}{R_{j \alpha}}\right)\right|  \tag{2.20}\\
& \leq C R_{j \alpha}^{-1} e^{-\sqrt{2}\left|\mathrm{x}_{j}\right|}\left|\eta^{\prime}\left(\frac{4 \mathbf{x}_{j}}{R_{j \alpha}}\right)\right| \\
& \quad \leq C \alpha^{3} e^{-\theta \alpha\left|z_{j}\right|} e^{-\frac{\sqrt{2}}{2}\left|\mathbf{x}_{j}\right|}
\end{align*}
$$

For convenience we will denote $F(w)=w\left(1-w^{2}\right)$. Now we will compute

$$
w\left(1-w^{2}\right)=F(w)=F\left(\sum_{j=1}^{k} H_{j}+\sigma_{k}\right)
$$

For every fixed $j, 1 \leq j \leq k$, we consider the following set

$$
\begin{equation*}
A_{j}=\left\{(x, z) \in \mathbb{R}^{2} \mid \operatorname{dist}\left(\gamma_{j \alpha},(x, z)\right) \leq \min _{n=j \pm 1}\left\{\operatorname{dist}\left(\gamma_{n \alpha},(x, z)\right)\right\}\right\} \tag{2.21}
\end{equation*}
$$

We recall here that formally we have set $\gamma_{0 \alpha}=-\infty, \gamma_{k+1 \alpha}=\infty$.
For $(x, z) \in A_{j}$, we write

$$
\begin{aligned}
& F(w)= F\left(H_{j}\right)+F^{\prime}\left(H_{j}\right)\left(w-H_{j}\right)+\frac{1}{2} F^{\prime \prime}\left(H_{j}\right)\left(w-H_{j}\right)^{2}+\max _{n \neq j} O\left(e^{-3 \sqrt{2}\left|\mathbf{x}_{n}\right|}\right) \\
&=\sum_{n=1}^{k} F\left(H_{n}\right)+\left[F^{\prime}\left(H_{j}\right)\left(w-H_{j}\right)-\sum_{n \neq j} F\left(H_{n}\right)\right] \\
&+\frac{1}{2} F^{\prime \prime}\left(H_{j}\right)\left(w-H_{j}\right)^{2}+\max _{n \neq j} O\left(e^{-3 \sqrt{2}\left|\mathbf{x}_{n}\right|}\right) .
\end{aligned}
$$

Following similar computations in [9], we obtain, for $(x, z) \in A_{j}, j=1, \ldots, k$

$$
\begin{align*}
F(w)= & \sum_{n=1}^{k} F\left(H_{n}\right)+\frac{1}{2} F^{\prime \prime}\left(H_{j}\right)\left(w-H_{j}\right)^{2}+3\left(1-H_{j}^{2}\right)\left(w-H_{j}\right)  \tag{2.22}\\
& -\frac{1}{2} \sum_{n \neq j} F^{\prime \prime}\left(\sigma_{j n}\right)\left(\sigma_{j n}-H_{n}\right)^{2}+\max _{n \neq j} O\left(e^{-3 \sqrt{2}\left|\mathbf{x}_{n}\right|}\right)
\end{align*}
$$

In the above formula we define $\sigma_{j n}$ as follows: if $j$ is even, $\sigma_{j n}=(-1)^{n}$ for $n<j$ and $\sigma_{j n}=(-1)^{n+1}$ for $n>j$; if $j$ is odd, $\sigma_{j n}=(-1)^{n+1}$ for $n<j$ and $\sigma_{j n}=(-1)^{n}$
for $n>j$. We have in $A_{j}$ :

$$
\begin{align*}
\Delta_{x, z} H_{j}+F\left(H_{j}\right)= & (-1)^{j+1} \eta\left(\frac{4 \mathrm{x}_{j}}{R_{j \alpha}}\right)\left[\Delta_{x, z} H\left(\mathrm{x}_{j}-h_{\alpha}(z)\right)+F\left(H\left(\mathrm{x}_{j}-h_{\alpha}(z)\right)\right)\right]  \tag{2.23}\\
& +\eta\left(\frac{4 \mathrm{x}_{j}}{R_{j \alpha}}\right)\left[F\left(H_{j}\right)-(-1)^{j+1} F\left(H\left(\mathrm{x}_{j}-h_{\alpha}(z)\right)\right)\right] \\
& +\left[1-\eta\left(\frac{4 \mathrm{x}_{j}}{R_{j \alpha}}\right)\right] F\left(H_{j}\right) \\
& +(-1)^{j+1} \nabla_{x, z} H\left(\mathrm{x}_{j}-h_{j \alpha}(z)\right) \cdot \nabla_{x, z} \eta\left(\frac{4 \mathrm{x}_{j}}{R_{j \alpha}}\right) \\
& +(-1)^{j+1}\left[H\left(\mathrm{x}_{j}-h_{j \alpha}(z)\right) \pm 1\right] \Delta_{x, z} \eta\left(\frac{4 \mathrm{x}_{j}}{R_{j \alpha}}\right) \\
= & S_{j 1}+S_{j 2}+S_{j 3}+S_{j 4}+S_{j 5}
\end{align*}
$$

Using (2.18)-(2.19) we get:

$$
\begin{equation*}
\left|S_{j 1}\right| \leq C \alpha^{2} e^{-\frac{\sqrt{2}}{2}\left|\mathrm{x}_{j}\right|-\theta \alpha\left|\mathrm{z}_{j}\right|} \tag{2.24}
\end{equation*}
$$

To estimate $S_{2 j}$ we observe that when $\eta\left(\frac{4 \mathbf{x}_{j}}{R_{j \alpha}}\right)=1$ then

$$
F\left(H_{j}\right)-(-1)^{j+1} F\left(H\left(\mathrm{x}_{j}-h_{j \alpha}(z)\right)\right)=0
$$

hence

$$
\begin{align*}
\left|S_{2 j}\right| & \leq C e^{-\frac{\sqrt{2}}{2}\left|\mathrm{x}_{j}\right|} e^{-\frac{\sqrt{2}}{4} R_{j \alpha}\left(\mathbf{z}_{j}\right)} \\
& \leq C \alpha^{3} e^{-\frac{\sqrt{2}}{2}\left|\mathrm{x}_{j}\right|-\theta \alpha\left|\mathbf{z}_{j}\right|} \tag{2.25}
\end{align*}
$$

Similar estimate holds for $S_{3 j}$, and also by (2.20), for $S_{4 j}, S_{5 j}$.
By an analogous argument one can show that for if $n \neq j$ then, still in $A_{j}$ we have

$$
\begin{equation*}
\left|\Delta_{x, z} H_{n}+F\left(H_{n}\right)\right| \leq C \alpha^{2} e^{-\frac{\sqrt{2}}{2}\left|\mathrm{x}_{n}\right|-\theta \alpha\left|z_{n}\right|} \tag{2.26}
\end{equation*}
$$

Now, let us consider a typical term involved in (2.22), which is of the form:

$$
\left|F^{\prime \prime}\left(H_{j}\right)\left(w-H_{j}\right)^{2}\right| \leq C \sum_{n \neq j} e^{-2 \sqrt{2}\left|\mathbf{x}_{n}\right|} \chi_{A_{j}}
$$

Using (2.7) we get that for each fixed $n \neq j$, again assuming that $(x, z) \in A_{j}$, we have

$$
\left|\mathbf{x}_{n}\right| \geq \alpha\left|a_{n}-a_{j}\right|\left|\mathbf{z}_{n}\right|+\frac{\sqrt{2}}{2} \log \frac{1}{\alpha}+O(1)
$$

hence, taking $\sigma \in(0,1)$

$$
\begin{align*}
e^{-2 \sqrt{2}\left|\mathbf{x}_{n}\right|} \chi_{A_{j}} & \leq C e^{-2 \sqrt{2} \sigma\left|\mathbf{x}_{n}\right|} e^{-2 \sqrt{2}(1-\sigma)\left|\mathbf{x}_{n}\right|}  \tag{2.27}\\
& \leq C \alpha^{2(1-\sigma)} e^{-2 \sqrt{2} \sigma\left|\mathbf{x}_{n}\right|-2 \sqrt{2}(1-\sigma) \theta \alpha\left|\mathbf{z}_{n}\right|}
\end{align*}
$$

Similar estimate holds for other terms involved in (2.22). Since we can write

$$
-S(w)=\Delta w+F(w)=\sum_{j=1}^{k}[\Delta w+F(w)] \chi_{A_{j}}
$$

therefore combining (2.23)-(2.27) and using (2.16) we get the following:

Lemma 2.1. Let $w$ be the aproximate solution defined in (2.13) and let $S(w)=$ $-\Delta w-F(w)$. Then we have:

$$
\begin{equation*}
\|S(w)\|_{\sigma, \theta \alpha, *} \leq C \alpha^{2(1-\sigma)} \tag{2.28}
\end{equation*}
$$

where $\|\cdot\|_{\sigma, \theta \alpha, *}$ is the norm defined in (2.14) and $\sigma \in\left(0, \frac{2 \sqrt{2}-1}{2 \sqrt{2}}\right)$. In addition if $f_{j \alpha}, h_{j \alpha}$ are even functions of $z$ then so is $w$ and $S(w)$.
2.3. Setting up the infinite dimensional reduction. We look for a solution of (1.1) in the form:

$$
u=w+\phi
$$

where $\phi$ is a "small" perturbation of $w$. Substituting in (1.1) we obtain to the following problem for $\phi$ :

$$
\begin{equation*}
\mathrm{L}(\phi)=S(w)+N(\phi), \quad N(\phi)=-F(w+\phi)+F(w)+F^{\prime}(w) \phi \tag{2.29}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathrm{L}(\phi)=\Delta \phi+F^{\prime}(w) \phi, \quad F^{\prime}(w)=1-3 w^{2} \tag{2.30}
\end{equation*}
$$

As is well know, the linear operator $L$ will have in general unbounded (as $\alpha \rightarrow 0$ ) inverse and to remedy this situation we will use the so called Lyapunov-Schmidt reduction scheme. To be more precise let $\rho$ be a cutoff function such that $\rho(t)=1$, $|t|<\frac{\sqrt{2}}{2}\left(1-2^{-5}\right)$ and $\rho(t)=0,|t|>\frac{\sqrt{2}}{2}\left(1-2^{-6}\right)$, and let $\eta$ be a cut-ff function such that $\eta(t)=1,|t|<\frac{\sqrt{2}}{2}\left(1-2^{-7}\right)$ and $\eta(t)=0,|t|>\frac{\sqrt{2}}{2}\left(1-2^{-8}\right)$. We define:

$$
\begin{equation*}
\eta_{j}(x, z)=\eta\left(\frac{\left|x-\mathbf{f}_{j \alpha}\right|}{|\log \alpha|}\right), \quad \rho_{j}(x, z)=\rho\left(\frac{\left|x-\mathbf{f}_{j \alpha}\right|}{|\log \alpha|}\right) \quad j=1, \ldots, k \tag{2.31}
\end{equation*}
$$

where $\mathbf{f}_{j \alpha}=f_{j \alpha}+h_{j \alpha}$. Then, instead of (2.29), we will solve a projected problem for $\phi$, namely:

$$
\begin{align*}
& \mathrm{L}(\phi)=S(w)+N(\phi)+\sum_{j=1}^{k} c_{j}(z) H^{\prime}\left(x-\mathrm{f}_{j \alpha}\right) \eta_{j}, \quad \text { in } \mathbb{R}^{2},  \tag{2.32}\\
& \quad \int_{\mathbb{R}} \phi(x, z) H^{\prime}\left(x-\mathbf{f}_{j \alpha}\right) \rho_{j} d x=0, \quad \forall z \in \mathbb{R}, \quad j=1, \ldots k
\end{align*}
$$

The choices of the cutoff functions above seem at this point somewhat unnatural and it is dictated by purely technical reasons that will become apparent later on.

Above we have introduced new unknowns $c_{j}=c_{j}(z)$ that are needed in order that the extra orthogonality conditions be satisfied. Remembering that our ansatz $w$ depends on $k$ functions-paramaters $h_{j}$, see (2.11), we conclude that (1.1) is reduced to first solving (2.32) for given $h_{j}$ 's and then to adjusting functions-parameters in such a way that

$$
\begin{equation*}
c_{j}(z)=0, \quad j=1, \ldots, k \tag{2.33}
\end{equation*}
$$

In the next section we will develop the necessary linear theory to deal with (2.32) after which we will solve the reduced problem (2.33).

## 3. Linear theory

3.1. Linearized operator for a single interface. In this section we will consider the basic linearized operator. Let

$$
L_{0}(\phi)=\phi_{x x}+F^{\prime}(H) \phi, \quad F^{\prime}(H)=1-3 H^{2}
$$

First, we recall that $L_{0}$ has one dimensional kernel $L_{0}\left(H_{x}\right)=0$. Second, let $\rho \in$ $L^{2}(\mathbb{R})$ be a fixed, nonnegative, even function. Then, there exists $\nu_{0}>0$, such that for any $\phi \in H^{1}(\mathbb{R})$ satisfying

$$
\int_{\mathbb{R}} H_{x} \phi \rho d x=0
$$

we have

$$
\begin{equation*}
\int_{\mathbb{R}}\left[\frac{1}{2}\left|\phi_{x}\right|^{2}+F^{\prime}(H) \phi^{2}\right] d x \geq \nu_{0} \int_{\mathbb{R}} \phi^{2} d x \tag{3.34}
\end{equation*}
$$

As a consequence of these facts we observe that problem

$$
\begin{equation*}
L_{0}(\phi)-\xi^{2} \phi=h \tag{3.35}
\end{equation*}
$$

is uniquely solvable whenever $\xi \neq 0$ for $h \in L^{2}(\mathbb{R})$. Actually, rather standard argument, using comparison principle and the fact that $L_{0}$ is of the form

$$
L_{0}(\phi)=\phi_{x x}-2 \phi+3\left(1-H^{2}(x)\right) \phi, \quad\left|1-H^{2}(x)\right| \leq C e^{-\sqrt{2}|x|}
$$

can be used to show that whenever $h$ is for instance a compactly supported function then the solution of (3.35) is an exponentially decaying function.

Let us consider operator

$$
L(\phi)=L_{0}(\phi)+\phi_{z z}
$$

defined in the whole plane $(x, z) \in \mathbb{R}^{2}$. Equation $L(\phi)=0$, has obviously a bounded solution $\phi=H_{x}$. Our first result shows that converse is also true.

Lemma 3.1. Let $\phi$ be a bounded solution of the problem

$$
\begin{equation*}
L(\phi)=0 \quad \text { in } \mathbb{R}^{2} . \tag{3.36}
\end{equation*}
$$

Then $\phi(x, z)=a H_{x}$, for certain $a \in \mathbb{R}$.
Proof. Let assume that $\phi$ is a bounded function that satisfies

$$
\begin{equation*}
\phi_{z z}+\phi_{x x}+F^{\prime}(H) \phi=0 \tag{3.37}
\end{equation*}
$$

Let us consider the Fourier transform of $\phi(x, z)$ in the $z$ variable, $\hat{\phi}(x, \xi)$ which is by definition the distribution defined as

$$
\langle\hat{\phi}(x, \cdot), \mu\rangle_{\mathbb{R}}=\langle\phi(x, \cdot), \hat{\mu}\rangle_{\mathbb{R}}=\int_{\mathbb{R}} \phi(x, \xi) \hat{\mu}(\xi) d \xi
$$

where $\mu(\xi)$ is any smooth rapidly decreasing function. Let us consider a smooth rapidly decreasing function of the two variables $\psi(x, \xi)$. Then from equation (3.37) we find

$$
\int_{\mathbb{R}}\left\langle\hat{\phi}(x, \cdot), \psi_{x x}-\xi^{2} \psi+F^{\prime}(H) \psi\right\rangle_{\mathbb{R}} d x=0
$$

Let $\varphi(x)$ and $\mu(\xi)$ be smooth and compactly supported functions such that

$$
\begin{equation*}
\{0\} \cap \operatorname{supp}(\mu)=\emptyset \tag{3.38}
\end{equation*}
$$

Then we can solve the equation

$$
\psi_{x x}-\xi^{2} \psi+F^{\prime}(H) \psi=\mu(\xi) \varphi(x), \quad x \in \mathbb{R}
$$

uniquely for a smooth, rapidly decreasing function $\psi(x, \xi)$ such that $\psi(x, \xi)=0$ whenever $\xi \notin \operatorname{supp}(\mu)$. We conclude that

$$
\int_{\mathbb{R}}\langle\hat{\phi}(x, \cdot), \mu\rangle_{\mathbb{R}} \varphi(x) d x=0
$$

so that for all $x \in \mathbb{R},\langle\hat{\phi}(x, \cdot), \mu\rangle_{\mathbb{R}}=0$, whenever (3.38) holds. In other words

$$
\operatorname{supp}(\hat{\phi}(x, \cdot)) \subset\{0\}
$$

It follows that $\hat{\phi}(x, \cdot)$ is a linear combination (with coefficients depending on $x$ ) of derivatives up to a finite order of Dirac masses supported in $\{0\}$. Taking inverse Fourier transform, we get that

$$
\phi(x, z)=p(x, z),
$$

where $p$ is a polynomial in $z$ with coefficients depending on $x$. Since $\phi$ is bounded these polynomial is of zero order, namely $p(x, z) \equiv p(x)$, and the bounded function $p$ must satisfy the equation

$$
L_{0}(p)=0
$$

from where the desired result thus follows.
Let $B(\phi)$ be an operator of the form

$$
B(\phi)=b_{1} \partial_{x x} \phi+b_{2} \partial_{x z} \phi+b_{3} \partial_{x} \phi+b_{4} \partial_{z} \phi+b_{5} \phi,
$$

where the coefficients $b_{i}$ are small functions. In the sequel we will denote $\mathbf{b}=$ $\left(b_{1}, \ldots, b_{5}\right)$ and assume that

$$
\begin{equation*}
\|\mathbf{b}\| \equiv \sum_{j=1}^{5}\left\|b_{j}\right\|_{\infty}+\left\|\nabla b_{1}\right\|_{\infty}+\left\|\nabla b_{2}\right\|_{\infty}<\delta_{0} \tag{3.39}
\end{equation*}
$$

where the small number $\delta_{0}$ will be subsequently fixed. The linear theory used in this paper is based on a priori estimates for the solutions of the following problems

$$
\begin{equation*}
B(\phi)+L(\phi)=h, \quad \text { in } \mathbb{R}^{2} \tag{3.40}
\end{equation*}
$$

The results of Lemma 3.1 imply that such estimates without imposing extra conditions on $\phi$ may not exist. The form of the bounded solutions of $L(\phi)=0$ suggests the following orthogonality condition:

$$
\begin{equation*}
\int_{\mathbb{R}} \phi(x, z) H_{x}(x) d \mu(x)=0, \quad \forall z \in \mathbb{R} \tag{3.41}
\end{equation*}
$$

where $d \mu(x)$ is a fixed measure in $\mathbb{R}$ absolutely continuous with respect to the Lebesque measure. In the sequel we will in particular consider $d \mu(x)=\chi(x) d x$ where $\chi$ is a compactly supported cut-off function (c.f (2.31)), however our next result applies for a general $d \mu(x)$ as well. With these restrictions imposed we have the following result concerning a priori estimates for this problem.

Lemma 3.2. There exist constants $\delta_{0}$ and $C$ such that if the bound (3.39) holds and $h \in L^{\infty}\left(\mathbb{R}^{2}\right)$, then any bounded solution $\phi$ of problem (3.40)-(3.41) satisfies

$$
\|\phi\|_{\infty} \leq C\|h\|_{\infty} .
$$

Proof. Proof of the Lemma is similar to the argument in the proof of Lemma 2.2 [7]. We will argue by contradiction. Assuming the opposite means that there are sequences $b_{j}^{n}, \phi_{n}, h_{n}$ such that

$$
\begin{gathered}
\sum_{j=1}^{5}\left\|b_{j}^{n}\right\|_{\infty}+\left\|\nabla b_{1}^{n}\right\|_{\infty}+\left\|\nabla b_{2}^{n}\right\|_{\infty} \rightarrow 0 \\
\left\|\phi_{n}\right\|_{\infty}=1, \quad\left\|h_{n}\right\|_{\infty} \rightarrow 0
\end{gathered}
$$

and

$$
\begin{align*}
B_{n}\left(\phi_{n}\right)+L\left(\phi_{n}\right) & =h_{n}, \quad \text { in } \mathbb{R}^{2}  \tag{3.42}\\
\int_{\mathbb{R}} \phi_{n}(x, z) H_{x}(x) d \mu(x) & =0, \quad \text { for all } z \in \mathbb{R} . \tag{3.43}
\end{align*}
$$

Here

$$
B_{n}(\phi)=b_{1}^{n} \partial_{x x} \phi+b_{2}^{n} \partial_{x z} \phi+b_{3}^{n} \partial_{x} \phi+b_{4}^{n} \partial_{z} \phi+b_{5}^{n} \phi .
$$

Let us assume that $\left(x_{n}, z_{n}\right) \in \mathbb{R}^{2}$ is such that

$$
\left|\phi_{n}\left(x_{n}, z_{n}\right)\right| \rightarrow 1
$$

We claim that the sequence $\left\{x_{n}\right\}$ is bounded. Indeed, if not, using the fact that $L \phi=\Delta \phi-2 \phi+O\left(e^{-c|x|}\right) \phi$ and employing elliptic estimates we find that the sequence of functions

$$
\tilde{\phi}_{n}(x, z)=\phi_{n}\left(x_{n}+x, z_{n}+z\right)
$$

converges, up to a subsequence, locally uniformly to a solution $\tilde{\phi}$ of the equation

$$
\Delta \tilde{\phi}-2 \tilde{\phi}=0, \quad \text { in } \mathbb{R}^{2}
$$

whose absolute value attains its maximum at $(0,0)$, This implies $\tilde{\phi} \equiv 0$, so that $\left\{x_{n}\right\}$ is indeed bounded. Let now

$$
\tilde{\phi}_{n}(x, z)=\phi_{n}\left(x, z_{n}+z\right)
$$

Then $\tilde{\phi}_{n}$ converges uniformly over compacts to a bounded, nontrivial solution $\tilde{\phi}$ of

$$
\begin{aligned}
& L(\tilde{\phi})=0 \text { in } \mathbb{R}^{2} \\
& \int_{\mathbb{R}} \tilde{\phi}(x, z) H_{x}(x) d \mu(x)=0, \quad \text { for all } z \in \mathbb{R}
\end{aligned}
$$

Lemma 3.1 then implies $\tilde{\phi} \equiv 0$, a contradiction and the proof is concluded.
Using Lemma 3.2 we can also find a priori estimates with norms involving exponential weights. Let us consider the norm

$$
\|\phi\|_{\sigma, a} \equiv\left\|e^{\sigma|x|+a|z|} \phi\right\|_{\infty}
$$

where numbers $\sigma, a \geq 0$ are fixed and will be subsequently adjusted. In the case $a=0$ we have the following a priori estimates.

Corollary 3.1. There are numbers $C$ and $\delta_{0}$ as in Lemma 3.2 for which, if $\|h\|_{\sigma, 0}<$ $+\infty, \sigma \in[0, \sqrt{2})$, then a bounded solution $\phi$ of (3.40)-(3.41) satisfies

$$
\begin{equation*}
\|\phi\|_{\sigma, 0}+\|\nabla \phi\|_{\sigma, 0} \leq C\|h\|_{\sigma, 0} . \tag{3.44}
\end{equation*}
$$

Proof. Besides some obvious changes in the proof, Corollary 3.1 follows from the same argument as Corollary 2.1 in [7]. Again we concentrate on estimates for the problem (3.40)-(3.41). We already know that

$$
\|\phi\|_{\infty} \leq C\|h\|_{\sigma, 0}
$$

We set $\tilde{\phi}=\phi\|h\|_{\sigma, 0}^{-1}$. Then we have

$$
(L+B)(\tilde{\phi})=\tilde{h}, \quad \text { where }\|\tilde{h}\|_{\sigma, 0} \leq 1
$$

and also $\|\tilde{\phi}\|_{\infty} \leq C$. Let us fix a number $R_{0}>0$ such that for $x>R_{0}$ we have

$$
1-H^{2}(x)<\frac{2-\sigma^{2}}{6}
$$

which is always possible since $1-H^{2}(x)=O\left(e^{-\sqrt{2}|x|}\right)$. For an arbitrary number $\rho>0$ let us set

$$
\bar{\phi}(x, z)=\rho\left[\cosh (z / 2)+e^{\sigma x}\right]+M e^{-\sigma x}
$$

where $M$ is to be chosen. Then we find that, reducing $\delta_{0}$ in (3.39) if necessary,

$$
(L+B)(\bar{\phi}) \leq-\frac{M\left(2-\sigma^{2}\right)}{4} e^{-\sigma x}, \quad \text { for } x>R_{0}
$$

Thus

$$
(L+B)(\bar{\phi}) \leq \tilde{h}, \quad \text { for } x>R_{0}
$$

if

$$
\frac{M\left(2-\sigma^{2}\right)}{4} \geq\|\tilde{h}\|_{\sigma, 0}=1
$$

If we also also assume

$$
M e^{-\sigma R_{0}} \geq\|\tilde{\phi}\|_{\infty}
$$

we conclude from maximum principle that $\tilde{\phi} \leq \bar{\phi}$. Letting $\rho \rightarrow 0$ we then get by fixing $M$,

$$
\tilde{\phi} \leq M e^{-\sigma x}, \quad \text { for } x>0
$$

hence

$$
\phi \leq M\|h\|_{\sigma, 0} e^{-\sigma x}, \quad \text { for } x>0
$$

In a similar way we obtain the lower bound

$$
\phi \geq-M\|h\|_{\sigma, 0} e^{-\sigma x}, \quad \text { for } x>0
$$

Finally, the same argument for $x<0$ yields

$$
\|\phi\|_{\sigma, 0} \leq C\|h\|_{\sigma, 0}
$$

while from local elliptic estimates we find

$$
\|\nabla \phi\|_{\sigma, 0} \leq C\|h\|_{\sigma, 0},
$$

and the proof is concluded.
When $a>0$ in the definition of the norm $\|\cdot\|_{\sigma, a}$ then we have the following a priori estimates.

Corollary 3.2. There are numbers $C, \delta_{0}$ as in Lemma 3.2, and $a_{0}>0$ for which, if $\|h\|_{\sigma, a}<+\infty, \sigma \in(0, \sqrt{2}), a \in\left[0, a_{0}\right)$, then a bounded solution $\phi$ to problem (3.40)-(3.41) satisfies

$$
\|\phi\|_{\sigma, a}+\|\nabla \phi\|_{\sigma, a} \leq C_{\sigma}\|h\|_{\sigma, a} .
$$

Proof. We already know that

$$
\|\phi\|_{\sigma, 0}+\|\nabla \phi\|_{\sigma, 0} \leq C\|h\|_{\sigma, a}
$$

Then we may write

$$
\psi(z)=\int_{\mathbb{R}} \phi^{2}(x, z) d x
$$

and differentiate twice weakly to get

$$
\psi^{\prime \prime}(z)=2 \int_{\mathbb{R}} \phi_{z}^{2} d x+2 \int_{\mathbb{R}} \phi_{z z} \phi d x .
$$

We have

$$
\begin{equation*}
\int_{\mathbb{R}} \phi_{z z} \phi d x=\int_{\mathbb{R}} \phi_{x}^{2} d x+\int_{\mathbb{R}} F^{\prime}(H) \phi^{2} d x-\int_{\mathbb{R}} B(\phi) \phi+\int_{\mathbb{R}} h \phi \tag{3.45}
\end{equation*}
$$

Integrating by parts once in $x$ we find

$$
\begin{align*}
\left|\int_{\mathbb{R}} B(\phi) \phi\right| & =\left|\int_{\mathbb{R}}\left[-\left(b_{1} \phi\right)_{x} \phi_{x}-\left(b_{2} \phi\right)_{x} \phi_{z}+b_{3} \phi_{x} \phi+b_{4} \phi_{z} \phi+b_{5} \phi^{2}\right]\right| \\
& \leq C \delta_{0} \int_{\mathbb{R}}\left(\phi_{z}^{2}+\phi_{x}^{2}+\phi^{2}\right) d x \tag{3.46}
\end{align*}
$$

Because of the orthogonality condition (3.41) we also have that for a certain $\nu_{0}>0$,

$$
\int_{\mathbb{R}} \phi_{x}^{2} d x+\int_{\mathbb{R}} F^{\prime}(H) \phi^{2} d x \geq \nu_{0} \int_{\mathbb{R}}\left(\phi_{x}^{2}+\phi^{2}\right) d x
$$

Hence, reducing $\delta_{0}$ if necessary, we find that for a certain constant $C>0$

$$
\psi^{\prime \prime}(z) \geq \frac{\nu_{0}}{4} \psi(z)-C \int_{\mathbb{R}} h^{2}(x, z) d x
$$

so that

$$
-\psi^{\prime \prime}(z)+\frac{\nu_{0}}{4} \psi(z) \leq \frac{C}{\sigma} e^{-2 a|z|}\|h\|_{\sigma, a}^{2}
$$

Since we also know that $\psi$ is bounded by:

$$
|\psi(z)| \leq \frac{C}{\sigma}\|h\|_{\sigma, 0}^{2}
$$

we can use a barrier of the form $\psi^{+}(z)=M\|h\|_{\sigma, a}^{2} e^{-2 a z}+\rho e^{2 a z}$, with $M$ sufficiently large and $\rho>0$ arbitrary, to get the bound $0 \leq \psi \leq \psi^{+}$for $z \geq 0$ and any $a<\frac{\sqrt{\nu_{0}}}{4} \equiv a_{0}$. A similar argument can be used for $z<0$. Letting $\rho \rightarrow 0$ we get then

$$
\int_{\mathbb{R}} \phi^{2}(x, z) d x \leq C_{\sigma} e^{-2 a|z|}\|h\|_{\sigma, a}^{2}, \quad a<a_{0}
$$

Elliptic estimates yield that for $R_{0}$ fixed and large

$$
|\phi(x, z)| \leq C_{\sigma} e^{-a|z|}\|h\|_{\sigma, a} \quad \text { for }|x|<R_{0}
$$

The corresponding estimate in the complementary region can be found by barriers. For instance in the quadrant $\left\{x>R_{0}, z>0\right\}$ we may consider a barrier of the form

$$
\bar{\phi}(x, z)=M\|h\|_{\sigma, a} e^{-(\sigma x+a z)}+\rho e^{\frac{x}{2}+\frac{z}{2}}
$$

with $\rho>0$ arbitrarily small. Fixing $M$ depending on $R_{0}$ we find the desired estimate for $\|\phi\|_{\sigma, a}$ letting $\rho \rightarrow 0$. Arguing similarly in the remaining quadrants is similar. The corresponding bound for $\|\nabla \phi\|_{\sigma, a}$ is then deduced from local elliptic estimates. This concludes the proof.

Notice that for a general right hand side $h$ equation of the form $L(\phi)+B(\phi)=h$ with the orthogonality conditions imposed as above does not have a solution. On the other hand the problem

$$
\begin{equation*}
L(\phi)+B(\phi)=h+c(z) H_{x}, \quad \text { in } \mathbb{R}^{2} \tag{3.47}
\end{equation*}
$$

under orthogonality conditions

$$
\begin{equation*}
\int_{\mathbb{R}} \phi(x, z) H_{x}(x) d \mu(x)=0, \quad \text { for all } z \in \mathbb{R} \tag{3.48}
\end{equation*}
$$

has a solution in the sense that for given $h$ one can find $(\phi, c)$ satisfying (3.47)(3.48).

Corollary 3.3. There exist $C>0$ and $\delta_{0}>0$ as in Lemma 3.2, and $\eta_{0}>0$ and $a_{0}>0$ for which, if $\|h\|_{\sigma, \alpha}<+\infty, \sigma \in(0, \sqrt{2}), a \in\left[0, a_{0}\right)$, and $d \mu(x)=\rho(x) d x$ is such that

$$
\begin{equation*}
\int_{\mathbb{R}} e^{-\sigma|x|}\left[\left|H_{x}\right| \rho_{x x}|+2| H_{x x}| | \rho_{x} \mid\right] d x<\eta_{0} \tag{3.49}
\end{equation*}
$$

then a bounded solution $\phi$ to problem (3.47)-(3.48) satisfies

$$
\begin{equation*}
\|\phi\|_{\sigma, a}+\|\nabla \phi\|_{\sigma, a} \leq C\|h\|_{\sigma, a} \tag{3.50}
\end{equation*}
$$

Moreover we have

$$
\begin{equation*}
|c(z)| \leq C\|h\|_{\sigma, a} e^{-a|z|} \tag{3.51}
\end{equation*}
$$

Proof. To find a priori estimate (3.50) we have to find bounds for the function $c(z)$. Testing equation (3.47) against $H_{x}$ and integrating with respect to $d \mu(x)$ we get

$$
\begin{aligned}
\int_{\mathbb{R}} \phi_{z z} H_{x} d \mu(x)+\int_{\mathbb{R}} L_{0}(\phi) H_{x} d \mu(x)+\int_{\mathbb{R}} B(\phi) H_{x} d \mu(x)= & \int_{\mathbb{R}}
\end{aligned} \quad h H_{x} d \mu(x), ~+c(z) \int_{\mathbb{R}} H_{x}^{2} d \mu(x) .
$$

Let us assume that $\|h\|_{\sigma, 0}<+\infty$ and that $\phi$ is a bounded solution. Integrating by parts and using $L_{0}\left(H_{x}\right)=0$ and the orthogonality condition (3.48) we get

$$
\begin{equation*}
c(z) \int_{\mathbb{R}} H_{x}^{2} \rho d x=\int_{\mathbb{R}} B(\phi) H_{x} \rho d x+\int_{\mathbb{R}} \phi\left(2 w_{x x} \rho_{x}+H_{x} \rho_{x x}\right) d x-\int_{\mathbb{R}} h H_{x} d \mu(x) . \tag{3.52}
\end{equation*}
$$

To estimate term $\int_{\mathbb{R}} B(\phi) H_{x} \rho d x$ we use an argument similar to that of (3.46), and to estimate $\int_{\mathbb{R}} \phi\left(H_{x} \rho\right)_{x x} d x$ we use (3.49) to get

$$
|c(z)| \leq C \int_{\mathbb{R}}\left|h H_{x}\right|+C\left(\delta_{0}+\eta_{0}\right)\left(\|\nabla \phi\|_{\sigma, 0}+\|\phi\|_{\sigma, 0}\right)
$$

From the a priori estimates (Corollary 3.1) applied to (3.47) we know that

$$
\|\nabla \phi\|_{\sigma, 0}+\|\phi\|_{\sigma, 0} \leq C\left(\|h\|_{\sigma, 0}+\|c\|_{\infty}\right)
$$

since

$$
\left\|H_{x} e^{\sigma|x|}\right\|_{\infty} \leq C
$$

for $\sigma \in[0, \sqrt{2})$. Thus, reducing $\delta_{0}, \eta_{0}$ if necessary, we find

$$
\|c\|_{\infty} \leq C\|h\|_{\sigma, 0}
$$

and the estimate

$$
\|\nabla \phi\|_{\sigma, 0}+\|\phi\|_{\sigma, 0} \leq C\|h\|_{\sigma, 0}
$$

follows.

Finally, if we additionally have $\|h\|_{\sigma, a}<+\infty$, we obtain that

$$
\int_{\mathbb{R}}\left|h H_{x}\right| \leq C\|h\|_{\sigma, a} e^{-a|z|}
$$

The same procedure as above and the a priori estimates found in Corollary 3.2 then yield

$$
|c(z)| \leq C\|h\|_{\sigma, a} e^{-a|z|}
$$

from where the relation (3.50) immediately follows.
Concerning the existence of bounded solutions of (3.47)-(3.48) we have:
Proposition 3.1. There exists numbers $C>0, \delta_{0}>0, \eta_{0}>0$ such that whenever bounds (3.39), (3.49) hold, then given $h$ with $\|h\|_{\sigma, a}<+\infty, \sigma \in(0, \sqrt{2}), a \in\left[0, a_{0}\right)$, there exists a unique bounded solution $\phi=T(h)$ to problem (3.47)-(3.48) which defines a bounded linear operator of $h$ in the sense that

$$
\|\nabla \phi\|_{\sigma, a}+\|\phi\|_{\sigma, a} \leq C\|h\|_{\sigma, a}
$$

Proof. We will first consider solvability of the following problem

$$
\begin{equation*}
(L+B)(\phi)=h, \quad \text { in } \mathbb{R}^{2} \tag{3.53}
\end{equation*}
$$

in the space $V$, where $\psi \in V$ if $\|\psi\|_{\sigma, 0}<\infty, \sigma \in(0, \sqrt{2})$ and

$$
\begin{equation*}
\int_{\mathbb{R}} \psi(x, z) H_{x}(x) \rho(x) d x=0, \quad \text { for all } z \in \mathbb{R} \tag{3.54}
\end{equation*}
$$

where the density $\rho(x)$ satisfies the hypothesis of Corollary 3.3. We claim that given $h \in V$ there exists a unique solution $\phi$ of (3.53) in $V$. We will argue by approximations. Let us replace $h$ by the function $h(x, z) \chi_{(-R, R)}(z)$ extended $2 R$ periodically to the whole plane. With this right hand side we can give to the problem (3.53) a weak formulation in the subspace of $H_{R}^{1} \subset H^{1}\left(\mathbb{R}^{2}\right)$ of functions that are $2 R$-periodic in $z$. To be more precise let

$$
[\psi, \eta]=\int_{-\infty}^{\infty} \int_{-R}^{R} \nabla \psi \cdot \nabla \eta d z d x+\int_{-\infty}^{\infty} \int_{-R}^{R} \psi \eta d z d x
$$

By $W$ we will denote the subspace of functions in $H_{R}^{1}$ that satisfy (3.54). Then (3.53) can be written in the form

$$
\begin{equation*}
-[(A+K)(\phi), \psi]=\int_{-\infty}^{\infty} \int_{-R}^{R} h \psi, \quad \psi \in W \tag{3.55}
\end{equation*}
$$

where $A: W \rightarrow W$ is defined for $\psi \in W$ by

$$
\begin{aligned}
{[A(\phi), \psi]=} & \int_{-\infty}^{\infty} \int_{-R}^{R}\left(\nabla \phi \nabla \psi+b_{1} \phi_{x} \psi_{x}+b_{2} \phi_{x} \psi_{z}\right) d z d x \\
& +\int_{-\infty}^{\infty} \int_{-R}^{R}\left(2-b_{5}\right) \phi \psi d z d x
\end{aligned}
$$

and $K: W \rightarrow W$ is a linear operator defined by

$$
\begin{aligned}
{[K(\phi), \psi]=} & \int_{-\infty}^{\infty} \int_{-R}^{R}\left[\left(b_{1 x}+b_{2 z}-b_{3}\right) \phi_{x}-b_{4} \phi_{z}\right] \psi d z d x \\
& -\int_{-\infty}^{\infty} \int_{-R}^{R} \phi \psi\left[2+F^{\prime}(H)\right] d z d x
\end{aligned}
$$

Using (3.39), (3.49), and the fact that $\left\|2+F^{\prime}(H)\right\|_{\sqrt{2}, 0}<\infty$ one can show that the operator $A$ is invertible and the operator $K$ is compact.

From Fredholm alternative and Lemma 3.1 we find a solution of (3.55), which in addition can be extended periodically to a unique solution $\phi \in V$, of (3.53) with $h$ replaced by $h(x, z) \chi_{(-R, R)}(z)$. Letting $R \rightarrow+\infty$ and using the uniform a priori estimates valid for the approximations completes the proof of the claim.

The existence of a solution to (3.47)-(3.48) as well as the rest of the Proposition follows from this claim. Indeed, given $h$ such that $\|h\|_{\sigma, 0}<\infty$ by $\Pi_{V}(h)$ we will denote the orthogonal projection of $h$ onto $V$ (in the sense of $L^{2}(\rho d x)$ as indicated by (3.54)). Using the claim we can solve then the following problem

$$
(L+B)(\phi)=\Pi_{V}(h)
$$

Now we only need to chose function $c(z)$ such that

$$
\left(I-\Pi_{V}\right)[(L+B)(\phi)]=\left(I-\Pi_{V}\right)(h)+c(z) H_{x}
$$

This ends the proof.
3.2. Linear theory for multiple interfaces. We want to develop a theory similar to that in the previous section now for the operator

$$
\mathrm{L}(\phi)=\Delta \phi+F^{\prime}(w) \phi
$$

Let us recall the definition of the weighted norm which we will use (2.14):

$$
\|\phi\|_{\sigma, \theta \alpha, *}:=\left\|\left(\sum_{j=1}^{k} e^{-\sigma\left|x-f_{j \alpha}(z)\right|-\theta \alpha|z|}\right)^{-1} \phi\right\|_{\infty}
$$

We will search for a bounded left inverse for a projected problem for the operator L in the space of functions whose $\|\cdot\|_{\sigma, \theta \alpha, *}$ norm is finite. In section 2.1 we have introduced approximate locations of the transitions layers: $\gamma_{j \alpha}=\left\{x=f_{j \alpha}(z)+\right.$ $\left.h_{j \alpha}(z) \mid z \in \mathbb{R}\right\}, j=1, \ldots, k$ where functions $f_{j \alpha}, h_{j \alpha}$ satisfy, respectively, (2.2) and (2.11). For convenience we will set

$$
\mathrm{f}_{j \alpha}(z)=f_{j \alpha}(z)+h_{j \alpha}(z)
$$

Furthermore we will denote:

$$
\begin{aligned}
\mathrm{H}_{j}(x, z) & =H\left(x-\mathrm{f}_{j \alpha}(z)\right) \\
\mathrm{H}_{j, x}(x, z) & =H^{\prime}\left(x-\mathrm{f}_{j \alpha}(z)\right) .
\end{aligned}
$$

Thus we consider the problem

$$
\begin{equation*}
\mathrm{L}(\phi)=h+\sum_{j=1}^{k} c_{j}(z) \eta_{j}(x, z) \mathrm{H}_{j, x}(x, z), \quad \text { in } \mathbb{R}^{2} \tag{3.56}
\end{equation*}
$$

where now we do not assume necessarily orthogonality conditions on $\phi$. Above we have introduced cut-off functions $\eta_{j}$, which are defined as folllows: let $\eta_{a}^{b}(s)$ be a
smooth function with $\eta_{a}^{b}(s)=1$ for $|s|<a$ and $=0$ for $|s|>b$, where $0<a<b<1$. Then, with $d_{*}=\log \frac{1}{\alpha}$, we set

$$
\begin{equation*}
\eta_{j}(x, z)=\eta_{a}^{b}\left(\frac{\left|x-\mathbf{f}_{j \alpha}\right|}{d_{*}}\right), \quad a=\frac{\sqrt{2}}{2}\left(1-2^{-7}\right), \quad b=\frac{\sqrt{2}}{2}\left(1-2^{-8}\right) \tag{3.57}
\end{equation*}
$$

In the sequel we will also use other cut-off functions:

$$
\begin{array}{lll}
\rho_{j}(x, z)=\eta_{a}^{b}\left(\frac{\left|x-\mathrm{f}_{j \alpha}\right|}{d_{*}}\right), & a=\frac{\sqrt{2}}{2}\left(1-2^{-5}\right), & b=\frac{\sqrt{2}}{2}\left(1-2^{-6}\right), \\
\eta_{j}^{-}(x, z)=\eta_{a}^{b}\left(\frac{\left|x-\mathrm{f}_{j \alpha}\right|}{d_{*}}\right), & a=\frac{\sqrt{2}}{2}\left(1-2^{-6}\right), & b=\frac{\sqrt{2}}{2}\left(1-2^{-7}\right),  \tag{3.58}\\
\eta_{j}^{+}(x, z)=\eta_{a}^{b}\left(\frac{\left|x-\mathrm{f}_{j \alpha}\right|}{d_{*}}\right), & a=\frac{\sqrt{2}}{2}\left(1-2^{-8}\right), & b=\frac{\sqrt{2}}{2}\left(1-2^{-9}\right) .
\end{array}
$$

We will prove the following result:
Proposition 3.2. There exist positive constants $\alpha_{0}, \sigma_{0}, \delta_{0}>0$ such that if (3.39) is satisfied, and if $\alpha \in\left[0, \alpha_{0}\right), \sigma \in\left(0, \sigma_{0}\right)$, and conditions (2.1)-(2.2), (2.11) hold, then problem (3.56) has a solution $\phi=\mathrm{T}(h)$ which defines a linear operator of $h$ with $\|h\|_{\sigma, \theta \alpha, *}<+\infty$ and satisfies the estimate

$$
\|\phi\|_{\sigma, \theta \alpha, *}+\|\nabla \phi\|_{\sigma, \theta \alpha, *} \leq C_{\sigma}\|h\|_{\sigma, \theta \alpha, *} .
$$

In addition function $\phi$ satisfies the following orthogonality conditions

$$
\begin{equation*}
\int_{\mathbb{R}} \phi(x, z) \mathrm{H}_{j, x}(x, z)(x, z) \rho_{j}(x, z) d x=0, \quad \text { for all } z \in \mathbb{R} \tag{3.59}
\end{equation*}
$$

Besides, the coefficients $c_{j}(z)$ in (3.56) can be estimated as

$$
\begin{equation*}
\sum_{j=1}^{k}\left|c_{j}(z)\right| \leq C\|h\|_{\sigma, \theta \alpha, *} e^{-\theta \alpha|z|} \tag{3.60}
\end{equation*}
$$

Proof. The main idea in the proof of this proposition is to decompose problem (3.56) into interior problems that can be handled with the help of the theory developed in the previous section and an exterior problem and then glue the solutions of the subproblems.

From the definition of the functions $\eta_{j}, \eta_{j}^{ \pm}$we have

$$
\begin{equation*}
\eta_{j} \eta_{j}^{-}=\eta_{j}^{-}, \quad \eta_{j}^{+} \eta_{j}=\eta_{j} \tag{3.61}
\end{equation*}
$$

We search for a solution of (3.56) of the form

$$
\phi=\sum_{j=1}^{k} \eta_{j} \phi_{j}+\psi .
$$

Substituting this expression into equation (3.56) and arranging terms we find

$$
\begin{aligned}
& \sum_{j=1}^{k} \eta_{j}\left[\Delta \phi_{j}+F^{\prime}(w) \phi_{j}-c_{j}(z) \mathrm{H}_{j, x}-h\right] \\
& \quad+\left[\Delta \psi+F^{\prime}(w) \psi-\left(1-\sum_{j=1}^{k} \eta_{j}\right) h-\sum_{j=1}^{k}\left(2 \nabla \eta_{j} \nabla \phi_{j}+\Delta \eta_{j} \phi_{j}\right)\right]=0 .
\end{aligned}
$$

We will denote

$$
h_{j}=\eta_{j}^{+} h, \quad r_{j}=\eta_{j}^{+}\left[F^{\prime}\left(\mathrm{H}_{j}\right)-F^{\prime}(w)\right] .
$$

Let us observe that in the support of $\eta_{j}$ we have, using (3.61),

$$
\eta_{j} h_{j}=\eta_{j} h, \quad \eta_{j} r_{j}=\eta_{j}\left[F^{\prime}\left(\mathrm{H}_{j}\right)-F^{\prime}(w)\right],
$$

Then we find a solution to problem (3.56) if we solve the following linear system of equations

$$
\begin{equation*}
\Delta \phi_{j}+F^{\prime}\left(\mathrm{H}_{j}\right) \phi_{j}+r_{j} \phi_{j}=h_{j}-3\left(1-w^{2}\right) \eta_{j}^{-} \psi+c_{j}(z) \mathrm{H}_{j, x} \tag{3.62}
\end{equation*}
$$

in $\mathbb{R}^{2}$, for $j=1, \ldots, k$, and

$$
\begin{equation*}
\Delta \psi-\left[2-3\left(1-\sum_{j=1}^{k} \eta_{j}^{-}\right)\left(1-w^{2}\right)\right] \psi=\left(1-\sum_{j=1}^{k} \eta_{j}\right) h-\sum_{j=1}^{k}\left(2 \nabla \eta_{j} \nabla \phi_{j}+\Delta \eta_{j} \phi_{j}\right) \tag{3.63}
\end{equation*}
$$

in $\mathbb{R}^{2}$. To solve equations (3.62) we denote $\tilde{\phi}_{j}=\phi_{j}+\eta_{j}^{-} \psi$ and use (3.62)-(3.63) to write the equation for $\tilde{\phi}_{j}$

$$
\begin{align*}
\Delta \tilde{\phi}_{j}+F^{\prime}\left(\mathrm{H}_{j}\right) \tilde{\phi}_{j}+r_{j} \tilde{\phi}_{j}=h_{j}+\eta_{j}^{-} \psi[ & F^{\prime}\left(\mathrm{H}_{j}\right)-3\left(1-w^{2}\right)+r_{j}+2 \\
& \left.-3\left(1-\sum_{m=1}^{k} \eta_{m}^{-}\right)\left(1-w^{2}\right)\right]  \tag{3.64}\\
& -2 \nabla \psi \nabla \eta_{j}^{-}-\Delta \eta_{j}^{-} \psi+c_{j} \mathrm{H}_{j, x}
\end{align*}
$$

We observe that equation (3.63) written in terms of $\tilde{\phi}_{j}$ has form

$$
\begin{equation*}
\Delta \psi-\left[2-3\left(1-\sum_{j=1}^{k} \eta_{j}^{-}\right)\left(1-w^{2}\right)\right] \psi=\left(1-\sum_{j=1}^{k} \eta_{j}\right) h-\sum_{j=1}^{k}\left(2 \nabla \eta_{j} \nabla \tilde{\phi}_{j}+\Delta \eta_{j} \tilde{\phi}_{j}\right) \tag{3.65}
\end{equation*}
$$

since for instance $\nabla \eta_{j} \nabla\left(\eta_{j}^{-} \psi\right) \equiv 0$.
Let us denote

$$
L_{j}(\phi)=\Delta \phi+F^{\prime}\left(\mathrm{H}_{j}\right) \phi
$$

and consider first the auxiliary problem

$$
\begin{equation*}
L_{j}(\phi)=h+c(z) \mathrm{H}_{j, x}, \quad \text { in } \mathbb{R}^{2} \tag{3.66}
\end{equation*}
$$

under orthogonality condition

$$
\begin{equation*}
\int_{\mathbb{R}} \phi(x, z) \mathrm{H}_{j, x}(x, z) \rho_{j}(x, z) d x=0, \quad \text { for all } z \in \mathbb{R} \tag{3.67}
\end{equation*}
$$

For future references we observe that

$$
\begin{equation*}
\rho_{j} \eta_{j}^{-}=\rho_{j}, \quad \rho_{j}\left(1-\eta_{j}^{-}\right) \equiv 0 \tag{3.68}
\end{equation*}
$$

We want to solve (3.66)-(3.67) using Proposition 3.1. To this end we consider the natural change of coordinates

$$
x \mapsto \mathbf{x} \equiv x-\mathbf{f}_{j \alpha}, \quad z \mapsto \mathbf{z}
$$

and set

$$
\phi(x, z)=\tilde{\phi}(\mathrm{x}, \mathrm{z}), \quad h(x, z)=\tilde{h}(\mathrm{x}, \mathbf{z})
$$

Direct computation then shows that problem (3.66)-(3.67) is equivalent to

$$
\begin{equation*}
L(\tilde{\phi})+B_{j}(\tilde{\phi})=\tilde{h}+c(\mathbf{z}) H^{\prime}(\mathbf{x}), \quad \text { in } \mathbb{R}^{2} \tag{3.69}
\end{equation*}
$$

under orthogonality conditions

$$
\begin{equation*}
\int_{\mathbb{R}} \tilde{\phi}(\mathrm{x}, \mathrm{z}) H^{\prime}(\mathrm{x}) \rho(\mathrm{x}) d \mathrm{x}=0, \quad \text { for all } \mathrm{z} \in \mathbb{R} \tag{3.70}
\end{equation*}
$$

where

$$
\rho(\mathrm{x})=\eta_{a}^{b}\left(\frac{\mathrm{x}}{d^{*}}\right), \quad a=\frac{\sqrt{2}}{2}\left(1-2^{-5}\right), b=\frac{\sqrt{2}}{2}\left(1-2^{-6}\right) .
$$

Here

$$
L(\tilde{\phi})=\tilde{\phi}_{\mathrm{zz}}+\tilde{\phi}_{\mathrm{xx}}+F^{\prime}(H) \tilde{\phi}
$$

and

$$
\begin{align*}
& B_{j}(\tilde{\phi})=\left(\frac{\partial \mathrm{x}}{\partial z}\right)^{2} \tilde{\phi}_{\mathrm{xx}}+2\left(\frac{\partial \mathrm{x}}{\partial z}\right) \tilde{\phi}_{\mathrm{xz}}+\left(\frac{\partial^{2} \mathrm{x}}{\partial z^{2}}\right) \tilde{\phi}_{\mathrm{x}} \\
& \frac{\partial \mathrm{x}}{\partial z}=-\frac{d}{d \mathbf{z}} \mathbf{f}_{j \alpha}(\mathbf{z}), \quad \frac{\partial^{2} \mathbf{x}}{\partial z^{2}}=-\frac{d^{2}}{d \mathbf{z}^{2}} \mathbf{f}_{j \alpha}(\mathbf{z}) \tag{3.71}
\end{align*}
$$

The operator $B_{j}$ satisfies the assumptions of Proposition 3.1, since from (2.2), (2.11) we have, using the notation of (3.39) and denoting the vector of the coefficients of $B_{j}$ by $\mathbf{b}_{j}$,

$$
\begin{equation*}
\left\|\mathbf{b}_{j}\right\| \leq C\left(\left\|\frac{d}{d \mathbf{z}} \mathbf{f}_{j \alpha}\right\|_{\infty}+\left\|\frac{d^{2}}{d \mathbf{z}^{2}} \mathrm{f}_{j \alpha}\right\|_{\infty}\right) \leq C \alpha \tag{3.72}
\end{equation*}
$$

Problem (3.69)-(3.70) has a unique bounded solution $\tilde{\phi}=\tilde{T}_{j}(\tilde{\phi})$ where $\tilde{T}_{j}$ is the linear operator $T$ predicted by the proposition for $B=B_{j}$. Besides, if $\|\tilde{h}\|_{\sigma, \alpha}<+\infty$ then we have the estimate

$$
\left\|\nabla_{\mathbf{x}, \mathbf{z}} \tilde{\phi}\right\|_{\sigma, \theta \alpha}+\|\tilde{\phi}\|_{\sigma, \theta \alpha} \leq C\|\tilde{h}\|_{\sigma, \theta \alpha} .
$$

Going back to original variables we see then that there is a unique solution to (3.66)-(3.67), $\phi=T_{j}(h)$ where $T_{j}$ is a linear operator. In addition we have the estimate

$$
\|\nabla \phi\|_{\sigma, \theta \alpha, j}+\|\phi\|_{\sigma, \theta \alpha, j} \leq C\|h\|_{\sigma, \theta \alpha, j}
$$

where

$$
\begin{equation*}
\|\phi\|_{\sigma, \theta \alpha, j}=\left\|e^{\sigma\left|x-\mathrm{f}_{j \alpha}(z)\right|+\theta \alpha|z|} \phi\right\|_{\infty} . \tag{3.73}
\end{equation*}
$$

Moreover, $c$ is estimated using (3.51) by

$$
\begin{equation*}
|c(z)| \leq C\|h\|_{\sigma, \theta \alpha, j} e^{-\theta_{0} \alpha|z|} \tag{3.74}
\end{equation*}
$$

Let us observe that given $\psi$ we can recast the equations (3.62) for $\tilde{\phi}_{j}$ as a system of the form
$\tilde{\phi}_{j}+T_{j}\left(r_{j} \tilde{\phi}_{j}\right)=T_{j}\left(h_{j}+g_{j}(\psi)\right)$, where

$$
\begin{gathered}
g_{j}(\psi)=\eta_{j}^{-} \psi\left[F^{\prime}\left(\mathrm{H}_{j}\right)-3\left(1-w^{2}\right)+r_{j}+2-3\left(1-\sum_{m=1}^{k} \eta_{m}^{-}\right)\left(1-w^{2}\right)\right] \\
-2 \nabla \psi \nabla \eta_{j}^{-}-\Delta \eta_{j}^{-} \psi \\
\\
\quad j=1, \ldots, k
\end{gathered}
$$

We will solve next equation (3.65) for $\psi$ as a linear operator

$$
\psi=\Psi(\Phi, h)
$$

where $\Phi$ denotes the $k$-tuple $\Phi=\left(\tilde{\phi}_{1}, \ldots, \tilde{\phi}_{k}\right)$. To this end let us consider first the problem

$$
\begin{equation*}
\Delta \psi-(2-\Theta) \psi=g \quad \text { in } \mathbb{R}^{2} \tag{3.76}
\end{equation*}
$$

where

$$
\Theta=3\left(1-\sum_{j=1}^{k} \eta_{j}^{-}\right)\left(1-w^{2}\right)
$$

Observe that if the number $d_{*}$ is large enough then $\Theta$ is uniformly small, indeed $\Theta=o(1)$ as $\alpha \rightarrow 0$. Let us assume that $g$ satisfies

$$
|g(x, z)| \leq A \sum_{j=1}^{k} e^{-\mu\left|x-\mathrm{f}_{j \alpha}(z)\right|-\theta \alpha|z|}
$$

for some $0 \leq \mu<\sqrt{2}$. Then, given that if $d_{*}$ is sufficiently large then number $\theta$ is small, and also that (2.2), (2.11) holds, the use of barriers and elliptic estimates proves that this problem has a unique bounded solution with

$$
|\nabla \psi(x, z)|+|\psi(x, z)| \leq C \sum_{j=1}^{k} e^{-\mu\left|x-f_{j}(z)\right|-\theta \alpha|z|}
$$

Thus if we take

$$
g=\left(1-\sum_{j=1}^{k} \eta_{j}\right) h-\sum_{j=1}^{k}\left(2 \nabla \eta_{j} \nabla \tilde{\phi}_{j}+\Delta \eta_{j} \tilde{\phi}_{j}\right)
$$

we clearly have that

$$
\begin{gathered}
|g(x, z)| \leq C\left[\|h\|_{\sigma, \theta \alpha, *}+o(1) \sum_{j=1}^{k}\left(\left\|\tilde{\phi}_{j}\right\|_{\sigma, \theta \alpha, j}+\left\|\nabla \tilde{\phi}_{j}\right\|_{\sigma, \theta \alpha, j}\right)\right] \\
\times \sum_{j=1}^{k} e^{-\mu\left|x-f_{j}(z)\right|-\theta \alpha|z|}
\end{gathered}
$$

and hence equation (3.65) has a unique bounded solution

$$
\psi=\Psi(\Phi, h)
$$

which defines a linear operator in its argument and satisfies the estimate

$$
\begin{gather*}
|\Psi(\Phi, h)| \leq C\left[\|h\|_{\sigma, \theta \alpha, *}+o(1) \sum_{j=1}^{k}\left(\left\|\tilde{\phi}_{j}\right\|_{\sigma, \theta \alpha, j}+\left\|\nabla \tilde{\phi}_{j}\right\|_{\sigma, \theta \alpha, j}\right)\right] \\
\times \sum_{j=1}^{k} e^{-\mu\left|x-f_{j}(z)\right|-\theta \alpha|z|} \tag{3.77}
\end{gather*}
$$

In addition, we find that

$$
\begin{align*}
& \|\Psi(\Phi, h)\|_{\sigma, \theta \alpha, *}+\|\nabla \Psi(\Phi, h)\|_{\sigma, \theta \alpha, *} \\
& \quad \leq C\left[\|h\|_{\sigma, \theta \alpha, *}+o(1) \sum_{j=1}^{k}\left(\left\|\tilde{\phi}_{j}\right\|_{\sigma, \theta \alpha, j}+\left\|\nabla \tilde{\phi}_{j}\right\|_{\sigma, \theta \alpha, j}\right)\right] \tag{3.78}
\end{align*}
$$

Now we have the ingredients to solve the full system (3.64)-(3.65). Accordingly to (3.75) we obtain a solution if we solve the following system in $\Phi=\left(\tilde{\phi}_{1}, \ldots, \tilde{\phi}_{k}\right)$

$$
\begin{equation*}
\tilde{\phi}_{j}+T_{j}\left(r_{j} \tilde{\phi}_{j}-g_{j}(\Psi(\Phi, 0))\right)=T_{j}\left(h_{j}+g_{j}(\Psi(0, h))\right), \quad j=1, \ldots, k \tag{3.79}
\end{equation*}
$$

where functions $g_{j}(\Phi)$ are defined in (3.75). We consider this system defined in the space $X$ of all $C^{1}$ functions $\Phi$ such that the norm

$$
\|\Phi\|_{X}:=\sum_{j=1}^{k}\left\|\nabla \tilde{\phi}_{j}\right\|_{\sigma, \theta \alpha, j}+\left\|\tilde{\phi}_{j}\right\|_{\sigma, \theta \alpha, j}
$$

is finite. System (3.79) can be written as

$$
\Phi+\mathrm{A}(\Phi)=\mathrm{B}(h)
$$

where A and B are linear operators. Thanks to the estimates derived for the operators $T_{j}$ and the bound (3.77) we see that

$$
\|\mathrm{B}(h)\|_{X} \leq C\|h\|_{\sigma, \theta \alpha, *} .
$$

On the other hand we have that

$$
\|\mathrm{A}(\Phi)\|_{X} \leq C\left[\sum_{j=1}^{k}\left\|g_{j}(\Psi(\Phi, 0))\right\|_{\sigma, \theta \alpha, j}+\sum_{j=1}\left\|r_{j} \tilde{\phi}_{j}\right\|_{\sigma, \theta \alpha, j}\right]
$$

Using estimates (3.77) and (3.78) we find

$$
\begin{equation*}
\sum_{j=1}^{k}\left\|g_{j}(\Psi(\Phi, 0))\right\|_{\sigma, \theta \alpha, j} \leq o(1)\|\Phi\|_{X} \tag{3.80}
\end{equation*}
$$

From the definition of $r_{j}$ and (2.15) we get $\left\|r_{j}\right\|_{\infty}=o(1)$ which implies

$$
\sum_{j=1}^{k}\left\|r_{j} \tilde{\phi}_{j}\right\|_{\sigma, \theta \alpha, j} \leq o(1)\|\Phi\|_{X}
$$

Summarizing the last estimates we obtain

$$
\|\mathrm{A}(\Phi)\|_{X} \leq o(1)\|\Phi\|_{X}
$$

hence the operator A is a uniformly small operator in the norm $\|\cdot\|_{X}$ provided that $\alpha$ is sufficiently small. We conclude that system (3.79) has a unique solution $\Phi=\Phi(h)$, which in addition is a linear operator of $h$ such that

$$
\|\Phi(h)\|_{X} \leq C\|h\|_{\sigma, \theta \alpha, *} .
$$

Thus we get a solution to problem (3.56) by setting

$$
\begin{equation*}
\phi=\sum_{j=1}^{k} \eta_{j} \tilde{\phi}_{j}(h)+\left(1-\sum \eta_{j}^{-}\right) \Psi(\Phi(h), h) . \tag{3.81}
\end{equation*}
$$

Using (3.68) we get $\rho_{j} \phi=\rho_{j} \tilde{\phi}_{j}$ hence from and (3.67) we obtain (3.59). Estimate (3.60) follows directly from (3.74). The proof of the proposition is complete.

## 4. The nonlinear projected problem

4.1. Solvability. Let us recall (see section 2.3) that our goal is to find a solution of the problem

$$
\begin{align*}
& \mathrm{L}(\phi)=S(w)+N(\phi)+\sum_{j=1}^{k} c_{j}(z) \mathrm{H}_{j, x} \eta_{j}, \quad \text { in } \mathbb{R}^{2},  \tag{4.1}\\
& \quad \int_{\mathbb{R}} \phi(x, z) \mathrm{H}_{j, x} \rho_{j} d x=0, \quad \forall z \in \mathbb{R}, \quad j=1, \ldots k
\end{align*}
$$

As we have shown already in Lemma 2.1:

$$
\begin{equation*}
\|S(w)\|_{\sigma, \theta \alpha, *} \leq C \alpha^{2(1-\sigma)} \tag{4.2}
\end{equation*}
$$

where $\theta$ is as in (2.2), (2.11) and $\sigma \in\left(0, \frac{2 \sqrt{2}-1}{2 \sqrt{2}}\right)$. We will establish next that the nonlinear problem (4.1) is solvable with similar estimates to those obtained in Proposition in 3.2 for problem (3.56) with $h=S(w)$, namely we show the following result.

Proposition 4.1. There exist positive numbers $\alpha_{0}, \delta_{0}, \sigma_{0}$, such that for any number $\sigma \in\left(0, \sigma_{0}\right), \alpha \in\left[0, \alpha_{0}\right)$ and any f , satisfying constraints (2.2)-(2.11), Problem (4.1) has a solution $\phi$ with $\|\phi\|_{\sigma, \theta \alpha, *} \leq C_{\sigma^{\prime}} \alpha^{2-2 \sigma^{\prime}}$, where $\sigma^{\prime} \in\left(\sigma, \frac{2 \sqrt{2}-1}{2 \sqrt{2}}\right)$ such that

$$
\begin{equation*}
\int_{\mathbb{R}} \phi(x, z) \mathrm{H}_{j, x}(x, z) \rho_{j}(x, z) d x=0 \tag{4.3}
\end{equation*}
$$

The coefficients $c_{j}$ can be estimated as follows:

$$
\begin{equation*}
\sum_{j=1}^{k}\left|c_{j}(z)\right| \leq C_{\sigma^{\prime}} \alpha^{2-2 \sigma^{\prime}} e^{-\theta \alpha|z|} \tag{4.4}
\end{equation*}
$$

In addition, if functions $f_{j \alpha}, h_{j \alpha}$ are even functions of $z$ then so is $\phi$.
Proof. Let us observe that we obtain a solution of the problem (4.1) if we solve the fixed point problem

$$
\begin{equation*}
\phi=\mathrm{T}(S(w)-N(\phi)):=\mathcal{M}(\phi), \tag{4.5}
\end{equation*}
$$

where T is the operator found in Proposition 3.2. Assume that $\left\|\phi_{j}\right\|_{\sigma, \theta \alpha, *}<1$, $j=1,2$. We have that

$$
\left|N\left(\phi_{2}\right)-N\left(\phi_{1}\right)\right| \leq C\left(\left|\phi_{1}\right|+\left|\phi_{2}\right|\right)\left|\phi_{2}-\phi_{1}\right|
$$

and hence

$$
\begin{equation*}
\left\|N\left(\phi_{2}\right)-N\left(\phi_{1}\right)\right\|_{\sigma, \theta \alpha, *} \leq C\left(\left\|\phi_{1}\right\|_{\sigma, \theta \alpha, *}+\left\|\phi_{2}\right\|_{\sigma, \theta \alpha, *}\right)\left\|\phi_{2}-\phi_{1}\right\|_{\sigma, \theta \alpha, *} \tag{4.6}
\end{equation*}
$$

in particular

$$
\|N(\phi)\|_{\sigma, \theta \alpha, *} \leq\|\phi\|_{\sigma, \theta \alpha, *}^{2}
$$

Then, from (4.2), the following holds: for each fixed $\sigma^{\prime} \in\left(\sigma, \frac{2 \sqrt{2}-1}{2 \sqrt{2}}\right)$ there exists a number $\nu>0$ such that for all small $\alpha$ the operator $\mathcal{M}$ is a contraction mapping in a region of the form

$$
\mathrm{B}=\left\{\phi /\|\phi\|_{\sigma, \theta \alpha, *} \leq \nu \alpha^{2-2 \sigma^{\prime}}\right\}
$$

and hence a solution of the fixed point problem (4.5) in B exists. Furthermore $\phi$ solves (4.1), and by (3.59) we find that $\phi$ satisfies (4.3). The proof of the proposition is complete.
4.2. Lipschitz dependence on the parameters. Now we will consider the the dependence of the solution $\phi$ of (4.1) on the function-parameters $h_{j \alpha}, j=1, \ldots, k$ (we recall that functions $f_{j \alpha}$ are fixed). For convenience we will denote

$$
\mathbf{f}_{\alpha}=\left(f_{1 \alpha}, \ldots, f_{k \alpha}\right), \quad \mathbf{h}_{\alpha}=\left(h_{1 \alpha}, \ldots, h_{k \alpha}\right)
$$

More specifically we are interested in establishing the Lipschitz character of $\phi$ as a function of variables $\left(\mathrm{h}_{\alpha}^{\prime \prime}, \mathrm{h}_{\alpha}^{\prime}, \mathrm{h}_{\alpha}\right)$. We will begin with the observation that the error term $S(w)$ can be written as follows:

$$
\begin{aligned}
S(w) & =\sum_{j=1}^{k} \Delta_{x, z} H_{j}+F^{\prime}(w) \\
& =E_{1}\left(\mathrm{~h}_{\alpha}^{\prime \prime}, \mathrm{h}_{\alpha}^{\prime}, \mathrm{h}_{\alpha}\right)+E_{2}\left(\mathrm{~h}_{\alpha}\right)
\end{aligned}
$$

where

$$
E_{1}=\sum_{j=1}^{k}\left[\Delta_{x, z} H_{j}+F\left(H_{j}\right)\right]=\sum_{j=1}^{k} E_{1 j}\left(h_{j \alpha}^{\prime \prime}, h_{j \alpha^{\prime}}, h_{j \alpha}\right)
$$

Observe that functions $E_{1 j}$ depend linearly on $h_{j \alpha}^{\prime \prime}$ and are quadratic functions of $h_{j \alpha}^{\prime}$ (see (2.8)-(2.9) and (2.18)-(2.19)). Another observation we make is that to establish the Lipschitz dependence of $\phi$ it suffices to vary one parameter at a time. Thus we will consider functions $h_{j}$ such that

$$
\begin{equation*}
\left\|h_{j}^{\prime \prime} e^{\theta|z|}\right\|_{\infty}+\left\|h_{j}^{\prime} e^{\theta|z|}\right\|_{\infty}+\left\|h_{j}\right\|_{\infty}<\bar{\delta}, \quad j=1, \ldots, k \tag{4.7}
\end{equation*}
$$

We will denote $h_{j \alpha}(z)=h_{j}(\alpha z), \mathrm{h}_{\alpha}=\left(h_{1 \alpha}, \ldots, h_{k \alpha}\right)$, etc. Also we will denote

$$
\frac{d}{d z} h_{j \alpha}=h_{j \alpha}^{\prime}=\alpha h_{j}^{\prime}(\alpha z), \quad \frac{d^{2}}{d z^{2}} h_{j \alpha}=h_{j \alpha}^{\prime \prime}=\alpha^{2} h_{j}^{\prime \prime}(\alpha z)
$$

We observe that the error terms $E_{1}$, and $E_{2}$ can be thought of as functions of $\mathrm{h}_{\alpha}^{\prime \prime}, \mathrm{h}_{\alpha}^{\prime}, \mathrm{h}_{\alpha}$, and the same applies for the solution $\phi$ of (4.1). Thus we will further write:

$$
E_{1}=E_{1}\left(\mathrm{~h}_{\alpha}^{\prime \prime}, \mathrm{h}_{\alpha}^{\prime}, \mathrm{h}_{\alpha}\right), \quad E_{2}=E_{2}\left(\mathrm{~h}_{\alpha}\right), \quad \phi=\phi\left(\mathrm{h}_{\alpha}^{\prime \prime}, \mathrm{h}_{\alpha}^{\prime}, \mathrm{h}_{\alpha}\right)
$$

etc., whenever convenient. Given $h_{\alpha}$ function $\phi$ solves the following problem (c.f. (4.1)):

$$
\begin{gather*}
\mathrm{L}_{\mathrm{h}_{\alpha}}(\phi)=E_{1}\left(\mathrm{~h}_{\alpha}^{\prime \prime}, \mathrm{h}_{\alpha}^{\prime}, \mathrm{h}_{\alpha}\right)+E_{2}\left(\mathrm{~h}_{\alpha}\right)+N(\phi)+\sum_{j=1}^{k} c_{j}(z) \mathrm{H}_{j, x} \eta_{j}, \quad \text { in } \mathbb{R}^{2},  \tag{4.8}\\
\int_{\mathbb{R}} \phi(x, z) \mathrm{H}_{j, x} \rho_{j} d x=0, \quad \forall z \in \mathbb{R}, \quad j=1, \ldots k
\end{gather*}
$$

where $\mathbf{f}_{j \alpha}=f_{j \alpha}+h_{j \alpha}, \mathrm{H}_{j, x}(x, z)=H^{\prime}\left(x-\mathbf{f}_{j \alpha}(z)\right)$ and

$$
\mathrm{L}_{\mathrm{h}_{\alpha}}=\Delta+F^{\prime}\left(w\left(\mathrm{~h}_{\alpha}\right)\right)
$$

The solution of this problem can be obtained by the argument of Section 4.1. In fact the analog of Proposition 4.1 yields $\|\phi\|_{\sigma, \theta \alpha, *} \leq C \alpha^{2\left(1-\sigma^{\prime}\right)}$, where $\sigma^{\prime} \in\left(\sigma, \frac{2 \sqrt{2}-1}{2 \sqrt{2}}\right)$.

We will consider functions $\mathrm{h}_{\alpha i}, i=1,2$ such that

$$
\begin{equation*}
\alpha^{2}\left\|\mathrm{~h}_{\alpha 1}-\mathrm{h}_{\alpha 2}\right\|_{\infty}+\alpha\left\|\mathrm{h}_{\alpha 1}^{\prime}-\mathrm{h}_{\alpha 2}^{\prime}\right\|_{\theta \alpha}+\left\|\mathrm{h}_{\alpha 1}^{\prime \prime}-\mathrm{h}_{\alpha 2}^{\prime \prime}\right\|_{\theta \alpha} \leq \bar{\delta} \alpha^{2} \tag{4.9}
\end{equation*}
$$

where $\bar{\delta}>0$ is a fixed small constant (c.f. (2.11)). For convenience we will denote

$$
\left\|\mathrm{h}_{\alpha}\right\|_{\theta \alpha}=\alpha^{2}\left\|\mathrm{~h}_{\alpha}\right\|_{\infty}+\alpha\left\|\mathrm{h}_{\alpha}^{\prime}\right\|_{\theta \alpha}+\left\|\mathrm{h}_{\alpha}^{\prime \prime}\right\|_{\theta \alpha}
$$

Lemma 4.1. Under the assumptions (4.9) we have the following estimates:

$$
\begin{align*}
\left\|E_{1}\left(\mathrm{~h}_{\alpha 1}^{\prime \prime}, \mathrm{h}_{\alpha 1}^{\prime}, \mathrm{h}_{\alpha 1}\right)-E_{1}\left(\mathrm{~h}_{\alpha 1}^{\prime \prime}, \mathrm{h}_{\alpha 1}^{\prime}, \mathrm{h}_{\alpha 1}\right)\right\|_{\sigma \theta \alpha, *} & \leq C \alpha^{-2 \sigma^{\prime}}\left\|\mathrm{h}_{\alpha 1}-\mathrm{h}_{\alpha 2}\right\|_{\theta \alpha}  \tag{4.10}\\
\left\|E_{2}\left(\mathrm{~h}_{\alpha 1}\right)-E_{2}\left(\mathrm{~h}_{\alpha 2}\right)\right\|_{\sigma, \theta \alpha, *} & \leq C \alpha^{2\left(1-\sigma^{\prime}\right)}\left\|\mathrm{h}_{\alpha 1}-\mathrm{h}_{\alpha 2}\right\|_{\infty} \tag{4.11}
\end{align*}
$$

The proof of this Lemma follows the lines of the proof of Lemma 2.1 and is omitted here.

In what follows we will emphasize the dependence of $\phi$ and $c_{j}$ on parameters by writing

$$
\begin{align*}
\phi^{(i)} & =\phi\left(\mathrm{h}_{\alpha i}^{\prime \prime}, \mathrm{h}_{\alpha i}^{\prime}, \mathrm{h}_{\alpha i}\right), \\
c_{j}^{(i)} & =c_{j}^{(i)}\left(\mathrm{h}_{\alpha i}^{\prime \prime}, \mathrm{h}_{\alpha i}^{\prime}, \mathrm{h}_{\alpha i}\right), \text { etc. } \tag{4.12}
\end{align*}
$$

Proposition 4.2. Let $\phi$, be the solution of (4.8). Then functions $\phi$ and $c_{j}$ for $j=1, \ldots, k$, are continuous with respect to the parameters $\mathrm{h}_{\alpha}^{\prime \prime}, \mathrm{h}_{\alpha}^{\prime}, \mathrm{h}_{\alpha}$. Moreover assuming (4.9), with the notation (4.12) we have the following estimates

$$
\begin{equation*}
\left\|\phi^{(1)}-\phi^{(2)}\right\|_{\sigma, \theta_{0} \alpha, *}+\left\|\nabla\left(\phi^{(1)}-\nabla \phi^{(2)}\right)\right\|_{\sigma, \theta_{0} \alpha, *} \leq C \alpha^{-2 \sigma^{\prime}}\left\|\mathrm{h}_{\alpha 1}-\mathrm{h}_{\alpha 2}\right\|_{\theta_{0} \alpha} \tag{4.13}
\end{equation*}
$$ where $\sigma^{\prime} \in\left(\sigma, \frac{2 \sqrt{2}-1}{2 \sqrt{2}}\right)$.

Proof. With the notations in (4.12) we have that $\phi^{(i)}, i=1,2$ is the solution of the following problem in $\mathbb{R}^{2}$ :

$$
\begin{equation*}
\mathrm{L}_{\mathrm{h}_{\alpha i}}\left(\phi^{(i)}\right)=E_{1}^{(i)}+E_{2}^{(i)}-N\left(\phi^{(i)}\right)+\sum_{j=1}^{k} c_{j}^{(i)}(z) \mathrm{H}_{j, x}^{(i)} \eta_{j}^{(i)} \tag{4.14}
\end{equation*}
$$

In terms of the operator $\mathrm{T}^{(i)}$ defined in Proposition 3.2, we can write $\phi^{(i)}$ as the solution of the fixed point problem:

$$
\begin{equation*}
\phi^{(i)}=\mathrm{T}^{(i)}\left(S\left(w^{(i)}\right)-N\left(\phi^{(i)}\right)\right) \tag{4.15}
\end{equation*}
$$

In order to estimate the difference $\phi^{(1)}-\phi^{(2)}$ we need first to analyze the Lispchitz dependence of the operator $\mathrm{T}^{(i)}$ on the function parameters $\mathrm{h}_{\alpha i}$ and their derivatives. Let $h$ be a given function satisfying $\|h\|_{\sigma, \theta_{0} \alpha, *}<+\infty$. Let us denote

$$
\varphi^{(i)}=\mathrm{T}^{(i)}(h),
$$

Using the same notation as in the proof of Proposition 3.2 we get

$$
\begin{equation*}
\varphi^{(i)}=\sum_{j=1}^{k} \eta_{j}^{(i)} \tilde{\varphi}_{j}^{(i)}(h)+\left(1-\sum \eta_{j}^{(i)-}\right) \Psi^{(i)}\left(\Phi^{(i)}(h), h\right) \tag{4.16}
\end{equation*}
$$

where functions $\tilde{\varphi}_{j}^{(i)}$ solve system (3.79), and $\Phi^{(i)}=\left(\tilde{\varphi}_{1}^{(i)}, \ldots, \tilde{\varphi}_{k}^{(i)}\right)$. Clearly the Lipschitz dependence of $\mathrm{T}^{(i)}$ on the parameters depends on the Lipschitz dependence
of the operator $\Psi^{(i)}$ as well as the functions $\tilde{\varphi}_{j}^{(i)}, j=1, \ldots, k$. This is the issue to which we turn our attention now. Let us denote

$$
\Theta^{(i)}=3\left(1-\sum_{j=1}^{k} \eta_{j}^{(i)-}\right)\left(1-\left(w^{(i)}\right)^{2}\right)
$$

and

$$
g^{(i)}=\left(1-\sum_{j=1}^{k} \eta_{j}^{(i)}\right) h-\sum_{j=1}^{k}\left(2 \nabla \eta_{j}^{(i)} \nabla \tilde{\varphi}_{j}^{(i)}+\Delta \eta_{j}^{(i)} \tilde{\varphi}_{j}^{(i)}\right)
$$

Then $\Psi^{(i)}\left(\Phi^{(i)}, h\right)$ is defined by (see 3.76)

$$
\begin{equation*}
\Delta \Psi^{(i)}-\left(2-\Theta^{(i)}\right) \Psi^{(i)}=g^{(i)} \quad \text { in } \mathbb{R}^{2} . \tag{4.17}
\end{equation*}
$$

Writing the difference as $\bar{\Psi}=\Psi^{(1)}-\Psi^{(2)}$ we get:

$$
\Delta \bar{\Psi}-2 \bar{\Psi}=\Theta^{(1)} \Psi^{(1)}-\Theta^{(2)} \Psi^{(2)}+g^{(1)}-g^{(2)}
$$

If $q(s)$ denotes a smooth real function and if we set $q_{j}^{(i)}=q\left(x-f_{j \alpha}-h_{j \alpha}^{(i)}\right)$ (as suggested by the form of a typical term involved in the expression for $g^{(i)}$ ) then:

$$
\begin{equation*}
\left|q^{(1)}-q^{(2)}\right| \leq\left\|\mathrm{h}_{\alpha 1}-\mathrm{h}_{\alpha 2}\right\|_{\infty}\|\nabla q\|_{\infty} \tag{4.18}
\end{equation*}
$$

From this it follows:

$$
\begin{align*}
\left\|g^{(1)}-g^{(2)}\right\|_{\sigma, \theta \alpha, *} \leq & C d_{*}^{-1}\left\|\mathrm{~h}_{\alpha 1}-\mathrm{h}_{j \alpha 2}\right\|_{\infty} \\
& \times\left(\|h\|_{\sigma, \theta, *}+d_{*}^{-1}\left[\left\|\tilde{\varphi}^{(1)}\right\|_{\sigma, \theta \alpha, *}+\left\|\nabla \tilde{\varphi}^{(1)}\right\|_{\sigma, \theta \alpha, *}\right]\right)  \tag{4.19}\\
+ & C d_{*}^{-1}\left[\left\|\tilde{\varphi}^{(1)}-\tilde{\varphi}^{(2)}\right\|_{\sigma, \theta \alpha, *}+\left\|\nabla \tilde{\varphi}^{(1)}-\nabla \tilde{\varphi}^{(2)}\right\|_{\sigma, \theta \alpha, *}\right]
\end{align*}
$$

(see (3.73) for the definition of $\|\cdot\|_{\sigma, \theta \alpha, j}$.) In a similar manner we can estimate:

$$
\begin{align*}
\left\|\Theta^{(1)} \Psi^{(1)}-\Theta^{(2)} \Psi^{(2)}\right\|_{\sigma, \theta \alpha, *} \leq & \left\|\Theta^{(1)}-\Theta^{(2)}\right\|_{\infty}\left\|\Psi^{(1)}\right\|_{\sigma, \theta \alpha, *}  \tag{4.20}\\
& \quad+\left\|\Theta^{(2)}\right\|_{\infty}\left\|\Psi^{(1)}-\Psi^{(2)}\right\|_{\sigma, \theta \alpha, *} \\
\leq & o(1)\left\|\mathrm{h}_{\alpha 1}-\mathrm{h}_{\alpha 1}\right\|_{\infty}\left\|\Psi^{(1)}\right\|_{\sigma, \theta \alpha, *}+o(1)\|\bar{\Psi}\|_{\sigma, \theta \alpha, *}
\end{align*}
$$

Using then a standard comparison argument and (3.78) we get

$$
\begin{align*}
\|\bar{\Psi}\|_{\sigma, \theta \alpha, *}+\|\nabla \bar{\Psi}\|_{\sigma, \theta \alpha, *} \leq & o(1)\left\|\mathrm{h}_{\alpha 1}-\mathrm{h}_{\alpha 2}\right\|_{\infty}  \tag{4.21}\\
& \times\left(\|h\|_{\sigma, \theta \alpha, *}+d_{*}^{-1}\left[\left\|\tilde{\varphi}^{(1)}\right\|_{\sigma, \theta \alpha, *}+\left\|\nabla \tilde{\varphi}^{(1)}\right\|_{\sigma, \theta \alpha, *}\right]\right) \\
+ & o(1)\left[\left\|\tilde{\varphi}^{(1)}-\tilde{\varphi}^{(2)}\right\|_{\sigma, \theta \alpha, *}+\left\|\nabla \tilde{\varphi}^{(1)}-\nabla \tilde{\varphi}^{(2)}\right\|_{\sigma, \theta \alpha, *}\right]
\end{align*}
$$

Let us now recall (c.f. (3.75)) that functions $\tilde{\varphi}_{j}^{(i)}$ that appear in formula (4.16) satisfy

$$
\begin{align*}
& \tilde{\varphi}_{j}^{(i)}+T_{j}^{(i)}\left(r_{j}^{(i)} \tilde{\varphi}_{j}^{(i)}\right)=T_{j}^{(i)}\left(h_{j}^{(i)}+g_{j}^{(i)}\left(\psi^{(i)}\right)\right), \text { where } \\
& g_{j}^{(i)}\left(\psi^{(i)}\right)=\eta_{j}^{-(i)} \psi^{(i)}\left[F^{\prime}\left(\mathrm{H}_{j}^{(i)}\right)-3\left(1-\left(w^{(i)}\right)^{2}\right)+r_{j}^{(i)}+2\right. \\
&  \tag{4.22}\\
& \left.-3\left(1-\sum_{m=1}^{k} \eta_{m}^{-(i)}\right)\left(1-\left(w^{(i)}\right)^{2}\right)\right] \\
& -2 \nabla \psi^{(i)} \nabla \eta_{j}^{-(i)}-\Delta \eta_{j}^{-(i)} \psi^{(i)} \\
& j=1, \ldots, k, \quad i=1,2
\end{align*}
$$

and

$$
h_{j}^{(i)}=\eta_{j}^{+(i)} h, \quad r_{j}^{(i)}=\eta_{j}^{+(i)}\left[F^{\prime}\left(\mathrm{H}_{j}^{(i)}\right)-F^{\prime}\left(w^{(i)}\right)\right], \quad \psi^{(i)}=\Psi^{(i)}\left(\Phi^{(i)}(h), h\right)
$$

As it can be seen from (4.20)-(4.22) we need to analyze the Lipschitz character of the operators $T_{j}^{(i)}$, where we say that $T_{j}^{(i)}(h)=\varphi_{j}^{(i)}$, if $\varphi_{j}^{(i)}$ is a unique solution of (3.66)-(3.67). Using the linear operators $L_{j}^{(i)}$, where

$$
L_{j}^{(i)}\left(\varphi_{j}^{(i)}\right)=\Delta \varphi_{j}^{(i)}+F^{\prime}\left(H\left(x-f_{j \alpha}-h_{j \alpha}^{(i)}\right)\right) \varphi_{j}^{(i)}
$$

we can write:

$$
L_{j}^{(1)}\left(\varphi_{j}^{(1)}-\varphi_{j}^{(2)}\right)=c_{j}^{(1)} \mathrm{H}_{j, x}^{(1)}-c_{j}^{(2)} \mathrm{H}_{j, x}^{(2)}+\left(L_{j}^{(2)}-L_{j}^{(1)}\right) \varphi_{j}^{(2)} .
$$

To use the theory developed for the a priori estimates for the operator $L_{j}^{(1)}$ we denote

$$
a_{j}=\frac{\int_{\mathbb{R}}\left(\varphi_{j}^{(2)}-\varphi_{j}^{(1)}\right) \mathrm{H}_{j, x}^{(1)} \rho_{j}^{(1)} d x}{\int_{\mathbb{R}}\left(\mathrm{H}_{j, x}^{(1)}\right)^{2} \rho_{j}^{(1)} d x}
$$

so that function $\bar{\varphi}_{j}=\varphi_{j}^{(1)}-\varphi_{j}^{(2)}+a_{j} H_{j, x}^{(1)}$ satisfies:

$$
\begin{align*}
& L_{j}^{(1)} \bar{\varphi}_{j}=-c_{j}^{(2)}\left(\mathrm{H}_{j, x}^{(2)}-\mathrm{H}_{j, x}^{(1)}\right)+\left(L_{j}^{(2)}-L_{j}^{(1)}\right) \varphi_{j}^{(2)}+L_{j}^{(1)}\left(a_{j} \mathrm{H}_{j, x}^{(1)}\right) \\
&+\left(c_{j}^{(1)}-c_{j}^{(2)}\right) \mathrm{H}_{j, x}^{(1)}  \tag{4.23}\\
& \int_{\mathbb{R}} \bar{\varphi}_{j} \mathrm{H}_{j, x}^{(1)} \rho_{j}^{(1)} d x=0
\end{align*}
$$

Notice that the first equation in (4.23) can be written in the form

$$
L_{j}^{(1)} \bar{\varphi}_{j}=\bar{h}_{j}+\bar{c}_{j} \mathrm{H}_{j, x}^{(1)},
$$

where

$$
\begin{aligned}
\bar{h}_{j} & =-c_{j}^{(2)}\left(\mathrm{H}_{j, x}^{(2)}-\mathrm{H}_{j, x}^{(1)}\right)+\left(L_{j}^{(2)}-L_{j}^{(1)}\right) \varphi_{j}^{(2)}+a_{j} L_{j}^{(1)}\left(\mathrm{H}_{j, x}^{(1)}\right)+2 a_{j, z} \mathrm{H}_{j, x z}^{(1)} \\
\bar{c}_{j} & =\left(c_{j}^{(1)}-c_{j}^{(2)}+a_{j, z z}\right) .
\end{aligned}
$$

As a consequence, function $\bar{\varphi}_{j}$, as a unique solution of (4.23), can be estimated in terms of the norm of $\bar{h}_{j}$ only. Using (3.60) we have

$$
\left\|c_{j}^{(2)}\left(\mathrm{H}_{j, x}^{(2)}-\mathrm{H}_{j, x}^{(1)}\right)\right\|_{\sigma, \theta \alpha, j} \leq C\left\|\mathrm{~h}_{\alpha 1}-\mathrm{h}_{\alpha 2}\right\|_{\infty}\|h\|_{\sigma, \theta \alpha, j} .
$$

(See (3.73) for the definition of $\left.\|\cdot\|_{\sigma, \theta_{0} \alpha, j}\right)$. Similarly we find

$$
\left\|\left(L_{j}^{(2)}-L_{j}^{(1)}\right) \varphi_{j}^{(2)}\right\|_{\sigma, \theta \alpha, j} \leq C\left\|\mathrm{~h}_{\alpha 1}-\mathrm{h}_{\alpha 2}\right\|_{\infty}\|h\|_{\sigma, \theta \alpha, j}
$$

In order to estimate the last two term in (4.23) we observe:

$$
\begin{aligned}
& \left\|a_{j} L_{j}^{(1)}\left(\mathrm{H}_{j, x}^{(1)}\right)\right\|_{\theta \alpha}+\left\|a_{j, z} \mathrm{H}_{j, x z}^{(1)}\right\|_{\theta \alpha} \\
& \leq C\left(\left\|\varphi_{j}^{(2)}-\varphi_{j}^{(1)}\right\|_{\sigma, \theta \alpha, j}+\left\|\nabla\left(\varphi_{j}^{(2)}-\varphi_{j}^{(1)}\right)\right\|_{\sigma, \theta \alpha, j}\right) \\
& \quad \times\left(\left\|\frac{d}{d z} \mathrm{f}_{j \alpha}\right\|_{\theta \alpha}+\left\|\frac{d^{2}}{d z^{2}} \mathrm{f}_{j \alpha}\right\|_{\theta \alpha}\right) \\
& \leq C \alpha\left(\left\|\varphi_{j}^{(2)}-\varphi_{j}^{(1)}\right\|_{\sigma, \theta \alpha, j}+\left\|\nabla\left(\varphi_{j}^{(2)}-\varphi_{j}^{(1)}\right)\right\|_{\sigma, \theta \alpha, j}\right)
\end{aligned}
$$

Summarizing we get,

$$
\begin{align*}
\left\|\bar{\varphi}_{j}\right\|_{\sigma, \theta \alpha, j} \leq & C\left\|\mathrm{~h}_{\alpha 1}-\mathrm{h}_{\alpha 2}\right\|_{\theta \alpha}\|h\|_{\sigma, \theta \alpha, j} \\
& +C \alpha\left(\left\|\varphi_{j}^{(2)}-\varphi_{j}^{(1)}\right\|_{\sigma, \theta \alpha, j}+\left\|\nabla\left(\varphi_{j}^{(2)}-\varphi_{j}^{(1)}\right)\right\|_{\sigma, \theta \alpha, j}\right) \tag{4.24}
\end{align*}
$$

For future references we also observe that, using the orthogonality condition,

$$
\begin{equation*}
\left\|a_{j}\right\|_{\theta \alpha} \leq C\left\|\mathrm{~h}_{\alpha 1}-\mathrm{h}_{\alpha 2}\right\|_{\infty}\|h\|_{\sigma, \theta \alpha, j} \tag{4.25}
\end{equation*}
$$

Combining (4.24)-(4.25) we find:

$$
\begin{align*}
\left\|\varphi_{j}^{(2)}-\varphi_{j}^{(1)}\right\|_{\sigma, \theta \alpha, j} \leq & C\left\|\mathrm{~h}_{\alpha 1}-\mathrm{h}_{\alpha 2}\right\|_{\infty}\|h\|_{\sigma, \theta \alpha, j} \\
& +C \alpha\left(\left\|\varphi_{j}^{(2)}-\varphi_{j}^{(1)}\right\|_{\sigma, \theta \alpha, j}+\left\|\nabla\left(\varphi_{j}^{(2)}-\varphi_{j}^{(1)}\right)\right\|_{\sigma, \theta \alpha, j}\right) \tag{4.26}
\end{align*}
$$

An estimate similar to (4.26) holds for $\nabla\left(\varphi_{j}^{(2)}-\varphi_{j}^{(1)}\right)$ and thus we get (by definition $\left.\varphi_{j}^{(i)}=T_{j}^{(i)}(h)\right)$ :

$$
\begin{align*}
& \left\|T_{j}^{(1)}(h)-T_{j}^{(2)}(h)\right\|_{\sigma, \theta \alpha, j}+\left\|\nabla\left(T_{j}^{(1)}(h)-T_{j}^{(2)}(h)\right)\right\|_{\sigma, \theta \alpha, j}  \tag{4.27}\\
& \quad \leq C\left\|\mathrm{~h}_{\alpha 1}-\mathrm{h}_{\alpha 2}\right\|_{\infty}\|h\|_{\sigma, \theta \alpha, j}
\end{align*}
$$

Going back to formula (4.14) and using the above we derive at the end the following estimate for the function $\varphi^{(1)}-\varphi^{(2)}$ :

$$
\begin{align*}
& \left\|\varphi^{(1)}-\varphi^{(2)}\right\|_{\sigma, \theta \alpha, *}+\left\|\nabla\left(\varphi^{(1)}-\varphi^{(2)}\right)\right\|_{\sigma, \theta \alpha, *} \\
& \leq C\left\|\mathrm{~h}_{\alpha 1}-\mathrm{h}_{\alpha 2}\right\|_{\infty}\left(\left\|h_{j}^{(1)}\right\|_{\sigma, \theta \alpha, *}+\left\|h_{j}^{(2)}\right\|_{\sigma, \theta \alpha, *}\right)  \tag{4.28}\\
& \quad+C\left\|h_{j}^{(1)}-h_{j}^{(2)}\right\|_{\sigma, \theta \alpha, *}
\end{align*}
$$

Now we use (4.28), (4.15), Proposition 3.2 and Lemma 4.1 to conclude estimate (4.13). This ends the proof of the proposition.

## 5. The final step of the Lyapunov-Schmidt procedure

5.1. Derivation of the reduced problem. In this section we will derive a second order differential system for the location of the interfaces which will guarantee that

$$
\begin{equation*}
c_{j}(z)=0, \quad j=1, \ldots, k \tag{5.1}
\end{equation*}
$$

where $c_{j}$ 's are defined in Proposition 4.1. In order to determine these functions we multiply the first equation in (2.32) by $\rho_{j} \mathrm{H}_{j, x}$ and integrate in $x$ to get

$$
\begin{equation*}
-\int_{\mathbb{R}} S(w) \rho_{j} \mathrm{H}_{j, x} d x+\int_{\mathbb{R}} \mathrm{L}(\phi) \rho_{j} \mathrm{H}_{j, x} d x-\int_{\mathbb{R}} N(\phi) \rho_{j} \mathrm{H}_{j, x} d x=c_{j}(z) \int_{\mathbb{R}} \mathrm{H}_{j, x}^{2} \rho_{j} d x \tag{5.2}
\end{equation*}
$$

where we have used the fact that $\rho_{j} \eta_{j^{\prime}}=\delta_{j j^{\prime}} \rho_{j}, j, j^{\prime}=1, \ldots, k$. As we will see later on that leading order term in the expansion of $c_{j}(z)$ as a function of the parameter $\alpha$ is

$$
\Pi_{j}=-\int_{\mathbb{R}} S(w) \rho_{j} \mathrm{H}_{j, x} d x
$$

Now we will compute this term. Let us notice first that for a fixed $1 \leq j \leq k$ :

$$
\begin{align*}
S(w)= & \Delta_{x, z} H_{j}+F\left(H_{j}\right)  \tag{5.3}\\
& +3\left(1-H_{j}^{2}\right)\left(w-H_{j}\right) \\
& +\sum_{n \neq j}\left[\Delta_{x, z} H_{n}+F\left(H_{n}\right)\right] \\
& +\frac{1}{2} F^{\prime \prime}\left(H_{j}\right)\left(w-H_{j}\right)^{2}-\frac{1}{2} \sum_{n \neq j} F^{\prime \prime}\left(\sigma_{j n}\right)\left(\sigma_{j n}-H_{n}\right)^{2}+\max _{n \neq j} O\left(e^{-3 \sqrt{2}\left|\mathrm{x}_{n}\right|}\right) \\
= & \tilde{S}_{j 1}(w)+\tilde{S}_{j 2}(w)+\tilde{S}_{j 3}(w)+\tilde{S}_{j 4}(w)
\end{align*}
$$

Accordingly we can write,

$$
\begin{aligned}
\Pi_{j}= & -\int_{\mathbb{R}} \tilde{S}_{j 1}(w) \rho_{j} \mathrm{H}_{j, x} d x-\int_{\mathbb{R}} \tilde{S}_{j 2}(w) \rho_{j} \mathrm{H}_{j, x} d x-\int_{\mathbb{R}} \tilde{S}_{j 3}(w) \rho_{j} \mathrm{H}_{j, x} d x \\
& \quad-\int_{\mathbb{R}} \tilde{S}_{j 4}(w) \rho_{j} \mathrm{H}_{j, x} d x \\
= & \tilde{\Pi}_{j 1}+\tilde{\Pi}_{j 2}+\tilde{\Pi}_{j 3}+\tilde{\Pi}_{j 4}
\end{aligned}
$$

Using (2.18) we get

$$
\begin{aligned}
\tilde{\Pi}_{j 1}= & -\alpha^{2} \int_{R}\left[H^{\prime \prime}\left(h_{j \alpha}^{\prime}\right)^{2}-\left(h_{j}^{\prime \prime}+f_{j \alpha}^{\prime \prime}\right) H^{\prime}\right] \mathrm{H}_{j, x} \rho_{j} d x \\
& -\alpha^{2} \int_{R} B_{1}\left(\mathbf{x}_{j}, \mathbf{z}_{j}\right)[H] \mathrm{H}_{j, x} \rho_{j} d x-\alpha^{3} \int_{R} B_{2}\left(\mathrm{x}_{j}, \mathbf{z}_{j}\right)[H] \mathrm{H}_{j, x} \rho_{j} d x
\end{aligned}
$$

where $H=H\left(\mathrm{x}_{j}-h_{j \alpha}(z)\right), h_{j \alpha}(z)=h_{j}(\alpha z)$. From the definition of the Fermi coordinates $\left(\mathrm{x}_{j}, \mathbf{z}_{j}\right)$ in (2.6) we find

$$
\left|x-f_{j \alpha}(z)-\mathrm{x}_{j}\right| \leq C \alpha^{2}\left|\mathrm{x}_{j}\right|
$$

hence,

$$
\begin{equation*}
\left|H^{\prime}\left(\mathrm{x}_{j}-h_{j \alpha}\right)-H^{\prime}\left(x-f_{j \alpha}-h_{j \alpha}\right)\right| \leq C \alpha^{2}\left|\mathrm{x}_{j}\right| e^{-\sqrt{2}\left|\mathrm{x}_{j}\right|} \tag{5.4}
\end{equation*}
$$

Replacing now $H^{\prime}\left(\mathrm{x}_{j}-h_{j \alpha}\right)$ in in the formula for $\tilde{\Pi}_{j 1}$ by $H^{\prime}\left(\left(x-f_{j \alpha}-h_{j \alpha}\right)=\mathrm{H}_{j, x}\right.$ we get:

$$
\begin{equation*}
\tilde{\Pi}_{j 1}=c_{0, \alpha}\left(h_{j \alpha}^{\prime \prime}+f_{j \alpha}^{\prime \prime}\right)+\alpha^{2} M_{1 j}\left(\mathrm{f}_{\alpha}, \mathrm{h}_{\alpha}\right) \tag{5.5}
\end{equation*}
$$

where $\mathrm{f}_{\alpha}(z)=\mathrm{f}(\alpha z), \mathrm{h}_{\alpha}(z)=\mathrm{h}(\alpha z)$ and $\mathrm{f}_{\alpha}=\left(f_{1 \alpha}, \ldots, f_{k \alpha}\right), \mathrm{h}_{\alpha}=\left(h_{1 \alpha}, \ldots, h_{k \alpha}\right)$, and we have denoted:

$$
c_{0, \alpha}=\int_{\mathbb{R}}\left(H^{\prime}\right)^{2} \rho\left(\frac{x}{|\log \alpha|}\right) d x
$$

Since

$$
\rho(t)=\eta_{a}^{b}(t), \quad a=\frac{\sqrt{2}}{2}\left(1-2^{-5}\right), \quad b=\frac{\sqrt{2}}{2}\left(1-2^{-6}\right)
$$

therefore

$$
\begin{equation*}
c_{0, \alpha}=c_{0}\left(1+O\left(\alpha^{2-\mu}\right)\right), \quad c_{0}=\int_{\mathbb{R}}\left(H^{\prime}\right)^{2} d x, \quad \frac{1}{2}>\mu>\frac{1}{2^{5}} . \tag{5.6}
\end{equation*}
$$

Function $M_{1 j}$ defined above satisfies:

$$
\left\|M_{1 j}\right\|_{\theta_{0} \alpha} \leq C\left(\left\|\mathrm{~h}_{\alpha}^{\prime}\right\|_{\theta_{0} \alpha}^{2}+\left\|\mathrm{h}_{\alpha}^{\prime \prime}\right\|_{\theta_{0} \alpha}\right)
$$

where constants $C$ depends on function $\mathrm{f}_{\alpha}$. Furthermore we get

$$
\begin{equation*}
\tilde{\Pi}_{j 2}=-c_{1, \alpha}\left(e^{-\sqrt{2}\left(\mathbf{f}_{j \alpha}-\mathbf{f}_{j-1 \alpha}\right)}-e^{-\sqrt{2}\left(\mathbf{f}_{j+1 \alpha}-\mathbf{f}_{j \alpha}\right)}\right)+P_{1 j}\left(\mathbf{f}_{\alpha}, h_{\alpha}\right) \tag{5.7}
\end{equation*}
$$

where

$$
c_{1, \alpha}=c_{1}\left(1+O\left(\alpha^{1-\mu}\right)\right), \quad c_{1}=3 \int_{\mathbb{R}}\left(1-H^{2}\right) H^{\prime} e^{-\sqrt{2} x} d x
$$

and we recall that $\mathrm{f}_{j \alpha}=f_{j \alpha}+h_{j \alpha}$. Function $P_{1 j}$ can be estimated as follows:

$$
\left|P_{1 j}\left(\mathrm{f}_{\alpha}, \mathrm{h}_{\alpha}\right)\right| \leq C \alpha^{2} \max _{n \neq j} e^{-\sqrt{2}\left|\mathrm{f}_{n \alpha}-\mathrm{f}_{j \alpha}\right|}
$$

Similarly, we get

$$
\begin{aligned}
\left\|\tilde{\Pi}_{j 3}\right\|_{\theta \alpha} & \leq C \alpha\left(\alpha^{2}+\left\|\mathrm{h}_{\alpha}^{\prime}\right\|_{\theta \alpha}^{2}+\left\|\mathrm{h}_{\alpha}^{\prime \prime}\right\|_{\theta \alpha}\right) \\
\left|\tilde{\Pi}_{j 4}\right| & \leq C \max _{n \neq j} e^{-2 \sqrt{2}\left|\mathrm{f}_{n \alpha}-\mathrm{f}_{j \alpha}\right|} \leq C \alpha^{2} \max _{n \neq j} e^{-\sqrt{2}\left|\mathrm{f}_{n \alpha}-\mathrm{f}_{j \alpha}\right|}
\end{aligned}
$$

Now we will consider

$$
\begin{align*}
Q_{1} \equiv \int_{\mathbb{R}} \mathrm{L}(\phi) \rho_{j} \mathrm{H}_{j, x} d x= & \int_{\mathbb{R}}\left[\phi_{x x}+F^{\prime}\left(\mathrm{H}_{j}\right) \phi\right] \rho_{j} \mathrm{H}_{j, x} d x \\
& +\int_{\mathbb{R}} \phi\left[F^{\prime}(w)-F^{\prime}\left(\mathrm{H}_{j}\right)\right] \rho_{j} \mathrm{H}_{j, x} d x  \tag{5.8}\\
& +\int_{\mathbb{R}}\left[-2 \phi_{z}\left(\rho_{j} \mathrm{H}_{j, x}\right)_{z}-\phi\left(\rho_{j} \mathrm{H}_{j, x}\right)_{z z}\right] d x \\
= & Q_{j 1}+Q_{j 2}+Q_{j 3}
\end{align*}
$$

where we have made use of the orthogonality condition satisfied be $\phi$. After an integration by parts in the expression for $Q_{j 1}$ we get

$$
Q_{j 1}=\int_{\mathbb{R}} \phi\left(2 \rho_{j, x} \mathrm{H}_{j, x x}+\rho_{j, x x} \mathrm{H}_{j, x}\right) d x
$$

If $\sigma$ in the definition of the $\|\cdot\|_{\sigma, \theta \alpha, *}$ norm is chosen sufficiently small and $\sigma^{\prime}$ is taken close to $\sigma$ then from Proposition 4.1 it follows:

$$
\begin{equation*}
\left\|Q_{1 j}\right\|_{\theta \alpha} \leq C \alpha^{2+\mu^{\prime}}, \quad 3 / 4>\mu^{\prime}>1 / 2 \tag{5.9}
\end{equation*}
$$

Likewise we get:

$$
\begin{align*}
\left\|Q_{2 j}\right\|_{\theta \alpha} & \leq C \alpha^{2+\mu^{\prime}} \\
\left\|Q_{3 j}\right\|_{\theta \alpha} & \leq C \alpha^{2+\mu^{\prime}}\left(1+\left\|\mathrm{h}_{\alpha}\right\|_{\theta \alpha}\right) \tag{5.10}
\end{align*}
$$

Finally we get:

$$
\begin{equation*}
\left\|R_{j}\right\|_{\theta \alpha} \leq C \alpha^{2+\mu^{\prime}}, \quad \text { where } R_{j}=\int_{\mathbb{R}} N(\phi) \rho_{j} \mathrm{H}_{j, x} d x \tag{5.11}
\end{equation*}
$$

Summarizing these calculations and also taking into account the the results of the previous section we get:

Lemma 5.1. The reduced problem

$$
c_{j}(z)=0, \quad j=1, \ldots, k
$$

is equivalent to the following system of differential equations for functions $\mathbf{f}_{\alpha}=$ $\left(f_{1 \alpha}, \ldots, f_{k \alpha}\right)$ and $\mathrm{h}_{\alpha}=\left(h_{1 \alpha}, \ldots, h_{k, \alpha}\right)$ :

$$
\begin{align*}
c\left(h_{j \alpha}^{\prime \prime}+f_{j \alpha}^{\prime \prime}\right) & -\left(e^{-\sqrt{2}\left[f_{j \alpha}-f_{j-1 \alpha}+h_{j \alpha}-h_{j-1 \alpha}\right]}-e^{-\sqrt{2}\left[f_{j+1 \alpha}-f_{j \alpha}+h_{j+1 \alpha}-h_{j \alpha}\right]}\right)  \tag{5.12}\\
& =\mathcal{M}\left(\mathbf{f}_{\alpha}, \mathrm{h}_{\alpha}\right)
\end{align*}
$$

where $c=c_{0} / c_{1}$ and (nonlinear and nonlocal) function $\mathcal{M}\left(\mathrm{f}_{\alpha}, \mathrm{h}_{\alpha}\right)$ satisfies:

$$
\begin{equation*}
\left\|\mathcal{M}\left(\mathrm{f}_{\alpha}, \mathrm{h}_{\alpha}\right)\right\|_{\theta \alpha} \leq C \alpha^{\mu^{\prime}}\left(\alpha^{2}+\left\|\mathrm{h}_{\alpha}\right\|_{\theta \alpha}\right), \quad \frac{3}{4}>\mu^{\prime}>\frac{1}{2} \tag{5.13}
\end{equation*}
$$

Moreover, if $\mathrm{f}_{\alpha}, \mathrm{h}_{\alpha}$ are even functions of the variable $z$ so is $\mathcal{M}\left(\mathrm{f}_{\alpha}, \mathrm{h}_{\alpha}\right)$. In addition $\mathcal{M}\left(\mathrm{f}_{\alpha}, \mathrm{h}_{\alpha}\right)$ is a Lipschitz function with respect to the second variable and we have:

$$
\begin{equation*}
\left\|\mathcal{M}\left(\mathrm{f}_{\alpha}, \mathrm{h}_{\alpha}^{(1)}\right)-\mathcal{M}\left(\mathrm{f}_{\alpha}, \mathrm{h}_{\alpha}^{(2)}\right)\right\|_{\theta \alpha} \leq C \alpha^{\mu^{\prime}}\left\|\mathrm{h}_{\alpha}^{(1)}-\mathrm{h}_{\alpha}^{(2)}\right\|_{\theta \alpha} . \tag{5.14}
\end{equation*}
$$

5.2. The Toda system and its linearization. We will briefly outline the theory necessary for solving (5.12).

As suggested by the form of (5.12), first we will consider the Toda system for even functions $f_{j}, j=1, \ldots, k$ :

$$
\begin{equation*}
c f_{j}^{\prime \prime}-\left(e^{-\sqrt{2}\left(f_{j}-f_{j-1}\right)}-e^{-\sqrt{2}\left(f_{j+1}-f_{j}\right)}\right)=0, \quad j=1, \ldots, k \tag{5.15}
\end{equation*}
$$

together with the initial conditions

$$
\left\{\begin{array}{l}
f_{j}(0)=x_{0 j},  \tag{5.16}\\
f_{j}^{\prime}(0)=0,
\end{array} \quad j=1, \ldots, k\right.
$$

It is convenient to consider our problem in a slightly more general framework then that of the system (5.15)-(5.16). Thus for given functions $q_{j}(t), p_{j}(t), j=1, \ldots, k$ such that

$$
\sum_{j=1}^{k} q_{j}=\sum_{j=1}^{k} p_{j}=0
$$

we define the Hamiltonian

$$
H=\sum_{j=1}^{k} \frac{p_{j}^{2}}{2}+V, \quad V=\sum_{j=1}^{k-1} e^{\left(q_{j}-q_{j+1}\right)}
$$

We consider the following Toda system

$$
\begin{align*}
\frac{d q_{j}}{d t} & =p_{j} \\
\frac{d p_{j}}{d t} & =-\frac{\partial H}{\partial q_{j}}  \tag{5.17}\\
q_{j}(0) & =q_{0 j}, \quad p_{j}(0)=0 \quad j=1, \ldots, k
\end{align*}
$$

Solutions to (5.17) are of course even. Observe that also that the location of their center of mass remains fixed. Thus to mode out translations we will assume that

$$
\begin{equation*}
\sum_{j=1}^{k} q_{0 j}=0 \tag{5.18}
\end{equation*}
$$

We will now give a more precise of these solutions and in particular their asymptotic behavior as $z \rightarrow \pm \infty$. To this end we will often make use of classical results of Konstant [18] (c.f. [24]) and in particular we will use the explicit formula for the solutions of (5.17) (see formula (7.7.10) in [18]).

We will first introduce some notation. Given numbers $w_{1}, \ldots, w_{k} \in \mathbb{R}$ such that

$$
\begin{equation*}
\sum_{j=1}^{k} w_{j}=0, \quad \text { and } w_{j}>w_{j+1}, \quad j=1, \ldots, k \tag{5.19}
\end{equation*}
$$

we define the matrix

$$
\mathbf{w}_{0}=\operatorname{diag}\left(w_{1}, \ldots, w_{k}\right)
$$

Furthermore, given numbers $g_{1}, \ldots, g_{k} \in \mathbb{R}$ such that

$$
\begin{equation*}
\prod_{j=1}^{k} g_{j}=1, \quad \text { and } g_{j}>0, \quad j=1, \ldots, k \tag{5.20}
\end{equation*}
$$

we define the matrix

$$
\mathbf{g}_{0}=\operatorname{diag}\left(g_{1}, \ldots, g_{k}\right)
$$

The matrices $\mathbf{w}_{0}$ and $\mathbf{g}_{0}$ can be parameterized by introducing the following two sets of parameters

$$
\begin{equation*}
c_{j}=w_{j}-w_{j+1}, \quad d_{j}=\log g_{j+1}-\log g_{j}, \quad j=1, \ldots, k \tag{5.21}
\end{equation*}
$$

Furthermore, we define functions $\Phi_{j}\left(\mathbf{g}_{0}, \mathbf{w}_{0} ; t\right), t \in \mathbb{R}, j=0, \ldots, k$, by

$$
\begin{align*}
& \Phi_{0}=\Phi_{k} \equiv 1 \\
& \Phi_{j}\left(\mathbf{g}_{0}, \mathbf{w}_{0} ; t\right)=  \tag{5.22}\\
& (-1)^{j(k-j)} \sum_{1 \leq i_{i}<\cdots<i_{j} \leq k} r_{i_{1} \ldots i_{j}}\left(\mathbf{w}_{0}\right) g_{i_{1}} \ldots g_{i_{j}} \exp \left[-t\left(w_{i_{1}}+\cdots+w_{i_{j}}\right)\right]
\end{align*}
$$

where $r_{i_{1} \ldots i_{j}}\left(\mathbf{w}_{0}\right)$ are rational functions of the entries of the matrix $\mathbf{w}_{0}$. It is proven in [18] that all solutions of (5.17) are of the form

$$
\begin{equation*}
q_{j}(t)=\log \Phi_{j-1}\left(\mathbf{g}_{0}, \mathbf{w}_{0} ; t\right)-\log \Phi_{j}\left(\mathbf{g}_{0}, \mathbf{w}_{0} ; t\right), \quad j=1, \ldots, k \tag{5.23}
\end{equation*}
$$

Namely, given initial conditions in (5.17) there exist matrices $\mathbf{w}_{0}$ and $\mathbf{g}_{0}$ satisfying (5.19)-(5.20). According to Theorem 7.7.2 of [18], it holds

$$
\begin{equation*}
q_{j}^{\prime}(+\infty)=w_{k+1-j}, \quad q_{j}^{\prime}(-\infty)=w_{j}, \quad j=1, \ldots, k \tag{5.24}
\end{equation*}
$$

We introduce variables

$$
\begin{equation*}
u_{j}=q_{j}-q_{j+1} \tag{5.25}
\end{equation*}
$$

In terms of $\mathbf{u}=\left(u_{1}, \ldots, u_{k-1}\right)$ system (5.17) becomes

$$
\begin{gather*}
\mathbf{u}^{\prime \prime}-M e^{\mathbf{u}}=0 \\
u_{j}(0)=q_{0 j}-q_{0 j+1}, \quad u_{j}^{\prime}(0)=0, \quad j=1, \ldots, k-1 \tag{5.26}
\end{gather*}
$$

where

$$
M=\left(\begin{array}{cccc}
2 & -1 & 0 \cdots & 0 \\
-1 & 2 & -1 \cdots & 0 \\
& & \ddots & \\
0 & \cdots & 2 & -1 \\
0 & \cdots & -1 & 2
\end{array}\right), \quad e^{-\mathbf{u}}=\left(\begin{array}{c}
e^{u_{1}} \\
\vdots \\
e^{u_{k-1}}
\end{array}\right)
$$

As a consequence of (5.22) all solutions to (5.26) are given by

$$
\begin{align*}
u_{j}(t)=q_{j}(t)-q_{j+1}(t)=- & 2 \log \Phi_{j}\left(\mathbf{g}_{0}, \mathbf{w}_{0} ; t\right)+\log \Phi_{j-1}\left(\mathbf{g}_{0}, \mathbf{w}_{0} ; t\right) \\
& +\log \Phi_{j+1}\left(\mathbf{g}_{0}, \mathbf{w}_{0} ; t\right) . \tag{5.27}
\end{align*}
$$

Our next result is the following:
Lemma 5.2. Let $\mathbf{w}_{0}$ be such that

$$
\begin{equation*}
\min _{j=1, \ldots, k-1}\left(w_{j}-w_{j+1}\right)=\vartheta>0 \tag{5.28}
\end{equation*}
$$

Then there holds

$$
u_{j}(t)=\left\{\begin{array}{l}
-c_{k-j} t-d_{k-j}+\tau_{j}^{+}(\mathbf{c})+O\left(e^{-\vartheta|t|}\right), \text { as } t \rightarrow+\infty, \quad j=1, \ldots, k-1  \tag{5.29}\\
c_{j} t+d_{j}+\tau_{j}^{-}(\mathbf{c})+O\left(e^{-\vartheta|t|}\right), \text { as } t \rightarrow-\infty, \quad j=1, \ldots, k-1
\end{array}\right.
$$

where $\tau_{j}^{ \pm}(\mathbf{c})$ are smooth functions of the vector $\mathbf{c}=\left(c_{1}, \ldots, c_{k-1}\right)$.
Proof. This Lemma has been proven in [8]. We include a proof here for completeness. Let $q_{j}, j=1, \ldots, k$ be a solution of the system (5.17) depending on the (matrix valued) parameters $\mathbf{w}_{0}, \mathbf{g}_{0}$ and defined in (5.23). We need to study the asymptotic behavior of $\Phi_{j}\left(\mathbf{w}_{0}, \mathbf{g}_{0} ; t\right)$ as $t \rightarrow \pm \infty$ with the entries of $\mathbf{w}_{0}$ satisfying (5.28) and still undetermined $\mathbf{g}_{0}$.

By (5.22) and (5.19), we get that as $t \rightarrow-\infty$

$$
\Phi_{j}=(-1)^{j(k-j)} r_{1 \ldots j}\left(\mathbf{w}_{0}\right) g_{1} \ldots g_{j} e^{-\left(w_{1}+\cdots+w_{j}\right) t}\left(1+O\left(e^{-\left(w_{j}-w_{j-1}\right) t}\right)\right.
$$

hence

$$
\begin{equation*}
\frac{\Phi_{j+1} \Phi_{j-1}}{\Phi_{j}^{2}}=\frac{g_{j+1} r_{1 \ldots(j-1)}\left(\mathbf{w}_{0}\right) r_{1 \ldots(j+1)}\left(\mathbf{w}_{0}\right) e^{-c_{j} t}}{g_{j} r_{1 \ldots j}^{2}\left(\mathbf{w}_{0}\right)}\left(1+O\left(e^{-\vartheta|t|}\right)\right) \tag{5.30}
\end{equation*}
$$

It follows that as $t \rightarrow-\infty$

$$
\begin{align*}
& u_{j}(t)=\log \left(\frac{\Phi_{j+1} \Phi_{j-1}}{\Phi_{j}^{2}}\right) \\
& \quad=-c_{j} t+\log \left(\frac{g_{j+1} r_{1 \ldots(j-1)}\left(\mathbf{w}_{0}\right) r_{1 \ldots(j+1)}\left(\mathbf{w}_{0}\right)}{g_{j} r_{1 \ldots j}^{2}\left(\mathbf{w}_{0}\right)}\right)+O\left(e^{-\vartheta|t|}\right)  \tag{5.31}\\
& \quad=c_{j} t+d_{j}+\tau_{j}^{-}(\mathbf{c})+O\left(e^{-\vartheta|t|}\right) \tag{5.32}
\end{align*}
$$

where

$$
\tau_{j}^{-}(\mathbf{c})=\log \left(\frac{r_{1 \ldots(j-1)}\left(\mathbf{w}_{0}\right) r_{1 \ldots(j+1)}\left(\mathbf{w}_{0}\right)}{r_{1 \ldots j}^{2}\left(\mathbf{w}_{0}\right)}\right)
$$

Similarly, as $t \rightarrow+\infty$ we get

$$
\begin{align*}
& u_{j}(t)=\log \left(\frac{\Phi_{j+1} \Phi_{j-1}}{\Phi_{j}^{2}}\right) \\
& \quad=\quad-c_{k-j} t-d_{k-j}+\tau_{j}^{+}+O\left(e^{-\vartheta|t|}\right) \tag{5.33}
\end{align*}
$$

where

$$
\tau_{j}^{+}(\mathbf{c})=\log \left(\frac{r_{k+2-j \ldots k}\left(\mathbf{w}_{0}\right) r_{k-j \ldots k}\left(\mathbf{w}_{0}\right)}{r_{k+1-j \ldots k}^{2}\left(\mathbf{w}_{0}\right)}\right)
$$

This ends the proof.

To find a family of solutions parameterized by $\alpha$ starting from a solution of (5.17) we use functions $u_{j}$ and set

$$
\begin{equation*}
u_{j \alpha}(z)=u_{j}(\alpha z)-2 \log \frac{1}{\alpha}-\log \frac{c}{\sqrt{2}} \tag{5.34}
\end{equation*}
$$

Then functions $f_{j \alpha}(z)$ are obtained from the relations

$$
\begin{array}{r}
u_{j \alpha}(z)=\sqrt{2}\left(f_{j \alpha}(z)-f_{j+1 \alpha}(z)\right) \\
\sum_{j=1}^{k} f_{j \alpha}(z)=0 \tag{5.35}
\end{array}
$$

Observe that as a consequence we get that there exist $w_{j}, g_{j}, j=1, \ldots, k$ such that (5.19)-(5.20) holds, that

$$
\min _{j=1, \ldots, k}\left(w_{j}-w_{j+1}\right)=\vartheta>0
$$

and functions $f_{j \alpha}$ satisfy

$$
\begin{align*}
& \left\|f_{j \alpha}^{\prime \prime} e^{\vartheta \alpha|z|}\right\|_{\infty} \leq C \alpha^{2} \\
& f_{j \alpha}^{\prime}(\infty)=\beta_{j}=f_{j \alpha}^{\prime}(-\infty), \quad \text { where } \beta_{j+1}-\beta_{j}=\left(w_{j}-w_{j+1}\right) \alpha>\vartheta \alpha  \tag{5.36}\\
& f_{j \alpha}(z)-f_{j-1 \alpha}(z) \geq \sqrt{2} \log \frac{1}{\alpha}+\frac{1}{\sqrt{2}} \log \frac{c}{\sqrt{2}}
\end{align*}
$$

In this case we take $\theta=\frac{1}{4} \vartheta$. Relations (5.36) are easily seen to be consistent with assumptions (2.1)-((2.2).

Next we will continue with preliminaries needed to solve (5.13). We will study the linearization of the system (5.13) around the solution $\mathbf{f}_{\alpha}$ of the Toda system defined in (5.35) and (5.36). We will always assume that $\alpha>0$ is small and $\theta>0$ is a fixed constant. We are lead to the following linear system

$$
\begin{align*}
& \vec{\phi}^{\prime \prime}-\left(\begin{array}{cccc}
2 e^{u_{1 \alpha}} & -e^{u_{2 \alpha}} & 0 \cdots & 0 \\
-e^{u_{1 \alpha}} & 2 e^{u_{2 \alpha}} & -e^{u_{3 \alpha}} \ldots & 0 \\
0 & & \ddots & \\
0 & \cdots & 2 e^{u_{k-2 \alpha}} & -e^{u_{k-1 \alpha}} \\
0 & \cdots & -e^{u_{k-2 \alpha}} & 2 e^{u_{k-1 \alpha}}
\end{array}\right) \vec{\phi}^{T}=\vec{p}  \tag{5.37}\\
& \vec{\phi}=\left(\phi_{1}, \ldots, \phi_{k-1}\right), \quad \vec{p}=\left(p_{1}, \ldots, p_{k-1}\right),
\end{align*}
$$

where $\vec{p}$ is an even function such that

$$
\begin{equation*}
\|\vec{p}\|_{\theta \alpha} \leq C \alpha^{2+\mu^{\prime}} \tag{5.38}
\end{equation*}
$$

We will analyze the solvability of this problem in the space of even $C^{2}$ functions $\vec{\phi}$ such that

$$
\begin{equation*}
\|\vec{\phi}\|_{\theta \alpha}<\infty \tag{5.39}
\end{equation*}
$$

Lemma 5.3. Let us assume that $\vec{p}$ is an even function of $z$ and that (5.38) holds. Then problem (5.37) has a bounded, even solution $\vec{\phi}=\mathcal{R}[\vec{p}]$. Moreover we have

$$
\begin{align*}
\left\|\mathcal{R}[\vec{p}]^{\prime \prime}\right\|_{\theta \alpha} & \leq C\|\vec{p}\|_{\theta \alpha}  \tag{5.40}\\
\left\|\mathcal{R}\left[\vec{p}_{1}\right]-\mathcal{R}\left[\vec{p}_{2}\right]\right\|_{\theta \alpha} & \leq C\left\|\vec{p}_{1}-\vec{p}_{2}\right\|_{\theta \alpha} \tag{5.41}
\end{align*}
$$

Proof. We first observe that

$$
g_{j} \frac{\partial u_{m \alpha}}{\partial g_{j}}=\alpha\left\{\begin{aligned}
1, & j=m+1, \quad z \rightarrow \infty \\
-1, & j=m, \quad j \rightarrow \infty \\
1, & j=k+2-m, \quad z \rightarrow-\infty \\
-1, & j=k+1-m, \quad z \rightarrow-\infty \\
0, & \text { otherwise }
\end{aligned}\right.
$$

Hence by a transformation we can find a set of linearly independent solutions to the homogenous version of (5.37)

$$
\psi_{1 j \alpha}(z)=\left\{\begin{aligned}
\alpha \vec{e}_{j}, & z \rightarrow \infty \\
-\alpha \vec{e}_{j}, & z \rightarrow-\infty
\end{aligned}\right.
$$

Notice that functions $\psi_{1 j \alpha}$ are odd. Similarly, considering derivatives of $u_{m \alpha}$ with respect to $w_{j}$ we can find solutions of $(5.37), \psi_{2 j}(z), j=1, \ldots, k-1$ which are even and such that

$$
\psi_{2 j \alpha}(t)=\alpha \vec{e}_{j}|z|+O(1)
$$

Functions $\left\{\left(\psi_{1 j}(z), \psi_{1 j}^{\prime}(z)\right),\left(\psi_{2 j}(z), \psi_{2 j}^{\prime}(z)\right)\right\}$ form a fundamental set for the system (5.37). Let us denote the fundamental matrix of the system (5.37) described above by $\Psi_{\alpha}(z)$ and the right hand side of the transformed system by $\vec{q}$. Let us denote also (with some abuse) by $\vec{\phi}$ the solution we are after. We observe that as $z \rightarrow \infty$, matrices $\Psi_{\alpha}, \Psi_{\alpha}^{-1}$ are block matrices of the form

$$
\Psi_{\alpha}(z)=\left(\begin{array}{ll}
\alpha I+o(1) & \alpha z I+O(1)  \tag{5.42}\\
o(1) & \alpha I+o(1)
\end{array}\right), \quad \Psi_{\alpha}^{-1}=\left(\begin{array}{ll}
\alpha I+o(1) & -\alpha z I+O(1) \\
o(1) & \alpha I+o(1)
\end{array}\right)
$$

Let us denote these blocks by $\Psi_{m n \alpha}, \Psi_{m n \alpha}^{-1}, m, n=1,2$, respectively. Then, from variation of parameters formula we get that the solution of our problem has form

$$
\begin{align*}
\left(\vec{\phi}(z), \vec{\phi}^{\prime}(z)\right)= & \Psi_{\alpha}(z) \cdot \int_{0}^{z} \Psi_{\alpha}^{-1}(s) \cdot(\mathbf{0}, \vec{q}(s))^{T} d s  \tag{5.43}\\
& -\left(\Psi_{12 \alpha}(z) \int_{0}^{\infty} \Psi_{22 \alpha}^{-1}(s) \vec{q}(s) d s, \Psi_{22 \alpha}(z) \int_{0}^{\infty} \Psi_{22 \alpha}^{-1}(s) \vec{q}(s) d s\right)
\end{align*}
$$

The key fact which allows us to conclude that the solution given in (5.43) is indeed bounded as $|z| \rightarrow \infty$ is that

$$
\int_{-\infty}^{\infty} \Psi_{22 \alpha}^{-1}(s) \vec{q}(s) d s=0
$$

This follows from the evenness of $\vec{p}$ and hence of $\vec{q}$ and the oddness of $\Psi_{22 \alpha}^{-1}$. Using now (5.43) we can directly estimate

$$
\|\vec{\phi}\|_{\theta \alpha} \leq C\|\vec{q}\|_{\theta \alpha}
$$

from which we infer (5.40). Formula (5.41) follows from the variation of parameters formula as well. The proof of the lemma is complete.
5.3. Resolution of the reduced problem. Now we are in position to solve problem (5.12). First let us fix the solution of the Toda system given by the formula (5.35). Further let us denote

$$
\begin{aligned}
\mathcal{N}_{j}\left(\mathrm{~h}_{\alpha}\right)= & \left(e^{-\sqrt{2}\left[f_{j \alpha}-f_{j-1 \alpha}+h_{j \alpha}-h_{j-1 \alpha}\right]}-e^{-\sqrt{2}\left[f_{j+1 \alpha}-f_{j \alpha}+h_{j+1 \alpha}-h_{j \alpha}\right]}\right) \\
& -\left(e^{-\sqrt{2}\left[f_{j \alpha}-f_{j-1 \alpha}\right]}-e^{-\sqrt{2}\left[f_{j+1 \alpha}-f_{j \alpha}\right]}\right) \\
& -\sqrt{2}\left[e^{-\sqrt{2}\left[f_{j \alpha}-f_{j-1 \alpha}\right]}\left(h_{j \alpha}-h_{j-1 \alpha}\right)-e^{-\sqrt{2}\left[f_{j+1 \alpha}-f_{j \alpha}\right]}\left(h_{j+1 \alpha}-h_{j \alpha}\right)\right],
\end{aligned}
$$

and set $\mathcal{N}=\left(\mathcal{N}_{1}, \ldots, \mathcal{N}_{k}\right)$. Then problem (5.12) can be set up as a fixed point problem for $\mathrm{h}_{\alpha}$ in a ball

$$
B\left(D \alpha^{2+\mu^{\prime}}\right)=\left\{\mathrm{h}_{\alpha} \mid\left\|\mathrm{h}_{\alpha}\right\|_{\theta \alpha}<D \alpha^{2+\mu^{\prime}}\right\}
$$

where $D$ is a large constant depending on the constant $C$ appearing in the estimate (5.13). Indeed assuming that $\mathrm{h}_{\alpha} \in B\left(D \alpha^{2+\mu^{\prime}}\right)$ we get easily

$$
\left\|\mathcal{N}\left(\mathrm{h}_{\alpha}\right)\right\|_{\theta \alpha} \leq C \alpha^{2+2 \mu^{\prime}}
$$

Problem (5.12) after linearization around the fixed solution of the Toda system $f_{\alpha}$ can be put in terms described in previous section by setting

$$
\begin{aligned}
& u_{j \alpha}=\sqrt{2}\left(f_{j \alpha}(z)-f_{j+1 \alpha}(z)\right), \\
& \phi_{j \alpha}=\sqrt{2}\left(h_{j \alpha}(z)-h_{j+1 \alpha}(z)\right), \quad \overrightarrow{\phi_{\alpha}}=\left(\phi_{1 \alpha}, \ldots, \phi_{k \alpha}\right) \\
& p_{j \alpha}=\mathcal{M}_{j}+\mathcal{N}_{j}-\mathcal{M}_{j+1}-\mathcal{N}_{j+1}, \quad \overrightarrow{p_{\alpha}}=\left(p_{1 \alpha}, \ldots, p_{k \alpha}\right) .
\end{aligned}
$$

Using then the operator $\mathcal{R}$ defined in Lemma 5.3 we get the solution of (5.12) by a standard fixed point argument. This completes the construction of the solution of (1.1) described in the statement of Theorem 1.1.
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