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ABSTRACT. We prove that for singular SU(3) Toda systems, the weak limits of
the energy belong to a finite set. For more general systems we prove a uniform
estimate for fully blown-up solutions. Our method uses a selection process and
a careful study of the interaction of bubbling solutions.

1. INTRODUCTION

Systems of elliptic equations in two dimensional spaces with exponential nonlin-
earity are very commonly observed in Physics, Geometry, Chemistry and Biology.
In this article we consider the following general system of equations defined in R2:

(1.1) ∆ui +∑
j∈I

ai jh jeu j = 4πγiδ0, in B1 ⊂ R2 for i ∈ I,

where I = {1, ...,n}, B1 is the unit ball in R2, h1, ...,hn are smooth functions, A =
(ai j)n×n is a constant matrix, γi > −1, δ0 is the Dirac mass at 0. If n = 1 and
a11 = 1, the system (1.1) is reduced to a single Liouville equation, which has vast
background in conformal geometry and Physics. The general system (1.1) is used
for many models in different disciplines of science. If the coefficient matrix A is
non-negative, symmetric and irreducible, (1.1) is called a Liouville system and is
related to models in the theory of chemotaxis [12, 22], in the Physics of charged
particle beams [2, 14, 23], and in the theory of semi-conductors [37]. See [6, 13,
30] and the reference therein for more applications of Liouville systems. If A is the
Cartan matrix An:

An =



2 −1 0 ... 0
−1 2 −1 ... 0
0 −1 2 0
...

...
...

0 . . . −1 2 −1
0 . . . −1 2


,

the system (1.1) is called SU(n+1) Toda system and is related to the non-abelian
gauge in Chern-Simons theory, see [16, 17, 18, 24, 25, 34, 35, 36, 38, 39, 44, 45]
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and the reference therein. There are also many works on the relationship between
SU(n+ 1) Toda systems and holomorphic curves in CPn, flat SU(n+ 1) connec-
tion, complete integrability and harmonic sequences, see [3, 4, 5, 11, 15, 19, 25, 28]
for references.

After decades of extensive study, the Liouville equation, especially the blowup
phemomenon of it, is well understood. However, the understanding of the more
general systems (1.1) is not complete. In recent years, much progress has been ob-
tained for two major extensions of the Liouville equation to systems. For Liouville
systems, under some strong interaction assumption on A, Lin and Zhang [30, 31]
completed a degree counting project for the Liouville system defined on Riemann
surfaces. For Toda systems, Jost-Lin-Wang [20] proved some uniform estimates
for SU(3) Toda systems using holonomy theory and Lin-Wei-Zhao [29] improved
the estimate of Jost-Lin-Wang using the non-degeneracy of the linearized Toda
system, which is established among other things in Lin-Wei-Ye [28].

In this article we mainly focus on the the asymptotic behavior of blowup solu-
tions of (1.1) and the weak limit of the energy sequence for SU(n+1) Toda system.
More specially let uk = (uk

1, ...,u
k
n) be a sequence of blowup solutions

(1.2) ∆uk
i +

n

∑
j=1

ai jhk
je

uk
j = 4πγ

k
i δ0, in B1, i = 1, ...,n

with 0 being its only blowup point in B1:

(1.3) max
K⊂⊂B1\{0}

uk
i ≤C(K). max

x∈B1,i∈I
{uk

i (x)−2γ
k
i log |x|} → ∞.

We assume that γk
i → γi > −1, hk

1, ...,h
k
n are positive smooth functions with a uni-

form bound on their C3 norms:

(1.4)
1
C
≤ hk

i ≤C, ‖hk
i ‖C3(B1) ≤C, in B1, γ

k
i → γi >−1, ∀i ∈ I;

and we suppose that uk has bounded oscillation on ∂B1 and a uniform bound on its
energy (we call

∫
B1

hk
i euk

i the energy of uk
i ):

(1.5) |uk
i (x)−uk

i (y)| ≤C, ∀x,y ∈ ∂B1,
∫

B1

hk
i euk

i ≤C, i ∈ I,

where C is independent of k.
If A=An, system (1.2) describes SU(n+1) with sources. Our first main theorem

is concerned with the limits of the energy of uk for SU(3) with sources. Let

(1.6) σi = lim
δ→0

lim
k→∞

1
2π

∫
Bδ

hk
i euk

i , i = 1,2.

Let

Γ = {(σ1,σ2) : σ1,σ2 ≥ 0, σ
2
1 −σ1σ2 +σ

2
2 = 2(1+ γ1)σ1 +2(1+ γ2)σ2}

then we define Σ as the following finite set of points on Γ:
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Definition 1.1. First we let the following points belong to Σ:

(2(1+ γ1),0), (0,2(1+ γ2)), (2(1+ γ1),2(2+ γ1 + γ2)),

(2(2+ γ1 + γ2),2(1+ γ2)), (2(2+ γ1 + γ2),2(2+ γ1 + γ2)).

Then we determine other points in Σ as follows: For (a,b) ∈ Σ or (a,b) = (0,0),
intersect Γ with σ1 = a+2N and σ2 = b+2N (N = 0,1,2, ...) and add the point(s)
of intersection to E that belong to the upper right part of (a,b). For each newly
added member of Σ, such a procedure is applied to obtain possible new members.

Remark 1.1. We say (c,d) is in the upper right part of (a,b) if c≥ a and d ≥ b.

Theorem 1.1. Suppose (1.2), (1.3) and (1.5) hold for uk, hk
i and γk

i satisfy (1.4),
A = A2, σi is defined by (1.6), then (σ1,σ2) ∈ Σ, which is defined by Definition
(1.1).

Remark 1.2. As a special case when γ1 = γ2 = 0,it is easy to see that

Σ = {(2,0),(0,2),(2,4),(4,2),(4,4)}.
i.e. there is no extra points of intersection. These five types for SU(3) with no
singularity were first discovered by Jost-Lin-Wang [20]. A recent work of Pistoia-
Musso-Wei [40] proved that all cases are possible.

The following picture indicates how the members of Σ are selected.

A B

C

D

E

F

σ1

σ2

Γ
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From now on we use µi = 1+ γi. In the picture above A = (0,0), B = (2µ1,0),
C = (2(µ1 +µ2),2µ2), D = (2(µ1 +µ2),2(µ1 +µ2)), E = (2µ1,2(µ1 +µ2)), F =
(0,2µ2). The two lines parallel to σ1−axis and σ2−axis, respectively represent
σ1 = 2, and σ2 = 2, which are obtained by the increment of (0,0) by 2 in both
directions. The intersection of these two lines with Γ add three new members to Σ.

Remark 1.3. It is easy to observe that the maximum value of σ1 on Γ is
4
3

µ1 +
2
3

µ2 +
4
3

√
µ2

1 +µ1µ2 +µ2
2 .

The maximum value of σ2 is
2
3

µ1 +
4
3

µ2 +
4
3

√
µ2

1 +µ1µ2 +µ2
2 .

Thus Σ is a finite set. As two special cases, we see that
(1) If

4
3

µ1 +
2
3

µ2 +
4
3

√
µ2

1 +µ1µ2 +µ2
2 < 2, and

2
3

µ1/3+
4
3

µ2 +
4
3

√
µ2

1 +µ1µ2 +µ2
2 < 2.

then there are only five points in Σ:

Σ =
{
(2µ1,0),(0,2µ2),(2(µ1 +µ2),2µ2),

(2µ1,2(µ1 +µ2)),(2(µ1 +µ2),2(µ1 +µ2))
}
.

(2) For γ1 = γ2 = 1, in addition to (4,0),(0,4),(4,8),(8,4),(8,8), Σ has other
14 points.

Theorem 1.1 manifests drastic differences between SU(n+1) Toda systems and
Liouville systems. While the weak energy limits are discrete for SU(3) Toda sys-
tems, it is a very different story for Liouville systems. One can see from the work
of Chipot-Shafrir-Wolansky [13] and Lin-Zhang [31] that the energy limits for
blowup solutions form a hyper-surface. This phenomenon of continuum of en-
ergy brings essential difficulties in blowup analysis for Liouville systems [32, 33].
On the other hand, since the energy limits for SU(3) Toda systems are discrete,
one can obtain very precise energy estimates for fully blown-up sequences and the
asymptotic behavior of blowup solutions.

In the proof Theorem 1.1 we shall introduce a selection process suitable for de-
scribing bubbling solutions of general systems. The selection process has been
widely used for prescribing curvature type equations (see ([42], [27], [8], etc) and
we modify it for general systems of n equations to locate the bubbling area which
consists of finite disks. In each of the disks, the blowup solutions have roughly
the energy of a globally defined system. If the system has n equations, we say
the disk has a fully blown-up picture. Otherwise we call it a partially blown-up
picture. We shall study the interaction of these bubbling disks. After locating the
bubbling area, we shall prove a Harnack type result (Lemma 2.1) to show that away
from the bubbling disks the oscillation of blowup solutions is very small. Next in
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each bubbling disk we prove that the energy of at least one component can be pre-
cisely determined. Once we know the energy limits around each blowup area, we
combine areas closest to each other. In this article we use the term “group” to de-
scribe bubbling disks closest to each other and relatively far away from other disks.
The key idea in this part is to consider a group as one blowup point with singular
sources. Since we have only finite bubbling disks, this procedure of putting bubbles
in groups only needs to be done finite times.

The organization of the article is as follows. In section two we introduce the
selection process mentioned before and in section three we prove a Pohozaev iden-
tity crucial for the proof of Theorem 1.1. Note that the selection process requires
little on the coefficient matrix A for the system of blowup solutions. The Pohozaev
identity only requires A to be symmetric and invertible. Then in Section four we
prove a uniform estimate for fully blowup solutions (Theorem 4.2 and Theorem
4.1). The main results in this section are of independent interest and extend some
previous works of Jost-Lin-Wang [20] and Lin-Zhang [30]. Then in section five
and section six we finish the proof of Theorem 1.1 according to the idea mentioned
before.

Acknowledgements: Part of the paper was finished when the third author was
visiting Chinese University of Hong Kong in April, May and December in 2012,
and Taida Institute of Mathematical Sciences (TIMS) in June 2012. He would like
to thank both institutes for their warm hospitality and generous financial support.

2. A SELECTION PROCESS FOR SYSTEMS OF n EQUATIONS

In this section we describe a selection process for (1.2) that plays a crucial role
in the proof of Theorem 1.1. The selection process does not require the coefficient
matrix A to be invertible or symmetric. Even though the selection process for the
system with or without singular sources is almost the same. We present it for the
case without singular sources (γk

i = 0,∀i) first for simplicity.

2.1. Case one: γk
1 = ... = γk

n = 0. Let A = (ai j)n×n be a real valued matrix (note
that we do not require A to be invertible or symmetric). Let uk = (uk

1, ..,u
k
n) be a

sequence of solutions to (1.2) with γk
1 = ..= γk

n = 0 such that (1.5) and (1.3) hold.
Also we assume that (1.4) holds for hk

i .

Proposition 2.1. Let A be n×n real valued matrix, uk = (uk
1, ..,u

k
n) be a sequence

of blowup solutions to (1.2) (without sources) that satisfy (1.5) and (1.3). Suppose
hk satisfies (1.4), then there exist finite sequences of points Σk := {xk

1, ....,x
k
m} (all

xk
j→ 0, j = 1, ...,m) and positive numbers lk

1, ..., l
k
m→ 0 such that

(1) maxi∈I{uk
i (x

k
j)}= maxB(xk

j ,l
k
j ),i∈I{uk

i } for all j = 1, ..,m.

(2) exp(1
2 maxi∈I{uk

i (x
k
j)})lk

j → ∞, j = 1, ...,m.
(3) In each B(xk

j, l
k
j ) one of the following two alternatives holds

(a): There exists J ( I such that for all j ∈ J, vk
j converge to v j in C2

loc(Rn),
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and for j ∈ I \ J, vk
j tends to minus infinity over all compact subsets of R2.

Thus the limit is a system of |J| equations. For all i ∈ J,

lim
k→∞

∫
B(xk

j ,l
k
j )

∑
t∈J

aithk
t evk

t > 4π.

(b): (vk
1, ...,v

k
n) converge in C2

loc(R2) to (v1, ...,vn) which satisfies

∆vi +∑
j∈I

ai jh jev j = 0, R2, i ∈ I.

lim
k→∞

∫
B(xk

j ,l
k
j )
∑
t∈I

aithk
t euk

t > 4π, i ∈ I.

(4) There exists C1 > 0 independent of k such that

uk
i (x)+2log dist(x,Σk)≤C1, ∀x ∈ B1, i ∈ I

where dist stands for distance.

Remark 2.1. In this article we don’t distinguish sequence and subsequence.

Remark 2.2. For each xk
j ∈ Σk suppose 2tk

j is the distance from xk
j to Σk \ {xk

j}.
Then tk

j/lk
j → ∞ as k→ ∞ if lk

j is suitably chosen.

Proof of Proposition 2.1:
Without loss of generality we assume

uk
1(x

k
1) = max

i∈I,x∈B1
uk

i (x).

Clearly xk
1→ 0. Let (ṽk

1, .., ṽ
k
n) be the re-scaled functions of uk:

ṽk
i (y) = uk

i (e
− 1

2 uk
1(x

k
1)y+ xk

1)−uk
1(x

k
1), i ∈ I, e−

1
2 uk

1(x
k
1)y+ xk

1 ∈ B1.

Since ṽk
i ≤ 0, we have |∆ṽk

i | is bounded. By standard estimates in elliptic PDEs,
|ṽk

i (z)− ṽk
i (0)| is uniformly bounded in any compact subset of R2. Thus, by ṽk

1(0) =
0, at least ṽk

1 converges in C2
loc(R2) to a function v1. For other components of

ṽk = (ṽk
1, .., ṽ

k
n), either some of them tend to minus infinity over all compact subsets

of R2, or all of them converge to a system of n equations. Let J ⊂ I be the set of
indices corresponding to those convergent components. That is, for all i ∈ J, ṽk

i
converges to vi in C2

loc(R2) and for all j ∈ I \ J, ṽk
i tends to minus infinity over all

compact subsets of R2. The limit of ṽk is the following system:

(2.1) ∆vi +∑
j∈J

ai jh jev j = 0, in R2, ∀i ∈ J

where h j = limk→∞ hk
j(x

k
j). From (1.5) we have∫

R2
h jev j <C, j ∈ J.

Therefore by standard elliptic estimate (see [30])

(2.2) ∑
j∈J

∫
R2

ai jh jev j > 4π, i ∈ J
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and
v j(x) =−

1
2π

(
∫
R2

∑
j∈J

ai jh jev j) log |x|+O(1), |x|> 2, i ∈ J.

Thus for any index i ∈ I we can find Rk→ ∞ such that

(2.3) ṽk
i (y)+2log |y| ≤C, |y| ≤ Rk, for i ∈ I.

Equivalently for uk there exist lk
1→ 0 such that

uk
i (x)+2log |x− xk

1| ≤C, |x| ≤ lk
1, for i ∈ I

and
e

1
2 uk

1(x
k
i )lk

1→ ∞, i ∈ J, as k→ ∞.

Next we let qk be the maximum point of max|x|<1,i∈I uk
i (x)+2log |x− xk

1|. If

max
|x|≤1,i∈I

uk
i (x)+2log |x− xk

1| → ∞,

we let j be the index such that

uk
j(qk)+2log |qk− xk

1|= max
i∈I

uk
i (x)+2log |x− xk

1| → ∞.

Set
dk =

1
2
|qk− xk

1|
and

Sk
i (x) = uk

i (x)+2log
(

dk−|x−qk|
)

in B(qk,dk).

Then clearly Sk
i →−∞ as x tends to ∂B(qk,dk). On the other hand, at least for the

index j we have
Sk

j(qk) = uk
j(qk)+2logdk→ ∞.

Let pk be where
max

i
max

x∈B̄(qk,dk)
Sk

i

is attained. Let i0 be the index corresponding to where the the maximum is taken:

(2.4) uk
i0(pk)+2log

(
dk−|pk−qk|

)
≥ Sk

j(qk)→ ∞.

Let
lk =

1
2
(dk−|pk−qk|).

Then for y ∈ B(pk, lk), by the choice of pk and lk,

uk
i (y)+2log(dk−|y−qk|)≤ uk

i0(pk)+2log(2lk).

On the other hand, by the definition of lk we have

dk−|y−qk| ≥ dk−|pk−qk|− |y− pk| ≥ lk.

Thus
uk

i (y)≤ uk
i0(pk)+2log2, ∀y ∈ B(pk, lk).

Let
Rk = e

1
2 uk

i0
(pk)lk
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and

ṽk
i (y) = uk

i (pk + e−
1
2 uk

i0
(pk)y)−uk

i0(pk), for i ∈ I.

By (2.4), Rk→ ∞. Obviously |∆ṽk
i | is bounded in B(0,Rk). By the similar method

of the above, there exists /0 6= J ⊂ I such that for all i ∈ J, ṽk
i converges to the limit

system (2.1). On the other hand ṽk
i converges uniformly to −∞ over all compact

subsets of R2 for all i ∈ I \ J. Clearly (2.3) holds. Going back to uk we have

uk
i (x)+2log |x− xk

2| ≤C, for |x− xk
2| ≤ lk

2

where xk
2 = pk, lk

2 = lk. Clearly B(xk
1, l

k
1)∩B(xk

2, l
k
2) = /0.

To continue the selection process, we let Σk,2 := {xk
1,x

k
2} and consider

max
i∈I,x∈B1

uk
i (x)+2logdist(x,Σk,2).

If along a subsequence, the quantity above tends to infinity we apply the same
procedure to get xk

3 and lk
3. Since after each selection of bubbles we contribute a

positive energy and we have a uniform bound on the energy (1.5), the process stops
after finite steps. Eventually we let

Σk = {xk
1, ...,x

k
m}

and it holds

(2.5) uk
i (x)+2logd(x,Σk)≤C, i ∈ I.

Proposition 2.1 is established. �

2.2. Case two: Singular case ∃γi 6= 0. First the selection process is almost the
same. The difference is instead of taking the maximum of uk

i over B1 we let 0 ∈
Σk. Then we consider the maximum of uk

i (x)+ 2logdist(x,Σk) = uk
i (x)+ 2log |x|

and the selection goes the same as before. Therefore in the singular case Σk =
{0,xk

1, ...,x
k
m}.

Lemma 2.1. Let Σk be the blowup set (Thus if all γk
i = 0, Σk = {xk

1, ...,x
k
m}, if the

system is singular, Σk = {0,xk
1, ...,x

k
m}). In either case for all x0 ∈ B1 \Σk, there

exists C0 independent of x0 and k such that

|uk
i (x1)−uk

i (x2)| ≤C0, ∀x1,x2 ∈ B(x0,d(x0,Σk)/2), for all i ∈ I.

Proof of Lemma 2.1: We can assume |x| < 1
10 because it is easy to see from the

Green’s representation formula that the oscillation of uk
i on B1 \B1/10 is finite. Let

ũk
i (x) = uk

i (x)−2γ
k
i log |x|

Then in B1 we have

∆ũk
i (x)+∑

j∈I
ai jhk

j(x)|x|2γk
j eũk

j(x) = 0, B1, i ∈ I.
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Let σk be the distance between x0 and Σk. Clearly, for x0 ∈ B1 \Σk and x1,x2 ∈
B(x0,d(x0,Σk)/2),

uk
i (x1)−uk

i (x2)

= ũk
i (x1)− ũk

i (x2)+O(1)

=
∫

B1

(G(x1,η)−G(x2,η))∑
j∈I

ai jhk
j(η)|η |2γk

j eũk
j(η)dη +O(1).

Here G is the Green’s function on B1. The last term on the above is O(1) because it
is the difference of two points of a harmonic function that has bounded oscillation
on ∂B1. Since both x1,x2 ∈ B1/10, it is easy to use the uniform bound on the energy
(1.5) to obtain∫

B1

(γ(x1,η)− γ(x2,η))∑
j∈I

ai jhk
j(η)|η |2γk

j eũk
j(η)dη = O(1)

where γ(·, ·) the regular part of G. Therefore we only need to show∫
B1

log
|x1−η |
|x2−η |∑j

ai jhk
j|η |2γ j eũ j dη = O(1).

If η ∈ B1 \B(x0,
3
4 σk), we have log(|x1−η |/|x2−η |) = O(1), then the integration

over B1 \B(x0,
3
4 σk) is uniformly bounded. Therefore we only need to show∫

B(x0,
3
4 σk)

log
|x1−η |
|x2−η |∑j

ai jhk
j|η |2γ j eũk

j dη

=
∫

B(x0,
3
4 σk)

log
|x1−η |
|x2−η |∑j

ai jhk
je

uk
j dη = O(1).

To this end, let

(2.6) vk
i (y) = uk

i (x0 +σky)+2logσk, i ∈ I, y ∈ B3/4.

Then we just need to show

(2.7)
∫

B3/4

log
|y1−η |
|y2−η |∑j

ai jhk
j(x0 +σkη)evk

j(η)dη = O(1).

We assume, without loss of generality that e1 is the image of the closest blowup
point in Σk. Thus by the selection process

ṽk
i (η)≤−2log |η− e1|+C.

Therefore
eṽk

i (η) ≤C|η− e1|−2.

With this estimate we observe that |η−e1| ≥C > 0 for η ∈ B3/4. Thus for j = 1,2
and any fixed i ∈ I,∫

B3/4

∣∣∣∣ log |y j−η |
∣∣∣∣evk

i (η)dη ≤C
∫

B3/4

∣∣ log |y j−η |
∣∣

|η− e1|2
dη ≤C.

Lemma 2.1 is established. �
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3. POHOZAEV IDENTITY AND RELATED ESTIMATES ON THE ENERGY

In this section we derive a Pohozaev identity for uk satisfying (1.2),(1.5), (1.3),
hk

i and γk
i satisfying (1.4). For the matrix A we only require it to be symmetric and

invertible.

Proposition 3.1. Let A by a symmetric and invertible matrix, σi be defined by (1.6).
Suppose uk = (uk

1, ...,u
k
n) satisfy (1.2), (1.5) and (1.3), hk and γk

i satisfy (1.4). Then
we have

∑
i, j∈I

ai jσiσ j = 4
n

∑
i=1

(1+ γi)σi.

Proof of Proposition 3.1:
The following lemma is important for evaluating different terms in the Pohozaev

identity later.

Lemma 3.1. Given any εk→ 0 such that Σk ⊂ B(0,εk/2), there exist lk→ 0 satis-
fying lk ≥ 2εk and

(3.1) ūk
i (lk)+2log lk→−∞, for all i ∈ I, where ūk

i (r) :=
1

2πr

∫
∂Br

uk
i .

Proof of Lemma 3.1: Since Σk ⊂ B(0,εk/2), we have, by the fourth statement of
Proposition 2.1,

(3.2) uk
i (x)+2log |x| ≤C, |x| ≥ εk.

Given εk,1 ≥ εk that tends to 0 as well, then for each fixed i there exists rk,i ≥ εk,1
such that

(3.3) uk
i (x)+2logrk,i→−∞, ∀x ∈ ∂Brk,i , i = 1, ...,n.

In fact, otherwise we have some εk,1→ 0 with εk,1 ≥ εk such that for all r ≥ εk,1,

sup
x∈∂Br

(uk
i (x)+2log |x|)≥−C

for some C > 0. By Lemma 2.1 uk
i has bounded oscillation on each ∂Br. Thus

uk
i (x)+2log |x| ≥ −C

for some C and all x ∈ ∂Br, r ≥ εk,1, and then

euk
i (x) ≥C|x|−2, εk,1 ≤ |x| ≤ 1.

Integrating euk
i on B1 \Bεk,1 we get a contradiction on the uniform energy bound of∫

B1
hk

i euk
i . (3.3) is established.

First for uk
1, we find r̃k ≥ εk so that

ūk
1(r̃k)+2log r̃k→−∞.

Then by Lemma 2.1, if r̃k does not approach 0, we can find r̂k→ 0 such that

(3.4) ūk
1(r)+2logr→−∞ r̂k ≤ r ≤ r̃k.
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Indeed, suppose
uk

1(x)+2log |x| ≤ −Nk, |x|= r̃k

for some Nk→ ∞. Then by Lemma 2.1,

uk
1(x)+2log |x| ≤ −Nk +C, r̃k/2 < |x|< r̃k,

uk
1(x)+2log |x| ≤ −Nk +2C, r̃k/4 < |x|< r̃k/2.

Then it is easy to see that r̂k can be found so that r̂k/r̃k → 0 and (3.4) holds. If
r̃k→ 0, we can use Lemma 2.1 to find sk > r̃k and sk→ 0 and sk/r̃k→ ∞ such that

ūk
1(r)+2logr→−∞, r̃k ≤ r ≤ sk.

Then between r̂k and r̃k in the first case, or r̃k and sk in the second case, there is a
rk such that

ūk
2(rk)+2logrk→−∞,

because otherwise we would have

ūk
2(r)+2logr ≥−C, for r̂k ≤ r ≤ r̃k or r̃k ≤ r ≤ sk.

In either case by r̃k/r̂k → ∞ or sk/r̃k → ∞ we get a contradiction to the uniform
bound on the energy. By the same procedure for other components of uk we see
that lk→ 0 can be found to satisfy (3.1). Lemma 3.1 is established. �

Now we continue with the proof of Proposition 3.1.

Case one: γk
i ≡ 0

Choose lk→ 0 such that Σk ⊂ B(0, lk/2), (3.1) holds and

(3.5)
1

2π

∫
Blk

hk
i euk

i = σi +o(1), for i ∈ I.

Indeed, such lk exists, we can first choose lk to make (3.5) hold. Then apply Lemma
3.1 (taking lk as εk) we can further assume that lk satisfies (3.1). Let

vk
i (y) = uk

i (lky)+2log lk, i ∈ I.

Then clearly we have

(3.6)

 ∆vk
i (y)+∑

n
j=1 ai jHk

j (y)e
vk

j(y) = 0, |y| ≤ 1/lk, i ∈ I

v̄k
i (1)→−∞,

where
Hk

i (y) = hk
i (lky), i ∈ I, |y| ≤ 1/lk.

The Pohozaev identity we use is

∑
i

∫
B√Rk

(x ·∇Hk
i )e

vk
i +2∑

i

∫
B√Rk

Hk
i evk

i

=
√

Rk

∫
∂B√Rk

∑
i

Hk
i evk

i +
√

Rk

∫
∂B√Rk

∑
i, j

(
ai j

∂νvk
i ∂νvk

j−
1
2

ai j
∇vk

i ∇vk
j
)

(3.7)

where Rk → ∞ will be chosen later, (ai j) is the inverse matrix of (ai j). The key
point of the following proof is to choose Rk properly in order to estimate ∇vk

i on
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∂B√Rk
. In the estimate of ∂B√Rk

, the procedure is to get rid of not important parts
and prove that the radial part of ∇vk

i is the leading term. To estimate all the terms
of the Pohozaev identity we first write (3.7) as

L1 +L2 = R1 +R2 +R3

where L1 stands for “the first term on the left”. Other terms are understood sim-
ilarly. First we choose Rk → ∞ such that R3/2

k = o(l−1
k ), then by using lk → 0 to

show that L1 = o(1). To evaluate L2, we observe that by Lemma 2.1, vk
i (y)→−∞

over all compact subsets of R2 \B1/2. Thus we further require Rk to satisfy

(3.8)
∫

BRk\B3/4

Hk
i evk

i = o(1)

and for i ∈ I, by (3.6) and Lemma 2.1

(3.9) vk
i (y)+2log |y| → −∞, uniformly in 1 < |y| ≤ Rk.

By the choice of lk we clearly have

1
2π

∫
B1

Hk
i evk

i =
1

2π

∫
Blk

hk
i euk

i = σi +o(1), i ∈ I.

By (3.8) we have

L2 = 4π

n

∑
i=1

σi +o(1).

For R1 we use (3.9) to have R1 = o(1).
Therefore we are left with the estimates of R2 and R3, for which we shall esti-

mate ∇vk
i on ∂BRk . Let

Gk(y,η) =− 1
2π

log |y−η |+ γk(y,η)

be the Green’s function on Bl−1
k

with respect to Dirichlet boundary condition. Clearly

γk(y,η) =
1

2π
log
|y|
l−1
k

|
l−2
k y
|y|2
−η |

and we have

(3.10) ∇yγk(y,η) = O(lk), y ∈ ∂B√Rk
, η ∈ Bl−1

k
.

We first estimate ∇vk
i on ∂B

R1/2
k

. By Green’s representation formula

vk
i (y) =

∫
B

l−1
k

G(y,η)
n

∑
j=1

ai jHk
i evk

j dη +Hik,
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where Hik is the harmonic function satisfying Hik = vk
i on ∂Bl−1

k
. Since Hik− ck =

O(1) for some ck, |∇Hik(y)|= O(lk).

∇vk
i (y) =

∫
B

l−1
k

∇yGk(y,η)
n

∑
j=1

ai jHk
j evk

j dη +∇Hik(y)(3.11)

= − 1
2π

∫
B

l−1
k

y−η

|y−η |2
n

∑
j=1

ai jHk
j evk

j dη +O(lk).

We estimate the integral in (3.11) over a few subregions. First the integral over

Bl−1
k
\B

R2/3
k

is o(1)R−
1
2

k because over this region 1/|y−η | ∼ 1/|η | ≤ o(R−1/2
k ). For

the integral over B1, we use
y−η

|y−η |2
=

y
|y|2

+O(1/|y|2)

to obtain

− 1
2π

∫
B1

y−η

|y−η |2
n

∑
j=1

ai jHk
j evk

j = (− y
|y|2

+O(1/|y|2))(
n

∑
j=1

ai jσ j +o(1)).

This is the leading term. For the integral over region B(0,
√

Rk/2) \B1, we use
1/|y−η | ∼ 1/|y| and (3.8) to get∫

B
R1/2

k /2
\B1

y−η

|y−η |2
n

∑
j=1

ai jHk
j evk

j = o(1)|y|−1.

By similar argument we also have∫
B

R2/3
k
\(B

R1/2
k /2

∪B(y, |y|2 ))

y−η

|y−η |2
n

∑
j=1

ai jHk
j evk

j = o(1)|y|−1.

Finally over the region B(y, |y|2 ) we use evk
i (η) = o(1)|η |−2 to get∫

B(y, |y|2 )

y−η

|y−η |2
n

∑
j=1

ai jHk
j evk

j = o(1)|y|−1.

Combining the estimates on all the subregions mentioned above we have

∇vk
i (y) = (− y

|y|2
)(

n

∑
j=1

ai jσ j +o(1))+o(|y|−1), |y|= R
1
2
k .

Using the above in R2 and R3 we have
n

∑
i, j=1

ai jσiσ j = 4
n

∑
i=1

σi +◦(1).

Proposition 3.1 is established for the non-singular case.

Case two: Singular case: ∃γi 6= 0.
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Lemma 3.2. For σ ∈ (0,1), the following Pohozaev identity holds:

σ

∫
∂Bσ

∑
i, j∈I

ai j(
∂νuk

i ∂νuk
j−

1
2

∇uk
i ·∇uk

j
)
+∑

i∈I
σ

∫
∂Bσ

hk
i euk

i

= 2∑
i∈I

∫
Bσ

hk
i euk

i +∑
i∈I

∫
Bσ

(x ·∇hk
i )e

uk
i +4π ∑

i, j∈I
ai j

γ
k
i γ

k
j .

Proof of Lemma 3.2:
First, we claim that for each fixed k,

(3.12) ∇uk
i (x) = 2γ

k
i x/|x|2 +O(1) near the origin.

Indeed, let

(3.13) ũk
i (x) = uk

i (x)−2γ
k
i log |x|, i ∈ I.

We have
∆ũk

i (x)+∑
j
|x|2γk

j hk
j(x)e

ũk
j(x) = 0 B1.

By the argument of Lemma 4.1 in [30], for fixed k, ũk
i is bounded above near 0,

then elliptic estimate leads to (3.12).
Let Ω = Bσ \Bε . Then standard Pohozaev identity on Ω is

∑
i∈I

(∫
Ω

(x ·∇hk
i )e

uk
i +2hk

i euk
i

)
=

∫
∂Ω

(
∑

i
(x ·ν)hk

i euk
i +∑

i, j
ai j(∂νuk

j(x ·∇uk
i )−

1
2
(x ·ν)(∇uk

i ·∇uk
j))

)
.

Let ε → 0, then the integration over Ω extends to Bσ by the integrability of hk
i euk

i

and (1.4). For the terms on the right hand side, clearly ∂Ω = ∂Bσ ∪ ∂Bε . Thanks
to (3.12), the integral on ∂Bε is −4π ∑i, j ai jγk

i γk
j . Lemma 3.2 is established. �

Let

σ
k
i (r) =

1
2π

∫
Br

hk
i euk

i , i ∈ I,

then we have

Lemma 3.3. Let εk→ 0 such that Σk ⊂ B(0,εk/2) and

(3.14) uk
i (x)+2log |x| → −∞, |x|= εk, i ∈ I.

Then we have

(3.15) ∑
i, j∈I

ai jσ
k
i (εk)σ

k
j (εk) = 4∑

i∈I
(1+ γ

k
i )σ

k
i (εk)+o(1).

Proof of Lemma 3.3: First the existence of εk that satisfies (3.14) is guaranteed by
Lemma 2.1. In Bεk , we let ũk

i (x) be defined as in (3.13). Then

vk
i (y) = ũk

i (εky)+2(1+ γ
k
i ) logεk.
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Using vk
i →−∞ on ∂B1, we obtain, by Green’s representation formula and standard

estimates,
∇vk

i (y) = (∑
j∈I

ai jσ
k
j (εk)+o(1))y, y ∈ ∂B1.

After translating the above to estimates of uk
i , we have

(3.16) ∇uk
i (x) = (∑

j∈I
ai jσ

k
j (εk)−2γ

k
j )x/|x|2 +o(1)/|x|, |x|= εk.

As we observe the Pohozaev identity in Lemma 3.2 with σ = εk, we see easily that
the second term on the LHS and the second term on the RHS are both o(1). The
first term on the RHS is clearly 4π ∑i σ k

i (εk). Therefore we only need to evaluate
the first term on the LHS, for which we use (3.16). Lemma 3.3 is established by
similar estimates as in the nonsingular case. �

Proposition 3.1 is established for the singular case as well. �

Remark 3.1. The proof of Proposition 3.1 clearly indicates the following state-
ments. Let B(pk, lk) be a circle centered at pk with radius lk. Let Σ′k be a subset of
Σk. Suppose dist(Σ′k,∂B(pk, lk)) = o(1)dist(Σk \Σ′k,∂B(pk, lk). Then if pk = 0, we
have

σ
k
1 (lk)

2−σ
k
1 (lk)σ

k
2 (lk)

2+σ
k
2 (lk) = 2µ1σ

k
1 (lk)+2µ2σ

k
2 (lk)+o(1).

Here we recall that µi = 1+ γi for i = 1,2. If 0 ∈ Σk \Σ′k, then

σ̃
k
1 (lk)

2− σ̃
k
1 (lk)σ̃

k
2 (lk)+σ̃

k
2 (lk)

2 = 2σ̃
k
1 (lk)+2σ̃

k
2 (lk)+o(1)

where σ̃ k
i (lk) =

1
2π

∫
B(pk,lk) hk

i euk
i .

4. FULLY BLOWN-UP SYSTEMS

Next we consider a typical blowup situation for systems: Fully blown-up solu-
tions. First let γk

i ≡ 0 for all i ∈ I. Let

(4.1) λ
k = max{max

B1
uk

1, ...,max
B1

uk
n}

and xk→ 0 be where λ k is attained. Let

(4.2) vk
i (y) = uk

i (xk + e−
1
2 λ k

y)−λ
k, i ∈ I, y ∈Ωk

where Ωk = {y; e−
1
2 λ k

y+ xk ∈ B1}. The fully blown-up picture means, along a
subsequence

(4.3) {vk
1, ....,v

k
n} converge in C2

loc(R2) to (v1, ...,vn)

that satisfies

(4.4) ∆vi +∑
j∈I

ai jh jev j = 0, R2, i ∈ I
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where hi = limk→∞ hk
i (0). Our next theorem is concerned with the closeness be-

tween uk = (uk
1, ...,u

k
n) and v = (v1, ..,vn) if A satisfies the following assumption:

A be a n×n symmetric and invertible matrix,(4.5)
either ai j ≥ 0 for all i, j ∈ I or A is positive definite.

Note that if A = An, then A satisfies (4.5).

Theorem 4.1. Let A satisfy (4.5), uk be a sequence of solutions to (1.2) with γk
i =

0,∀i ∈ I. Suppose uk satisfies (1.3) and (1.5), hk satisfies (1.4), λ k, xk, vk are
described by (4.1), (4.2), respectively. Suppose the fully blown-up picture occurs,
then there exists C > 0 independent of k such that

(4.6) |uk
i (e
− 1

2 λ k
y+ xk)−λ

k− vi(y)| ≤C+o(1) log(1+ |y|), for x ∈Ωk, i ∈ I.

We note that if A is the Cartan matrix then A satisfies (4.5). If A is nonnegative,
i.e. the system is Liouville system, Theorem 4.2 is established in [30].

If ∃γi 6= 0, we let
ũk

i (x) = uk
i (x)−2γ

k
i log |x|,

and

λ̃k = max{
maxB1 ũk

1

(1+ γk
1)

, ..,
maxB1 ũk

n

(1+ γk
n)
}.

Set

ṽk
i (y) = ũk

i (e
− 1

2 λ̃ k
y)− λ̃

k, for i ∈ I, and y ∈Ωk := {y; e−
1
2 λ̃ k

y ∈ B1}.
We assume

(4.7) {ṽk
1, ..., ṽ

k
n} converge in C2

loc(R2) to (ṽ1, ..., ṽn)

that satisfies

(4.8) ∆ṽi +
n

∑
j=1

ai j|x|2γ j h jeṽ j = 0 R2, i ∈ I

where hi are limits of hk
i (0).

Theorem 4.2. Let A satisfy (4.5), ũk, ṽk, (ṽ1, .., ṽn), λ̃ k, εk and Ωk be described
as above, hk

i and γk
i satisfy (1.4), then under assumption (4.7) there exists C > 0

independent of k such that

(4.9) |ũk
i (e
− 1

2 λ̃ k
y)− λ̃

k− ṽi(y)| ≤C+o(1) log(1+ |y|), for x ∈Ωk.

Proof of Theorem 4.1:
Recall that σi is defined in (1.6). By Proposition 3.1 we have

(4.10) ∑
i, j∈I

ai jσiσ j = 4∑
i∈I

σi.

On the other hand, let

σiv :=
1

2π

∫
R2

hievi , for i = 1, ..,n
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where v = (v1, ..,vn) is the limit of the fully blown up sequence after scaling.
Clearly σv = (σ1v, ...,σnv) also satisfies (4.10). We claim that

(4.11) σi = σiv, for i = 1, ..,n.

To prove (4.11) let si = σi−σvi. Then we have si ≥ 0. The difference between
σ and σv on (4.10) gives

(4.12) ∑
i, j∈I

ai jsis j +2∑
i∈I
(∑

j∈I
ai jσv j−2)si = 0.

First by Proposition 2.1 we have ∑ j∈I ai jσv j−2> 0. Next if either A is nonnegative
( ai j ≥ 0 for all i, j = 1, ..,n) or A is positive definite, we have ∑i, j∈I ai jsis j ≥ 0.
Then (4.12) and si ≥ 0 imply (4.11).

From the convergence from vk
i to vi in C2

loc(R2) we can find Rk→ ∞ such that

|vk
i (y)− vi(y)|= o(1), |y| ≤ Rk.

For |y|> Rk, let

v̄k
i (r) =

1
2πr

∫
∂Br

vk
i (y)dSy.

Then
d
dr

v̄k
i (r) =

1
2πr

∫
Br

∆vk
i =−

1
2πr

∫
Br

∑
j∈I

ai jhk
je

vk
j =−

∑ j ai jσ j +o(1)
r

.

Hence
v̄k

i (r) =−(∑
j∈I

ai jσ j +o(1)) logr+O(1), for all r > 2.

Since vk
i (y) = v̄k

i (|y|)+O(1), we see that Theorem 4.2 for the case γi ≡ 0 (i ∈ I) is
established. �

Proof of Theorem 4.2: By (3.15) we have

(4.13) ∑
i, j∈I

ai jσiσ j = 4∑
i∈I
(1+ γi)σi.

Recall that v = (v1, ...,vn) satisfies (4.8). Let

σiv =
1

2π

∫
R2

hi|x|2γievi .

Then one hand, (σ1v, ...,σiv) also satisfies (4.13), on the other hand, the integrabil-
ity of |x|2γievi implies, by standard estimates ( see [10] for example),

(4.14) ∑
j∈I

ai jσ jv > 2+2γi, i ∈ I.

Let si = σi − σiv (i ∈ I), then (4.13), which is satisfied by both (σ1, ..,σn) and
(σ1v, ...,σnv), gives

∑
i, j∈I

ai jsis j +2∑
i∈I
(∑

j∈J
ai jσ jv−2−2γi)si = 0.

By (4.14) and the assumption on A, we have si = 0 for all i ∈ I. The remaining part
of the proof is exactly like the last part of the proof of Theorem 4.1. Theorem 4.2
is established. �
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5. ASYMPTOTIC BEHAVIOR OF SOLUTIONS IN EACH SIMPLE BLOWUP AREA

In this section we derive some results on the energy classification around each
blowup point. First we let A = An (the Cartan Matrix) and consider

The neighborhood around 0.
Since 0 is postulated to belong to Σk first, it means there may not be a bubbling

picture in a neighborhood of 0.
Let τk =

1
2 dist(0,Σk \{0}) we consider the energy limits of hk

i euk
i in Bτk . By the

selection process and Lemma 2.1,

(5.1) uk
i (x)+2log |x| ≤C, uk

i (x) = ūk
i (|x|)+O(1) i ∈ I, |x| ≤ τk

where ūk
i (|x|) is the average of uk

i on ∂B|x|. Let ũk
i be defined by (3.13). Then we

have
∆ũk

i (x)+∑
j∈I

ai j|x|2γ j hk
j(x)e

ũk
j(x) = 0, |x| ≤ τk.

It is easy to see from (5.1) and the super-harmonicity of the equation above that

max
B(0,τk)

ũk
i ≤ ũk

i (0)+C.

Indeed, suppose maxB̄(0,τk)
ũk

i is attained at xk 6 0. Then the selection process implies

min
∂B(0,|xk|)

ũk
i > max

∂B(0,|xk|)
ũk

i −C = ũk
i (xk)−C.

On the other hand, the super-harmonicity of ũk
i implies ũk

i (0)≥min∂B(0,|xk|) ũk
i .

Let

(5.2) vk
i (y) = ũk

i (δky)+2(1+ γ
k
i ) logδk, |y| ≤ τk/δk

where

−2logδk = max
i∈I

ũk
i (0)

1+ γk
i
.

Thus the equation for vk
i is

∆vk
i (y)+∑

j∈I
ai j|y|2γk

j hk
j(δky)evk

j(y) = 0, |y| ≤ τk/δk.

Then we consider two trivial cases. First: τk/δk ≤C. This is a case that there is
no entire bubble after scaling.

Let f k
i solve{

∆ f k
i +∑ j∈I ai j|y|2γk

j hk
j(δky)evk

j = 0, |y| ≤ τk/δk,

f k
i = 0, on |y|= τk/δk.

Clearly | f k
i | ≤ C on B(0,τk/δk). Since vk

i − f k
i is harmonic and vk

i has bounded
oscillation on ∂B(0,τk/δk), we have

(5.3) vk
i (x) = v̄k

i (∂B(0,τk/δk))+O(1), ∀x ∈ B(0,τk/δk)
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where v̄k
i (∂B(0,τk/δk)) stands for the average of vk

i on ∂B(0,τk/δk). Direct com-
putation shows that ∫

B(0,τk)
euk

i (x)dx =
∫

B(0,τk/δk)
evk

i (y)|y|2γk
i dy.

Therefore

(5.4)
∫

Bτk

hk
i euk

i dx = O(1)ev̄k
i (∂B(0,τk/δk)).

So if v̄k
i (∂B(0,τk/δk))→−∞,

∫
Bτk

hk
i euk

i dx = o(1).

The second trivial case is the fully blown-up picture. Clearly we now have

(5.5) τk/δk→ ∞

and we assume that (vk
1, ...,v

k
n)→ (v1, ...,vn) uniformly over all compact subsets of

R2. Clearly

∆vi +
n

∑
j=1

ai j|x|2γ j h jev j = 0 R2, i ∈ I

where hi = limk→∞ hk
i (0). By the classification theorem of Lin-Wei-Ye [28], we

have
1

2π
∑
j∈I

ai j

∫
R2
|y|2γ j ev j h jdy = 2(2+ γi + γn+1−i)

and
vi(y) =−(4+2γn+1−i) log |y|+O(1), |y|> 1, i ∈ I.

By the proof of Theorem 4.2 that there is only one bubble.

The final case we consider is a partially blown-up picture. Note that (5.5) is
assumed. For the following two propositions we assume n = 2. i.e. we consider
SU(3) Toda systems.

Proposition 5.1. Suppose (1.2), (1.3), (1.4) and (1.5) hold for uk, hk
i and γi etc.

The matrix A = A2. (5.5) also holds. Suppose sk ∈ (0,τk) satisfies

uk
i (x)≤−2log |x|−Nk, i = 1,2

for all |x| = sk and some Nk→ ∞. Then (σ k
1 (sk),σ

k
2 (sk)) is a o(1) perturbation of

one of the following five types:

(2µ1,0), (0,2µ2), (2(µ1 +µ2),2µ2),

(2µ1,2µ1 +µ2), (2µ1 +2µ2,2µ1 +2µ2).

On ∂B(0,τk), for each i either

uk
i (x)+2log |x| ≥ −C, |x|= τk

for some C > 0 or

(5.6) uk
i (x)+2log |x|<−(2+δ ) log |x|+δ logδk, |x|= τk

for some δ > 0. If (5.6) holds for some i, then

σ
k
i (τk) = o(1),2µi +o(1), or 2µ1 +2µ2 +o(1).
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Moreover, there exists at least one i0 such that (5.6) holds for i0.

Similarly for bubbles away from the origin we have

Proposition 5.2. Suppose (1.2), (1.3), (1.4) and (1.5) hold for uk, hk
i and γi etc.

The matrix A = A2. Let xk ∈ Σk \{0},τ̄k =
1
2 dist(xk,Σk \{0,xk}) and

δ̄k = exp
(
− 1

2
max

i=1,2;x∈B(xk,τ̄k)
uk

i (x)
)
.

Then for all sk ∈ (0, τ̄k), if

uk
i (x)+2log |x− xk| ≤ −Nk, ∀i ∈ I, |x− xk|= sk, i = 1,2

for some Nk→∞, then ( 1
2π

∫
B(xk,sk)

hk
1euk

1 , 1
2π

∫
B(xk,sk)

hk
2euk

2) is a o(1) perturbation of
one of the following five types:

(2,0),(0,2),(2,4),(4,2),(4,4).

On ∂B(xk, τ̄k), for each i either

uk
i (x)+2log τ̄k ≥−C, ∀x ∈ ∂B(xk, τ̄k)

or

(5.7) uk
i (x)≤−(2+δ ) log τ̄k +δ log δ̄k, ∀x ∈ ∂B(xk, τ̄k).

If (5.7) holds for some i, then 1
2π

∫
B(xk,τ̄k)

hk
i euk

i is o(1),2+o(1) or 4+o(1). More-
over, there exists at least one i0 such that (5.7) holds for i0.

We shall only prove Proposition 5.1 as the proof for Proposition 5.2 is similar.
Proof of Proposition 5.1:

Let vk
i be defined by (5.2). Since we only need to consider a partially blown-up

situation, without loss of generality we assume vk
1 converges to v1 in C2

loc(R2) and
vk

2 tends to minus infinity over any compact subset of R2. The equation for v1 is

∆v1 +2h1|y|2γ1ev1 = 0, R2,
∫
R2

h1|y|2γ1ev1 < ∞.

where h1 = limk→∞ hk
1(0). By the classification result of Prajapat-Tarantello [41]

we have
2
∫
R2

h1|y|2γ1ev1 = 8πµ1

and
v1(y) =−4µ1 log |y|+O(1), |y|> 1.

Thus we can find Rk→ ∞ (without loss of generality Rk = o(1)τk/δk) such that

1
2π

∫
BRk

hk
1(δky)|y|2γk

1 evk
1 = 2µ1 +o(1),

and ∫
BRk

hk
2(δky)|y|2γk

2 evk
2 = o(1).
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For r ≥ Rk, we observe that

σ
k
i (δkr) =

1
2π

∫
Br

hk
i (δky)|y|2γk

i evk
i dy

and

d
dr

v̄k
1(r) =

−2σ k
1 (δkr)+σ k

2 (δkr)
r

,

d
dr

v̄k
2(r) =

σ k
1 (δkr)−2σ k

2 (δkr)
r

Rk ≤ r ≤ τk/δk.

Clearly we have

(5.8) Rk
d
dr

v̄k
1(Rk) =−4µ1 +o(1), Rk

d
dr

v̄k
2(Rk) = 2µ1 +o(1).

Lemma 5.1. Suppose Lk ∈ (Rk,τk/δk) satisfies

(5.9) vk
i (y)+2γ

k
i log |y| ≤ −2log |y|−Nk, Rk ≤ |y| ≤ Lk, i = 1,2

for some Nk→ ∞, then

σ
k
i (δkRk) = σ

k
i (δkLk)+o(1), i = 1,2.

Proof of Lemma 5.1: We aim to prove that σ k
i does not change much from δkRk

to δkLk. Suppose this is not the case, then there exists i such that σ k
i (δkLk) >

σ k
i (δkRk)+δ for some δ > 0. Let L̃k ∈ (Rk,Lk) such that

(5.10) max
i=1,2

(σ k
i (δkL̃k)−σ

k
i (δkRk)) = ε, ∀i = 1,2

where ε > 0 is sufficiently small. Then for vk
1,

(5.11)
d
dr

v̄k
1(r)≤

−4(1+ γ1)+ ε

r
≤−2(1+ γ1)+ ε

r
.

Then it is easy to see from Lemma 2.1 that∫
BL̃k
\BRk

|y|2γk
1 evk

1 = o(1),

which is σ k
1 (δkL̃k) = σ k

1 (δkRk)+o(1). Indeed, by Lemma 2.1∫
BLk\BRk

|y|2γk
1 evk

1 = O(1)
∫

BLk\BRk

|y|2γk
1 ev̄k

1 = o(1).

The second equality above is because by (5.11)

v̄k
1(r)+2γ

k
1 logr ≤−Nk−2logRk +(−2− ε/2) logr, Rk ≤ r ≤ Lk.

Thus σ k
2 (δkL̃k) = σ k

2 (δkRk)+ ε . However, since (5.9) holds, by Remark 3.1 we
have

lim
k→∞

(σ k
1 (δkL̃k),σ

k
2 (δkL̃k) ∈ Γ.

The two points on Γ that have the first component equal to 2µ1 are (2µ1,0) and
(2µ1,2(µ1 +µ2)). Thus (5.10) is impossible. Lemma 5.1 is established. �
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From Lemma 5.1 and (5.8) we see that for r ≥ Rk, either

(5.12) vk
i (y)+2γ

k
i log |y| ≤ −2log |y|−Nk, Rk ≤ |y| ≤ τk/δk, i = 1,2

or there exists Lk ∈ (Rk,τk/δk) such that

(5.13) vk
2(y)+2γ

k
2 logLk ≥−2logLk−C |y|= Lk

for some C > 0, while for Rk ≤ |y| ≤ Lk,

(5.14) vk
1(y)+2γ

k
1 log |y| ≤ −(2+δ ) log |y|, Rk ≤ |y| ≤ Lk.

Indeed, from (5.8) we see that if the energy has to change, σ k
2 has to change first.

Lk can be chosen so that σ k
2 (δkLk)−σ k

2 (δkRk) = ε for some ε > 0 small.

Lemma 5.2. Suppose there exist Lk ≥ Rk such that (5.13) and (5.14) hold. For Lk
we assume Lk = o(1)τk/δk. Then there exists L̃k = o(1)τk/δk and Nk→∞ such that

(5.15) vk
i (y)+2(1+ γ

k
i ) log |y| ≤ −Nk, |y|= L̃k, i = 1,2.

In particular

(5.16) vk
1(y)+2(1+ γ

k
1 +

δ

4
) log |y| ≤ 0, |y|= L̃k.

(5.17) σ
k
1 (δkL̃k) = 2µ1 +o(1), σ

k
2 (δkL̃k) = 2µ1 +2µ2 +o(1).

Proof of Lemma 5.2: First we observe that by Lemma 5.1 the energy does not
change if both components satisfy (5.12). Thus we can assume that σ k

2 (δkLk) ≤ ε

for some ε > 0 small. Consequently
d
dr

v̄k
1(r)≤

−4(1+ γ1)+2ε

r
, r ≥ Rk.

Now we claim that there exists N > 1 such that

(5.18) σ
k
2 (δk(LkN))≥ 2+ γ1 + γ2 +o(1).

If this is not true, we would have ε0 > 0 and R̃k→ ∞ such that

(5.19) σ
k
2 (δkR̃kLk)≤ 2+ γ1 + γ2− ε0.

On the other hand R̃k can be chosen to tend to infinity slowly so that, by Lemma
2.1

(5.20) vk
1(y)+2(1+ γ

k
1) log |y| ≤ −δ log |y|, Lk ≤ |y| ≤ R̃kLk.

Clearly (5.20) implies σ k
1 (δkLk) = σ k

1 (δkR̃kLk)+o(1). Thus by (5.19)

(5.21)
d
dr

v̄k
2(r)≥

−2−2γ2 + ε0/2
r

.

Using (5.21) and

vk
2(y) = (−2−2γ

k
2) log |y|+O(1), |y|= Lk

we see easily that ∫
B(0,R̃kLk)\B(0,Lk)

|y|2γk
2 evk

2 → ∞,

a contradiction to (1.5).Therefore (5.18) holds.



TODA SYSTEM 23

By Lemma 2.1

vk
i (y)+2logLk = v̄k

i (NLk)+2log(NLk)+O(1), i = 1,2, |y|= NLk.

Thus we have

v̄k
1(NLk)≤ (−2−2γ

k
1 −δ/2) log(NLk),

v̄k
2(NLk)≥ (−2−2γ

k
2) log(NLk)−C.

Consequently
v̄k

2((N +1)Lk)≥ (−2−2γ
k
2) logLk−C,

leads to ∫
B(0,(N+1)Lk)

hk
2(δky)|y|2γk

2 evk
2(y)dy≥ 2+ γ1 + γ2 + ε0

for some ε0 > 0. Going back to the equation for v̄k
2 we have

d
dr

v̄k
2(r)≤−

2+2γ2 + ε0

r
, r = (N +1)Lk.

Therefore we can find R̃k→ ∞ such that R̃kLk = o(1)τk/δk and

vk
2(y)≤ (−2−2γ

k
2 − ε0) log |y|−Nk, |y|= R̃kLk,

vk
1(y)≤ (−2−2γ

k
1 −δ/4) log |y|, Lk ≤ |y| ≤ R̃kLk.

Obviously

σ
k
1 (δkR̃kLk) = σ

k
1 (δkLk)+o(1) = σ

k
1 (δkRk)+o(1) = 2(1+ γ1)+o(1).

By computing the Pohozaev identity on R̃kLk we have

σ
k
2 (δkR̃kLk) = 2µ1 +2µ2 +o(1).

Letting L̃k = R̃kLk we have proved Lemma 5.2. �

To finish the proof of Proposition 5.1 we need to consider the region L̃k ≤ |y| ≤
τk/δk if Lk = o(1)τk/δk (in which case L̃k can be made as o(1)τk/δk), or Lk =
O(1)τk/δk. First we consider the region L̃k ≤ |y| ≤ τk/δk when L̃k = o(1)τk/δk. It
is easy to verify that

d
dr

v̄k
1(r) =−

2γ1−2γ2

r
+o(1)/r, r = L̃k,

d
dr

v̄k
2(r) =−

6+2γ1 +4γ2 +o(1)
r

, r = L̃k.

The second equation above implies

d
dr

v̄k
2(r)≤−

2µ2 +δ

r
, r = L̃k

for some δ > 0. So σ k
2 (r) does not change for r ≥ L̃k unless σ k

1 changes. By the
same argument as before, either vk

1 rises to−2log |y|+O(1) on |y|= τk/δk or there
is L̂k = o(1)τk/δk such that

σ
k
i (δkL̂k) = 2µ1 +2µ2 +o(1), i = 1,2.



24 CHANG-SHOU LIN, JUNCHENG WEI, AND LEI ZHANG

Since this is the energy of a fully blowup system, we have in this case both

vk
i (y)≤−(2µi +δ ) log |y|, |y|= τkδk, i = 1,2

for some δ > 0.
If Lk = O(1)τk/δk. In this case it is easy to use Lemma 2.1 to see that one

component is−2(1+γk
i ) log |y|+O(1) and the other component has the fast decay.

Proposition 5.1 is established. �

6. COMBINATION OF BUBBLING AREAS

The following definition plays an important role:

Definition 6.1. Let Qk = {pk
1, .., pk

q} be a subset of Σk with more than one point in
it. Qk is called a group if

(1)
dist(pk

i , pk
j)∼ dist(pk

s , pk
t ),

where pk
i , pk

j, pk
s , pk

t are any points in Qk such that pk
i 6= pk

j and pk
t 6= pk

s .

(2) For any pk ∈ Σk \Qk,
dist(pk

i ,p
k
j)

dist(pk
i ,pk)
→ 0 for all pk

i , pk
j ∈ Qk with pk

i 6= pk
j.

Proof of Theorem 1.1: Let 2τk be the distance between 0 and Σk \{0}. For each
zk ∈ Σk∩∂B(0,2τk), if dist(zk,Σk \{zk})∼ τk, let G0 be the group that contains the
origin. On the other hand, if there exists z′k ∈ ∂B(0,2τk) such that τk/dist(z′k,Σk \
z′k)→ ∞ we let G0 be 0 itself. By the definition of group, all members of G0 are in
B(0,Nτk) for some N independent of k. Let

ṽk
i (y) = uk

i (τky)+2logτk, |y| ≤ τ
−1
k .

Then we have

(6.1) ∆ṽk
i (y)+

2

∑
j=1

ai jhk
j(τky)eṽk

j(y) = 4πγ
k
i δ0, |y| ≤ τ

−1
k .

Let 0, Q1,...,Qm be the images of members of G0 after the scaling from y to τky.
Then all Qi ∈ BN . By Proposition 5.1 and Proposition 5.2 at least one component
decays fast on ∂B1. Without loss of generality we assume

ṽk
1 ≤−Nk on ∂B1

for some Nk→ ∞ and

σ
k
1 (τk) = o(1),2µ1 +o(1) or 2µ1 +2µ2 +o(1).

Specifically, if τk/δk ≤ C, σ k
1 (τk) = o(1). Otherwise, σ k

1 (τk) is equal to the two
other cases mentioned above. By Lemma 2.1 vk

1 ≤ −Nk +C on all ∂B(Qt ,1) (t =
1, ...,m), therefore by Proposition 5.2,

1
2π

∫
B(Qt ,1)

hk
1(τk·)eṽk

1 = 2mt +o(1), t = 1, ...,m

where for each t, mt = 0,1 or 2. Let 2τkLk be the distance from 0 to the nearest
group other than G0. Then Lk → ∞. By Lemma 2.1 and the proof of Lemma 3.1
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we can find L̄k ≤ Lk, L̄k → ∞ such that most of the energy of ṽk
1 in B(0, L̃k) is

contributed by bubbles and ṽk
2 decays faster than −2log L̃k on ∂B(0, L̃k):

1
2π

∫
B(0,L̄k)

hk
1(0)e

ṽk
1(6.2)

= 2m+o(1), 2µ1 +2m+o(1) or 2(µ1 +µ2)+2m+o(1)

for some nonnegative integer m, and

(6.3) ṽk
2(y)+2log L̃k→−∞ |y|= L̃k.

Then we evaluate the Pohozaev identity on B(0, L̃k). Since (6.3) holds, by Re-
mark 3.1 we have

lim
k→∞

(σ k
1 (τkL̃k),σ

k
2 (τkL̃k)) ∈ Γ.

Moreover, by (6.2) we see that limk→∞(σ
k
1 (τkL̃k),σ

k
2 (τkL̃k)) ∈ Σ because the limit

point is the intersection between the line σ1 = limk→∞ σ k
1 (τkL̃k) with Γ.

The Pohozaev identity for (σ k
1 (τkL̃k),σ

k
2 (τkL̃k)) can be written as

σ
k
1 (τkL̃k)(2σ

k
1 (τkL̃k)−σ

k
2 (τkL̃k)−4µ1)

+σ
k
2 (τkL̃k)(2σ

k
2 (τkL̃k)−σ

k
1 (τkL̃k)−4µ2) = o(1).

Thus either

(6.4) 2σ
k
1 (τkL̃k)−σ

k
2 (τkL̃k)≥ 4µ1 +o(1)

or
2σ

k
2 (τkL̃k)−σ

k
1 (τkL̃k)≥ 4µ2 +o(1).

Moreover, if

2σ
k
1 (τkL̃k)−σ

k
2 (τkL̃k)≥ 2µ1 +o(1) and 2σ

k
2 (τkL̃k)−σ

k
1 (τkL̃k)≥ 2µ2 +o(1),

by the proof of Theorem 4.2∫
Blk\τk l̃k

hk
i euk

i = o(1), i = 1,2

for any lk→ 0. In this case we have

σi = lim
k→∞

σ
k
i (τkL̃k), i = 1,2

and Theorem 1.1 is proved in this case.
Thus without loss of generality we assume that (6.4) holds. From the equation

for uk
1, this means

(6.5) ūk
1(τkL̃k)≤−2log(τkL̃k)−Nk,

d
dr

ūk
1(r)< (−2−δ )/r, r = τkL̃k.

The property above implies, by the proof of Proposition 5.1, that as r grows from
τkL̃k to τkLk, the following three situations may occur:

Case one: Both uk
i satisfy, for some Nk→ ∞, that

uk
i (x)+2log |x| ≤ −Nk, τkL̃k ≤ |x| ≤ τkLk, i = 1,2.

In this case
σ

k
i (τkL̃k) = σ

k
i (τkLk)+o(1), i = 1.2
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So on ∂B(0,τkLk), uk
1 is still a fast decaying component.

Case two: There exist L1,k,L2,k ∈ (L̃k,Lk) such that

uk
2(x)≥−2logL1,k−C |x|= τkL1,k,

(6.6) uk
i (x)≤−2logL2,k−Nk |x|= τKL2,K , i = 1,2

and

(6.7) σ
k
1 (τkL̃k) = σ

k
1 (τkL2,k)+o(1).

Since (6.6) holds, by Remark 3.1, (limk→∞ σ k
1 (τkL2,k), limk→∞ σ k

2 (τkL2,k))∈Γ. Then
we further observe that since (6.7) holds, limk→∞(σ

k
1 (τkL2,k),σ

k
2 (τkL2,k)) ∈ Σ be-

cause this point is obtained by intersecting Γ with σ1 = limk→∞ σ k
1 (τkL̃k). In an-

other word, the new point limk→∞(σ
k
1 (τkL2,k),σ

k
2 (τkL2,k)) is on the upper right part

of the old point limk→∞(σ
k
1 (τkL̃k),σ

k
2 (τkL̃k)).

Case three:
uk

2(x)≥−2logτkLk−C, |x|= τkLk

for some C > 0 and σ k
1 (τkL̃k) = σ k

1 (τkLk)+o(1). This means at ∂B(0,τkLk), uk
1 is

still the fast decaying component.

If the second case above happens, the discussion of the relationship between σ k
1

and σ k
2 on B(0,τkLk)\B(0,τkL2,k) is the same as before. In any case on ∂B(0,τkLk)

at least one of the two components has fast decay and has its energy equal to a cor-
responding component of a point in Σ. For any group not equal to G0, it is easy to
see that the fast decay component has its energy equal to 0, 2 or 4. The combina-
tion of bubbles for groups is very similar to the combination of bubbling disks as
we have done before. For example, let G0,G1, ...,Gt be groups in B(0,εk) for some
εk→ 0. Suppose the distance between any two of G0, ..,Gt are comparable and

dist(Gi,G j) = o(1)εk, ∀i, j = 0, .., t, i 6= j.

Also we require (Σk \ (∪t
i=0Gi))∩B(0,2εk) = /0. Let ε1,k = dist(G0,G1), then all

G0, ...,Gt are in B(0,Nε1,k) for some N > 0. Without loss of generality let uk
1 be a

fast decaying component on ∂B(0,Nε1,k). Then we have

σ
k
1 (Nε1,k) = σ

k
1 (τkLk)+2m+o(1)

where m is a nonnegative integer because by Lemma 2.1, uk
1 is also a fast decaying

component for G1, ...,Gt . Moreover, by Proposition 5.2, the energy of uk
1 in Gs (s=

1, ..., t) is o(1),2+o(1) or 4+o(1). If uk
2 also has fast decay on ∂B(0,Nε1,k), then

limk→∞(σ
k
1 (Nε1,k),σ

k
1 (Nε1,k)) ∈ Σ because this is a point of intersection between

Γ and σ1 = limk→∞ σ k
1 (τkLk)+2m. If

uk
2(x)≥−2logNε1,k−C, |x|= Nε1,k,

then as before we can find ε3,k in (Nε1,k,εk) such that, for some Nk→ ∞,

uk
i (x)+2logε3,k ≤−Nk, i = 1,2, |x|= ε3,k

and
σ

k
1 (Nε1,k) = σ

k
1 (ε3,k).
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Thus we have
lim
k→∞

(σ k
1 (ε3,k),σ

k
2 (ε3,k)) ∈ Σ.

because this point is the intersection between Γ and σ1 = limk→∞ σ k
1 (Nε1,k).

The last possibility on B(0,εk)\B(0,ε1,k) is

σ
k
1 (εk) = σ

k
1 (Nε1,k)+o(1)

and
uk

2(x)+2logεk ≥−C, |x|= εk.

In this case uk
1 is the fast decaying component on ∂B(0,εk).

Such a procedure can be applied to include groups further away from G0. Since
we have only finite blowup disks this procedure only needs to be applied finite
times. Finally let sk→ 0 such that

σi = lim
k→∞

lim
sk→0

σ
k
i (sk), i = 1,2

and, for some Nk→ ∞,

uk
i (x)+2logsk ≤−Nk, i = 1,2, |x|= sk.

Then we see that (σ1,σ2) ∈ Σ. Theorem 1.1 is established. �
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