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AbStract. We consider the fractional nonlinear Schrödinger equation

$$
(-\Delta)^{s} u+V(x) u=u^{p} \text { in } \mathbb{R}^{N}, \quad u \rightarrow 0 \text { as }|x| \rightarrow+\infty
$$

where $V(x)$ is a uniformly positive potential and $p>1$. Assuming that

$$
V(x)=V_{\infty}+\frac{a}{|x|^{m}}+O\left(\frac{1}{|x|^{m+\sigma}}\right) \text { as }|x| \rightarrow+\infty
$$

and $p, m, \sigma, s$ satisfy certain conditions, we prove the existence of infinitely many positive solutions for $N=2$. For $s=1$, this corresponds to the multiplicity result given by Del Pino, Wei, and Yao [24] for the classical nonlinear Schrödinger equation.

## 1. Introduction

In this paper, we consider the fractional nonlinear Schrödinger equation

$$
\begin{equation*}
(-\Delta)^{s} u+V(x) u-u^{p}=0 \quad \text { in } \mathbb{R}^{2}, \quad u \rightarrow 0 \text { as }|x| \rightarrow+\infty \tag{1.1}
\end{equation*}
$$

where $(-\Delta)^{s}, 0<s<1$, denotes the fractional Laplace operator, $V(x)$ is a nonnegative potential, and $1<p<\frac{1+s}{1-s}$.

We are interested in the existence of infinitely many spike solutions to (1.1). The natural space on which to look for solutions of 1.1 is the space $H^{2 s}\left(\mathbb{R}^{2}\right)$ of all functions $u \in L^{2}\left(\mathbb{R}^{2}\right)$ such that

$$
\int_{\mathbb{R}^{2}}\left(1+|\xi|^{4 s}\right)(\hat{u}(\xi))^{2} d \xi<\infty
$$

where ${ }^{\wedge}$ denotes the Fourier transform. The fractional Laplacian $(-\Delta)^{s} u$ of a function $u \in H^{2 s}\left(\mathbb{R}^{2}\right)$ is defined in terms of its Fourier transform by the relation

$$
\widehat{(-\Delta)^{s}} u=|\xi|^{2 s} \hat{u} \in L^{2}\left(\mathbb{R}^{2}\right)
$$

Problem 1.1 arises from the study of standing waves $\varphi(x, t)=u(x) e^{i E t}$ for the following nonlinear Schrödinger equations:

$$
\begin{equation*}
i \varphi_{t}=(-\Delta)^{s} \varphi+(V(x)-E) \varphi-|\varphi|^{p-1} \varphi \tag{1.2}
\end{equation*}
$$

Equation (1.2) was introduced by Laskin [33] as an extension of the classical nonlinear Schrödinger equation for $s=1$, where the Brownian motion of the quantum paths is replaced by a Lévy flight. Namely, if the path integral over Brownian trajectories leads to the well-known Schrödinger equation, then the path integral over Lévy trajectories leads to the fractional Shcrödinger equation. Here, $\varphi=\varphi(x, t)$ represents the quantum mechanical probability amplitude for a given unit-mass particle to have position $x$ at time $t$ (the corresponding probability
density is $|\varphi|^{2}$ ), under a confinement resulting from the potential $V$. We refer the reader to [33, 34, 35] for detailed physical discussions and the motivation for equation (1.2).

Note that the fractional Schrödinger case exhibits interesting differences from to the classical case. For instance, the energy of a particle of unit mass is proportional to $|p|^{2 s}$ (rather than $|p|^{2}$; see, e.g., [33]). Furthermore, space/time scaling of the process implies that the fractal dimension of Lévy paths is $2 s$ (unlike in the classical Brownian case, where it is 2 ).

Lévy processes occur widely in physics, chemistry, and biology for instance in high energy Hamiltonians of relativistic theories and the Heisenberg uncertainty principle. See [9, 30] for further motivation of the fractional Laplacian in modern physics. Stable Lévy processes that give rise to equations with fractional Laplacians have recently attracted significant research interest, and there are many results in the literature regarding the existence of such solutions, for example in [2, 13, 12, 18, 28, 44] and references therein.

Let us come back to equation 1.1. When $s=1$, i.e., $(-\Delta)^{s}$ reduces to the standard Laplacian $-\Delta$, equation 1.1) becomes

$$
\begin{equation*}
-\Delta u+V(x) u=u^{p} \text { in } \mathbb{R}^{2}, u(x) \rightarrow 0 \text { as }|x| \rightarrow+\infty \tag{1.3}
\end{equation*}
$$

Equation (1.3) has been extensively studied in the last thirty years. If

$$
\begin{equation*}
0<\inf _{x \in \mathbb{R}^{2}} V(x)<V_{\infty}:=\lim _{|x| \rightarrow \infty} V(x) \tag{1.4}
\end{equation*}
$$

then one can show that (1.3) has a least energy (ground state) solution by using the concentration compactness principle (cf.[37, 38]). However, if (1.4] does not hold, then problem (1.3) may not admit a least energy solution, and one has to look for higher energy level solutions. Results in this direction are presented in [6. 7. 8], where a positive solution has been found using variational methods under a suitable decay condition on $V$ at infinity.

Let us now consider the semi-classical limit case:

$$
\begin{equation*}
-\varepsilon^{2} \Delta u+W(x) u-u^{p}=0 \text { in } \mathbb{R}^{N}, u>0, u \in H^{1}\left(\mathbb{R}^{N}\right), \tag{1.5}
\end{equation*}
$$

where $\varepsilon>0$ is a small parameter. Naturally, problem 1.5 is equivalent to 1.3 for $V(x)=W(\varepsilon x)$. It is known that as $\varepsilon$ goes to zero, highly concentrated solutions can be found near critical points of the potential $W[1,10,11,19,20,21,22,29,31,42,48$ or near higher dimensional stationary sets of other auxiliary potentials [3, 23, 39]. The number of solutions of (1.5) may depend on the number or types of critical points of $W(x)$.

By assuming that $V=V(|x|)$ is radially symmetric, Wei and Yan [50] proved that problem 1.3 admits infinitely many positive non-radial solutions if there exist constants $V_{\infty}>0, a>0, m>1$ and $\sigma>0$ such that

$$
\begin{equation*}
V(r)=V_{\infty}+\frac{a}{r^{m}}+O\left(\frac{1}{r^{m+\sigma}}\right), \text { as } r \rightarrow \infty \tag{1.6}
\end{equation*}
$$

The proof given in [50] relies heavily on the radial symmetry of the potential $V$. Inspired by this result, Wei-Yan proposed the following conjecture:
Wei-Yan's Conjecture: Problem (1.3) admits infinitely many positive solutions if there exist constants $V_{\infty}>0, a>0, m>1$ and $\sigma>0$ such that the potential $V(x)$ satisfies 1.6 .

Recently, del Pino, Wei, and Yao developed an intermediate Lyapunov-Schmidt reduction method to solve this conjecture under some additional conditions on $m, p, \sigma$. The result is as follows for a general dimension $N$ :
Theorem A. Suppose that $V(x)$ is a locally Hölder continuous function, $V_{0}=\inf _{x \in \mathbb{R}^{2}} V(x)>$ 0 and (1.6) hold for some constants $V_{\infty}, a>0$, and

$$
\begin{equation*}
\min \left\{1, \frac{p-1}{2}\right\} m>2, \sigma>2 \tag{1.7}
\end{equation*}
$$

Then, problem (1.3) admits infinitely many non-radial positive solutions, whose energy can be made arbitrarily large.

Regarding the existence of multiple spike solutions for more general non-symmetric potentials, in [14] Cerami, Passaseo, and Solimini proved the following existence result:

Theorem B. Let the following assumptions hold:
(h1) $V(x) \rightarrow V_{\infty}>0$ as $|x| \rightarrow \infty$,
(h2) $V(x) \geq V_{0}>0$ for all $x \in \mathbb{R}^{N}$,
(h3) $V \in L_{\text {loc }}^{N / 2}\left(\mathbb{R}^{N}\right)$,
(h4) there exists $\bar{\eta} \in\left(0, \sqrt{V_{\infty}}\right)$ such that $\lim _{|x| \rightarrow \infty}\left|V(x)-V_{\infty}\right| e^{\bar{\eta}|x|}=\infty$
is satisfied.
Then, there exists a positive constant $\mathcal{A}=\mathcal{A}\left(N, \bar{\eta}, V_{\infty}, V_{0}\right) \in \mathbb{R}$, such that when

$$
\left|V(x)-V_{\infty}\right|_{N / 2, l o c}:=\sup _{y \in \mathbb{R}^{N}}\left|V(x)-V_{\infty}\right|_{L^{N / 2}\left(B_{1}(y)\right)}<\mathcal{A}
$$

equation 1.3) admits infinitely many positive solutions belonging to $H^{1}\left(\mathbb{R}^{N}\right)$.
For further results regarding the existence of (1.3) with non-symmetric potentials, we refer the reader to [5, 15, 16, 17] and references therein.

For the fractional case where $0<s<1$, Dávila, del Pino, and Wei [18] recently obtained the first result regarding multiple spikes for the corresponding fractional nonlinear Schrödinger equation with $1<p<\frac{N+2 s}{N-2 s}$. Subsequently, Wang and Zhao [47] extended the result of Wei and Yan [50] (which was also achieved by Wei, Peng, and Yang [49] independently ) to the fractional case, under the following assumption:
Assumption 1. $V$ is positive and radially symmetric, i.e., $V(x)=V(|x|)>0$ and there exist constants $a>0$ and $V_{\infty}>0$ such that

$$
V(r)=V_{\infty}+\frac{a}{r^{m}}+o\left(\frac{1}{r^{m}}\right), \text { as } r \rightarrow \infty,
$$

where

$$
\max \left\{0,(N+2 s)\left[1-(p-1) N-2 p s+\max \left\{s, p-\frac{N}{2}\right\}\right]\right\}<m<N+2 s
$$

A natural question is to ask whether or not we can obtain the multiplicity result of (1.1) for a potential $V(x)$ without the radially symmetric assumption adopted in the paper of [24] for the $s=1$ case. In this paper, we will provide an affirmative answer to this question under the following assumption on the positive potential $V(x)$ :

Assumption 2. There exist constants $m, a>0$ and $V_{\infty}>0$ such that

$$
\begin{equation*}
V(x)=V_{\infty}+\frac{a}{|x|^{m}}+O\left(\frac{1}{|x|^{m+\sigma}}\right), \text { as }|x| \rightarrow \infty \tag{1.8}
\end{equation*}
$$

where $m, \sigma, p$, and $s$ satisfy the following conditions:

$$
\begin{equation*}
\frac{2 s+3}{2 s+2}<p<\frac{1+s}{1-s} \tag{1.9}
\end{equation*}
$$

and there exists $1<\mu<2+2 s$ such that

$$
\begin{equation*}
m+\frac{5}{2}-\frac{m}{4 s+4}<\min \left\{\tau_{1}, \tau_{2}, \tau_{3}, \tau_{4}, m+\frac{3 m}{2 s+2}\right\}, 1<m<2+2 s \tag{1.10}
\end{equation*}
$$

where

$$
\begin{gathered}
\tau_{1}=\min \left\{m+3, m+\sigma, 2 m+1,2 m+\frac{m}{s+1}, 4 s+2+\frac{m}{2 s+2}\right\}, \\
\tau_{2}=\min \{2 m, p m\}, \tau_{3}=\min \{m(p-1), m, 2 s+1\}+\tau_{0}, \tau_{4}=\min \left\{2 \tau_{0}, p \tau_{0}\right\},
\end{gathered}
$$

and

$$
\tau_{0}=\min \left\{p m-\frac{\mu m}{2 s+2}, 2 s+2-\mu, m\right\} .
$$

Remark 1. It is not difficult to see that we can choose $s$ sufficiently close to 1 , $p$ sufficiently large, $m$ sufficiently close to $2+2 s, \sigma$ sufficiently large, and $\mu>$ 1 sufficiently close to 1 such that 1.10 holds. Therefore, there exist parameters $m, \sigma, p$, and $s$ satisfying Assumption 2. On the other hand, we can also obtain similar results for $N \geq 3$ under certain conditions on $m, \sigma, s$, and $p$ if we assume further that

$$
\begin{equation*}
V(x)=V\left(x^{\prime}, x^{\prime \prime}\right)=V\left(x^{\prime},-x^{\prime \prime}\right) \tag{1.11}
\end{equation*}
$$

where $x=\left(x^{\prime}, x^{\prime \prime}\right) \in \mathbb{R}^{2} \times \mathbb{R}^{N-2}$. For the sake of the simplicity of the statement, we only consider the case with $N=2$ in this paper.

Our main result in this paper is stated in the following theorem.
Theorem 1.1. If Assumption 2 holds, then the problem 1.1) admits infinitely many nonradial positive solutions. Moreover, the energy of these solutions can be made arbitrarily large.
Remark 2. We develop an intermediate Lyapunov-Schmidt reduction method for the fractional Laplacian Schrödinger equation (1.1). For $s=1$, this has been carried out by Del Pino, Wei, and Yao in [24]. For $s=1$, the spikes decays exponentially. As a result, each spike only interacts with neighboring spikes. Meanwhile, for $0<s<1$ the spikes decay algebraically and each spike interacts with all the other spikes, which makes the reduced problem more complicated than in the $s=1$ case. A complicated matrix $T$ is present in the reduced problem (see Lemma 5.2), and we must precisely obtain the decay rate for this matrix. Unlike in the case that $s=1$, all of the entries in the matrix are nonzero for $0<s<1$, and we must carefully estimate the eigenvalues and determine the exact decay rate. This is a new result, and is the main contribution of this paper (see the final section). We believe that our technique can be employed in the construction of solutions for fractional Laplacian equation or the equation with a critical exponent in future work.

Throughout thispaper, we will employ the following notation and conventions:

- For quantities $G_{K}$ and $H_{K}$, we write $G_{K} \sim H_{K}$ to indicate that there exists a positive constant $C$ such that $\frac{1}{C} \leq \frac{G_{K}}{H_{K}} \leq C$ for sufficiently large $K$. Furthermore, $G_{K}=O\left(H_{K}\right)$ means that $\left|\frac{G_{K}}{H_{K}}\right|$ is uniformly bounded as $K$ tends to infinity, and $G_{K}=o\left(H_{K}\right)$ denotes that $\left|\frac{G_{K}}{H_{K}}\right| \rightarrow 0$ as $K \rightarrow \infty$.
- For simplicity, the letter $C$ denotes various generic constants that are independent of $K$. This is allowed to vary from line to line, as well as within the same formula.
- We shall employ the notation $|y|=\|y\|_{2}$ for the Euclidean norm in various Euclidean spaces $\mathbb{R}^{N}$ when no confusion can arise, and we always denote the inner product of $a$ and $b$ in $\mathbb{R}^{N}$ by $a \cdot b$.
- The transpose of a matrix $A$ shall be denoted by $A^{T}$.

This paper is organized as follows. Some preliminary facts and estimates are explained in Section 2. In Section 3, we describe the procedure for our construction and describe the main ideas of each step. In Sections 4-6, we shall prove each of the steps outlined in Section 3, and then complete the proof of Theorem 1.1. We omit certain technical results in the final section.

## 2. Preliminaries

In this section, we study the fractional Laplacian operator and the ground state solution $w$ of the following equation:

$$
\begin{equation*}
(-\Delta)^{s} w+w-w^{p}=0 \text { in } \mathbb{R}^{N}, w \rightarrow 0 \text { as }|x| \rightarrow \infty . \tag{2.1}
\end{equation*}
$$

Let $0<s<1$. Various definitions exist for the fractional Laplacian $(-\Delta)^{s} \phi$ of a function $\phi$ defined in $\mathbb{R}^{N}$, depending on its regularity and growth properties.

For $\phi \in H^{2 s}\left(\mathbb{R}^{N}\right)$, the standard definition is given via the Fourier transform ${ }^{\wedge}$. $(-\Delta)^{s} \phi \in L^{2}\left(\mathbb{R}^{N}\right)$ is defined by the formula

$$
\begin{equation*}
|\xi|^{2 s} \hat{\phi}(\xi)=\widehat{(-\Delta)^{s}} \phi . \tag{2.2}
\end{equation*}
$$

When $\phi$ is additionally assumed to be sufficiently regular, we obtain the direct representation

$$
\begin{equation*}
(-\Delta)^{s} \phi(x)=d_{s, N} \int_{\mathbb{R}^{N}} \frac{\phi(x)-\phi(y)}{|x-y|^{N+2 s}} \mathrm{~d} y \tag{2.3}
\end{equation*}
$$

for a suitable constant $d_{s, N}$, where the integral is to be understood in a principal value sense. This makes sense as a direct integral when $s<\frac{1}{2}$ and $\phi \in C^{0, \alpha}\left(\mathbb{R}^{N}\right)$ with $\alpha>2 s$, or if $\phi \in C^{1, \alpha}\left(\mathbb{R}^{N}\right)$ with $1+\alpha>2 s$. In the latter case, we can desingularize the representative integral in the following form:

$$
(-\Delta)^{s} \phi(x)=d_{s, N} \int_{\mathbb{R}^{N}} \frac{\phi(x)-\phi(y)-\nabla \phi(x)(x-y)}{|x-y|^{N+2 s}} \mathrm{~d} y .
$$

Another useful (local) representation, found by Caffarelli and Silverstre [13], is given via the following boundary value problem in the half space $\mathbb{R}_{+}^{N+1}=\{(x, y) \mid$
$\left.x \in \mathbb{R}^{N}, y>0\right\}:$

$$
\begin{cases}\nabla \cdot\left(y^{1-2 s} \nabla \tilde{\phi}\right)=0 & \text { in } \mathbb{R}_{+}^{N+1} \\ \tilde{\phi}(x, 0)=\phi(x) & \text { on } \mathbb{R}^{N} .\end{cases}
$$

Here, $\tilde{\phi}$ is the $s$-harmonic extension of $\phi$, explicitly given as a convolution integral with the $s$-Poisson kernel $p_{s}(x, y)$,

$$
\tilde{\phi}(x, y)=\int_{\mathbb{R}^{N}} p_{s}(x-z, y) \phi(z) \mathrm{d} z
$$

where

$$
p_{s}(x, y)=C_{N, s} \frac{y^{4 s-1}}{\left(|x|^{2}+|y|^{2}\right)^{\frac{N-1+4 s}{2}}}
$$

and $C_{N, s}$ satisfies $\int_{\mathbb{R}^{N}} p(x, y)=1$. Then, under suitable regularity conditions, $(-\Delta)^{s} \phi$ is the Dirichlet-to-Neumann map for this problem, namely,

$$
\begin{equation*}
(-\Delta)^{s} \phi(x)=\lim _{y \rightarrow 0^{+}} y^{1-2 s} \partial_{y} \tilde{\phi}(x, y) \tag{2.4}
\end{equation*}
$$

The characterizations $\sqrt{2.2}-(2.4)$ are all equivalent, for instance, in Schwartz's space of rapidly decreasing smooth functions.

For $m>0$ and $g \in L^{2}\left(\mathbb{R}^{N}\right)$, let us consider now the equation

$$
(-\Delta)^{s} \phi+m \phi=g \text { in } \mathbb{R}^{N} .
$$

In terms of the Fourier transform, for $\phi \in L^{2}$ this problem reads

$$
\left(|\xi|^{2 s}+m\right) \hat{\phi}=\hat{g},
$$

and it admits a unique solution $\phi \in H^{2 s}\left(\mathbb{R}^{N}\right)$ given by the convolution

$$
\begin{equation*}
\phi(x)=T_{m}[g]:=\int_{\mathbb{R}^{N}} G(x-z) g(z) \mathrm{d} z, \tag{2.5}
\end{equation*}
$$

where

$$
\widehat{G}(\xi)=\frac{1}{|\xi|^{2 s}+m} .
$$

Using the characterization (2.4) written in a weak form, $\phi$ can be characterized by $\phi(x)=\tilde{\phi}(x, 0)$ in a trace sense, where $\tilde{\phi} \in H$ is the unique solution of

$$
\begin{equation*}
\iint_{\mathbb{R}_{+}^{N+1}} \nabla \tilde{\phi} \nabla \varphi y^{1-2 s}+m \int_{\mathbb{R}^{N}} \phi \varphi=\int_{\mathbb{R}^{N}} g \varphi, \text { for all } \varphi \in H . \tag{2.6}
\end{equation*}
$$

Here, $H$ is the Hilbert space of functions $\varphi \in H_{\mathrm{loc}}^{1}\left(\mathbb{R}_{+}^{N+1}\right)$ such that

$$
\|\varphi\|_{H}^{2}:=\iint_{\mathbb{R}_{+}^{N+1}}|\nabla \varphi|^{2} y^{1-2 s}+m \int_{\mathbb{R}^{N}}|\varphi|^{2}<+\infty,
$$

or equivalently the closure of the set of all functions in $C_{c}^{\infty}\left(\overline{\mathbb{R}_{+}^{N+1}}\right)$ under this norm.
A useful fact for our purpose is the equivalence of the representations $\sqrt{2.5}$ ) and (2.6) for $g \in L^{2}\left(\mathbb{R}^{N}\right)$.

Lemma 2.1. Let $g \in L^{2}\left(\mathbb{R}^{N}\right)$. Then, the unique solution $\tilde{\phi} \in H$ for the problem 2.6 is given by the s-harmonic extension of the function $\phi=T_{m}[g]=G * g$.

For the proof, we refer the reader to Lemma 2.1 in [18]. Let us recall the main properties of the fundamental solution $G(x)$ in the representation 2.5, which are stated, for instance, in [28] and [27].

We have that $G$ is radially symmetric and positive. That is , $G \in C^{\infty}\left(\mathbb{R}^{N} \backslash\{0\}\right)$ satisfies:

$$
\begin{gathered}
|G(x)|+|x||\nabla G(x)| \leq \frac{C}{|x|^{N-2 s}} \text { for all }|x| \leq 1, \\
\lim _{|x| \rightarrow \infty} G(x)|x|^{N+2 s}=\gamma>0, \\
|x||\nabla G(x)| \leq \frac{C}{|x|^{N+2 s}} \text { for all }|x| \geq 1 .
\end{gathered}
$$

- 

In order to consider an a priori estimate involving the fractional Laplacian operator, we require the following Lemmas (see [18|):
Lemma 2.2. Let $0 \leq \mu<N+2 s$. Then, there exists a positive constant $C$ such that

$$
\left\|(1+|x|)^{\mu} T_{m}(g)\right\|_{L^{\infty}\left(\mathbb{R}^{N}\right)} \leq C\left\|\left(1+|x|^{\mu}\right) g\right\|_{L^{\infty}\left(\mathbb{R}^{N}\right)}
$$

Lemma 2.3. Assume that $g \in L^{2}\left(\mathbb{R}^{N}\right) \cap L^{\infty}\left(\mathbb{R}^{N}\right)$. Then. the following holds. If $\phi=$ $T_{m}[g]$, then there exists $C>0$ such that

$$
\begin{equation*}
\sup _{x \neq y} \frac{|\phi(x)-\phi(y)|}{|x-y|^{\beta}} \leq C\|g\|_{L^{\infty}\left(\mathbb{R}^{N}\right)} \tag{2.7}
\end{equation*}
$$

where $\beta=\min \{1,2 s\}$.
Lemma 2.4. Let $\varphi \in H^{2 s}$ be the solution of

$$
\begin{equation*}
(-\Delta)^{s} \varphi+W \varphi=g \text { in } \mathbb{R}^{N} \tag{2.8}
\end{equation*}
$$

with a bounded potential $W$. If $\inf _{x \in \mathbb{R}^{N}} W(x)=: m>0, g \geq 0$, then $\varphi \geq 0$ in $\mathbb{R}^{N}$.
The next lemma provides an a priori estimate for a solution $\phi \in L^{2}\left(\mathbb{R}^{N}\right) \cap$ $L^{\infty}\left(\mathbb{R}^{N}\right)$ of 2.8.
Lemma 2.5. Let $W$ be a continuous function, and assume that for $k$ points $q_{1}, q_{2}, \cdots, q_{k}$ there exist $R>0$ and $B=\cup_{j=1}^{k} B_{R}\left(q_{j}\right)$ such that

$$
\inf _{x \in \mathbb{R}^{N} \backslash B} W(x)=: m>0
$$

Then, given any number $\frac{N}{2}<\mu<N+2 s$, there exists a uniform positive constant $C=$ $C(\mu, R)$ independent of $k$ such that for any $\varphi \in H^{2 s}\left(\mathbb{R}^{N}\right) \cap L^{\infty}\left(\mathbb{R}^{N}\right)$ and $g$ satisfying (2.8) with

$$
\left\|\rho^{-1} g\right\|_{L^{\infty}\left(\mathbb{R}^{N}\right)}<+\infty, \quad \text { where } \rho(x)=\sum_{j=1}^{k} \frac{1}{\left(1+\left|x-q_{j}\right|\right)^{\mu}}
$$

the following estimate is valid:

$$
\left\|\rho^{-1} \varphi\right\|_{L^{\infty}\left(\mathbb{R}^{N}\right)} \leq C\left(\|\varphi\|_{L^{\infty}\left(\mathbb{R}^{N}\right)}+\left\|\rho^{-1} g\right\|_{L^{\infty}\left(\mathbb{R}^{N}\right)}\right)
$$

Proof. We write 2.8 as

$$
(-\Delta)^{s} \varphi+\tilde{W} \varphi=\tilde{g}
$$

where $\tilde{g}=(m-W) \chi_{B} \varphi+g, \tilde{W}=m \chi_{B}+W\left(1-\chi_{B}\right)$, and $\chi_{B}$ is the characteristic function on $B$. We observe that

$$
|\tilde{g}(x)| \leq C\left(\|\varphi\|_{L^{\infty}(B)}+\left\|\rho^{-1} g\right\|_{L^{\infty}(B)}\right) \rho \leq M \rho
$$

where

$$
\begin{aligned}
M & =C\|\varphi\|_{L^{\infty}(B)} \sup _{x \in B}\left(\sum_{j=1}^{k} \frac{1}{\left(1+\left|x-q_{j}\right|\right)^{\mu}}\right)^{-1}+\left\|\rho^{-1} g\right\|_{L^{\infty}\left(\mathbb{R}^{N}\right)} \\
& \leq C\|\varphi\|_{L^{\infty}(B)} \max _{1 \leq j \leq k} \sup _{x \in B_{R}\left(q_{j}\right)}\left(\frac{1}{\left(1+\left|x-q_{j}\right|\right)^{\mu}}\right)^{-1}+\left\|\rho^{-1} g\right\|_{L^{\infty}\left(\mathbb{R}^{N}\right)} \\
& \leq C\|\varphi\|_{L^{\infty}(B)}\left(1+R^{\mu}\right)+\left\|\rho^{-1} g\right\|_{L^{\infty}\left(\mathbb{R}^{N}\right)} \\
& \leq C(\mu, R)\left(\|\varphi\|_{L^{\infty}(B)}+\left\|\rho^{-1} g\right\|_{L^{\infty}\left(\mathbb{R}^{N}\right)}\right) .
\end{aligned}
$$

From Lemma 2.2 with $0<\mu<N+2 s$, the positive solution $\varphi_{0}$ to the problem

$$
(-\Delta)^{s} \varphi_{0}+m \varphi_{0}=\frac{1}{(1+|x|)^{\mu}}
$$

satisfies $\varphi_{0}=O\left(|x|^{-\mu}\right)$ as $|x| \rightarrow+\infty$. Because $\inf _{x \in \mathbb{R}^{N}} \tilde{W}(x) \geq m$, we clearly have that

$$
\left((-\Delta)^{s}+\tilde{W}\right) \tilde{\varphi} \geq M \sum_{j=1}^{k} \frac{1}{\left(1+\left|x-q_{j}\right|\right)^{\mu}}
$$

where $\tilde{\varphi}(x)=M \sum_{j=1}^{k} \varphi_{0}\left(x-q_{j}\right)$. Setting $\psi=\varphi-\tilde{\varphi}$, we find that

$$
(-\Delta)^{s} \psi+\tilde{W} \psi=\tilde{g} \leq 0
$$

with $\tilde{g} \in L^{2}$. By using Lemma 2.4 , we obtain that $\varphi \leq \tilde{\varphi}$. By a similar argument for $-\varphi$, we obtain that $|\varphi| \leq \tilde{\varphi}$. Then, it holds that

$$
\begin{aligned}
\left\|\rho^{-1} \varphi\right\|_{L^{\infty}\left(\mathbb{R}^{N}\right)} & \leq\left\|\rho^{-1} \tilde{\varphi}\right\|_{L^{\infty}\left(\mathbb{R}^{N}\right)}=M\left\|\left(\sum_{j=1}^{k} \frac{1}{\left(1+\left|x-q_{j}\right|\right)^{\mu}}\right)^{-1} \sum_{i=1}^{k} \varphi_{0}\left(x-q_{i}\right)\right\|_{L^{\infty}\left(\mathbb{R}^{N}\right)} \\
& \leq C M\left\|\left(\sum_{j=1}^{k} \frac{1}{\left(1+\left|x-q_{j}\right|\right)^{\mu}}\right)^{-1} \sum_{i=1}^{k} \frac{1}{\left(1+\left|x-q_{i}\right|\right)^{\mu}}\right\|_{L^{\infty}\left(\mathbb{R}^{N}\right)} \\
& \leq C M .
\end{aligned}
$$

The desired estimate follows immediately.
From the above Lemma, we can immediately obtain the following corollary.
Corollary 2.1. Let $\rho(x)$ be defined as in the previous lemma. Assume that $\phi \in H^{2 s}\left(\mathbb{R}^{N}\right)$ satisfies equation (2.7), and that

$$
\inf _{x \in \mathbb{R}^{N}} W(x)=: m>0
$$

Then, we have that $\phi \in L^{\infty}\left(\mathbb{R}^{N}\right)$, and it satisfies

$$
\begin{equation*}
\left\|\rho^{-1} \phi\right\|_{L^{\infty}\left(\mathbb{R}^{N}\right)} \leq C\left\|\rho^{-1} g\right\|_{L^{\infty}\left(\mathbb{R}^{N}\right)} \tag{2.9}
\end{equation*}
$$

where $C=C(\mu)$ is independent of $k$.

A useful fact is that if $f, g \in L^{2}\left(\mathbb{R}^{N}\right)$ and $W=T_{m}(f), Z=T_{m}(g)$, then the following holds:

$$
\int_{\mathbb{R}^{N}} Z(-\Delta)^{s} W-\int_{\mathbb{R}^{N}} W(-\Delta)^{s} Z=\int_{\mathbb{R}^{N}} T_{m}[f] g-\int_{\mathbb{R}^{N}} T_{m}[g] f,
$$

where we have used the fact that the Green kernel $G$ is radially symmetric.
Next, we recall some basic and useful properties regarding the ground state solution $w$ of (2.1).
Lemma 2.6. Let $N \geq 1, s \in(0,1)$ and $1<p<\frac{N+2 s}{N-2 s}$. Then, the following hold:
(1). There exists a nonnegative function $w \geq 0$ with $w \neq 0$ solving (2.1), and there exists some $x_{0} \in \mathbb{R}^{N}$ such that $w\left(\cdot-x_{0}\right)$ is radial, positive, and strictly decreasing in $\left|x-x_{0}\right|$. Moreover, the function $w(x)=w(|x|)$ belongs to $H^{2 s+1}\left(\mathbb{R}^{N}\right) \cap C^{\infty}\left(\mathbb{R}^{N}\right)$, and satisfies

$$
\begin{equation*}
\frac{C_{1}}{1+|x|^{N+2 s}} \leq w(x) \leq \frac{C_{2}}{1+|x|^{N+2 s}} \text { for } x \in \mathbb{R}^{N}, \tag{2.10}
\end{equation*}
$$

with some constants $C_{2} \geq C_{1}>0$.
(2). The linearized operator $L=(-\Delta)^{s}+1-p w^{p-1}$ is non-degenerate, i.e., its kernel is given by

$$
\operatorname{Ker}\left((-\Delta)^{s}+1-p w^{p-1}\right) \cap L^{\infty}\left(\mathbb{R}^{N}\right)=\operatorname{Span}\left\{\partial_{x_{1}} w, \ldots, \partial_{x_{N}} w\right\} .
$$

Proof. One can find a proof of the above lemma in [27, Proposition 3.1, Theorem 3, and Theorem 4].
Remark 3. From the asymptotic behavior of the Green kernel $G$ (see Lemma 2.1) and the above Lemma 2.6 , we obtain the following more accurate description of the asymptotic behavior of $w$ and $w^{\prime}$ :

$$
\begin{equation*}
w(r)=\frac{A}{r^{N+2 s}}(1+o(1)), A>0 \text { as } r \rightarrow \infty, \tag{2.11}
\end{equation*}
$$

and

$$
\begin{equation*}
w^{\prime}(r)=\frac{B}{r^{N+2 s+1}}(1+o(1)), B<0, \text { as } r \rightarrow \infty, \tag{2.12}
\end{equation*}
$$

under the assumption that $(N+2 s) p>N+2 s+1$, i.e., condition 1.9 for $N=2$.

## 3. Description of the construction

In this section, we shall briefly describe the solutions to be constructed later, and will describe the main ideas of the construction.

First, without loss of generality we can assume by suitable scaling that $V_{\infty}=1$. Following the developments in [50], we will use the loss of compactness to construct solutions. More precisely, we will construct solutions with large numbers of spikes whose inter-distances and distances from the origin are sufficiently large.

By the asymptotic behavior of $V$ at infinity, the basic building block is the ground state solution $w$ of (2.1). The solutions we construct will consist of small perturbations of sums of copies of $w$, centered at some carefully chosen points in $\mathbb{R}^{2}$.

Let $K \in \mathbb{N}_{+}$be the number of spikes, whose locations are given by $Q_{j} \in \mathbb{R}^{2}, j=$ $1,2, \cdots, K$. We define

$$
\begin{equation*}
w_{j}(x)=w\left(x-Q_{j}\right) \text { and } U(x)=\sum_{j=1}^{K} w_{j}(x), \text { and } x \in \mathbb{R}^{2} \tag{3.1}
\end{equation*}
$$

In order to further describe the configuration space of the $Q_{j}$ 's, we define

$$
Q_{j}^{0}=\left(R \cos \theta_{j}, R \sin \theta_{j}\right) \in \mathbb{R}^{2}, \text { for } j=1,2, \cdots, K
$$

where

$$
\theta_{j}=\alpha+(j-1) \frac{2 \pi}{K} \in \mathbb{R}
$$

Here, $\alpha$ is a parameter representing the degeneracy resulting from rotations, and $R$ is a positive constant to be determined later. Observe that each point $Q_{j}^{0}$ depends on $\alpha$. Thus, we write $Q_{j}^{0}=Q_{j}^{0}(\alpha)$. The number of spikes $K$ and the radius $R$ are related by the so-called balancing condition:

$$
\begin{equation*}
\sum_{j \neq 1} \Psi\left(2 R \sin \frac{\theta_{j}}{2}\right) \sin \frac{\theta_{j}}{2}-\Gamma R^{-m-1}=0 \tag{3.2}
\end{equation*}
$$

where $\Gamma=\frac{a m}{2} \int_{\mathbb{R}^{2}} w^{2}(x) d x>0$, and $\Psi$ is the interaction function defined by

$$
\begin{equation*}
\Psi(t)=-\int_{\mathbb{R}^{2}} w(x-t \overrightarrow{\mathbf{e}}) \operatorname{div}\left(w^{p}(x) \overrightarrow{\mathbf{e}}\right) d x \tag{3.3}
\end{equation*}
$$

Here, $\overrightarrow{\mathbf{e}}$ can be any unit vector in $\mathbb{R}^{2}$. For $\Psi(t)$, we obtain the following expansion:
Lemma 3.1. For large $t$, the following expansion holds for $\Psi(s)$ :

$$
\begin{equation*}
\Psi(t)=\frac{c_{p}}{t^{2 s+3}}(1+o(1)) \tag{3.4}
\end{equation*}
$$

where

$$
\begin{equation*}
c_{p}=\left(\frac{p}{2} \int_{\mathbb{R}^{2}} w^{p-1} w^{\prime}(|x|)|x| d x\right) \lim _{t \rightarrow \infty} w^{\prime}(t) t^{2 s+3}>0 \tag{3.5}
\end{equation*}
$$

Proof. By the definition of $\Psi(t)$ and the use of a Taylor expansion, we have that

$$
\begin{aligned}
\Psi(t) & =-\int_{\mathbb{R}^{2}} w(x-t \overrightarrow{\mathbf{e}}) \operatorname{div}\left(w^{p}(x) \overrightarrow{\mathbf{e}}\right) d x \\
& =-\int_{\mathbb{R}^{2}} p w(x)^{p-1} w^{\prime}(|x|) \frac{x \cdot \overrightarrow{\mathbf{e}}}{r}\left[w(t)+w^{\prime}(t) \overrightarrow{\mathbf{e}} \cdot(-x)+O\left(w^{\prime \prime}(t)|x|^{2}\right)\right] \\
& =w^{\prime}(t)\left(\int_{\mathbb{R}^{2}} p w(x)^{p-1} w^{\prime}(|x|) \frac{x \cdot \overrightarrow{\mathbf{e}}}{r} \overrightarrow{\mathbf{e}} \cdot x+o(1)\right) \\
& =c_{p} t^{-2 s-3}(1+o(1)) .
\end{aligned}
$$

Thus, we have proved the Lemma.

From the above balancing condition (3.2) and Lemma 3.1. we can obtain that

$$
\begin{equation*}
K=O\left(R^{1-\frac{m}{2+2 s}}\right) \tag{3.6}
\end{equation*}
$$

Because we require that $1<m<2+2 s$, we have as a consequence of 3.6 that

$$
\left|Q_{j}^{0}\right|=R \text { and } \min _{j \neq l}\left\{\left|Q_{j}^{0}-Q_{l}^{0}\right|\right\}=2 R \sin \frac{\pi}{K} \rightarrow+\infty, \text { as } K \rightarrow \infty .
$$

Next, we define a small neighborhood of $\mathbf{Q}^{0}=\left(Q_{1}^{0}, \cdots, Q_{K}^{0}\right)$ on $\left(\mathbb{R}^{2}\right)^{K}$ and introduce an additional parameter. Let $f_{j}, g_{j} \in \mathbb{R}, j=1,2, \cdots, K$. Then, we define

$$
\begin{equation*}
Q_{j}=Q_{j}^{0}+f_{j} n_{j}+g_{j} t_{j}=\left(R+f_{j}\right) n_{j}+g_{j} t_{j} \tag{3.7}
\end{equation*}
$$

where

$$
n_{j}=\left(\cos \theta_{j}, \sin \theta_{j}\right), \text { and } t_{j}=\left(-\sin \theta_{j}, \cos \theta_{j}\right)
$$

Note that $f_{j}$ and $g_{j}$ measure the displacement in the normal and tangential directions, respectively. Writing $Q_{j}=Q_{j}(\alpha), n_{j}=n_{j}(\alpha)$ and $t_{j}=t_{j}(\alpha)$, we note the following trivial but important fact:

$$
\begin{equation*}
Q_{j}(\alpha+2 \pi)=Q_{j}(\alpha), \forall \alpha \in \mathbb{R}, \text { and } \forall j=1,2, \cdots, K \tag{3.8}
\end{equation*}
$$

We can now introduce an additional parameter $\mathbf{q}$ and define a suitable norm. Denote

$$
\mathbf{q}=\left(f_{1}, \cdots, f_{K}, g_{1}, \cdots, g_{K}\right)^{T} \in \mathbb{R}^{2 K}
$$

With this notation, we can define the configuration space of the $Q_{j}$ 's by

$$
\begin{equation*}
\Lambda_{K}=\left\{\left(Q_{1}, \cdots, Q_{K}\right) \in\left(\mathbb{R}^{2}\right)^{K} \mid Q_{j} \text { is defined in 3.7 and }\|\mathbf{q}\|_{\infty} \leq 1\right\} \tag{3.9}
\end{equation*}
$$

For any $\left(Q_{1}, Q_{2}, \cdots, Q_{K}\right) \in \Lambda_{K}$, an easy computation shows that for $j=1,2, \cdots, K$,

$$
\left|Q_{j}\right|=R+f_{j}+O\left(R^{-1}\right)
$$

and

$$
\left|Q_{j+1}-Q_{j}\right|=d+2\left(f_{j}+\dot{g}_{j}\right) \frac{\pi}{K}+O\left(K^{-2}\right)
$$

We will prove Theorem 1.1 by demonstrating the following result.
Theorem 3.1. Under the assumption of Theorem 1.1, there exists a positive integer $K_{0}$ such that for all integers $K \geq K_{0}$ there exist $\left.\alpha \in \overline{0,2 \pi}\right)$ and $\left(Q_{1}, Q_{2}, \cdots, Q_{K}\right) \in \Lambda_{K}$ such that the problem (1.1) has two solutions of the form

$$
\begin{equation*}
u(x)=\sum_{j=1}^{K} w\left(x-Q_{j}\right)+\phi(x) \tag{3.10}
\end{equation*}
$$

where $\|\phi\|_{L^{\infty}\left(\mathbb{R}^{2}\right)} \rightarrow 0$ as $K \rightarrow+\infty$.
To prove Theorem 3.1, it is sufficient to show that for sufficiently large $K$ there exist parameters $\alpha$ and $\mathbf{q}$ such that $U+\phi$ is a genuine solution for a small perturbation $\phi$. To achieve this, we will adopt the techniques for the singularly perturbed problem. Unlike for the problem 1.5 , there is no apparent parameter in this case . As stated in Theorem 3.1. we adopt the number of spikes as the $\varepsilon$-type parameter.

Let $u=U+\phi$. Then, solving $(-\Delta)^{s} u+V(x) u-u^{p}=0$ is equivalent to solving

$$
\begin{equation*}
L[\phi]+E+N(\phi)=0 \tag{3.11}
\end{equation*}
$$

where

$$
\begin{gathered}
L[\phi]=(-\Delta)^{s} \phi+V(x) \phi-p U^{p-1} \phi \\
E=(-\Delta)^{s} U+V(x) U-U^{p}
\end{gathered}
$$

and

$$
N(\phi)=-(U+\phi)_{+}^{p}+U^{p}+p U^{p-1} \phi
$$

As mentioned in Remark 2 in the introduction, we will employ intermediate Lyapunov-Schmidt reduction to solve this. We will solve 3.11 through the following two steps.
Step 1: Solving the projected problem Let $\alpha \in \mathbb{R}$ and $\mathbf{q}$ satisfy (3.9). We shall first solve a projected version of (3.11). More precisely, we look for a function $\phi$ and some multiplier $\hat{\beta} \in \mathbb{R}^{2 K}$ such that

$$
\left\{\begin{array}{l}
L[\phi]+E+N(\phi)=\hat{\beta} \cdot \frac{\partial U}{\partial \mathbf{q}}  \tag{3.12}\\
\int_{\mathbb{R}^{2}} \phi Z_{Q_{j}} d x=0, \forall j=1, \cdots, K
\end{array}\right.
$$

where the vector field $Z_{Q_{j}}$ is defined by

$$
\begin{equation*}
\mathrm{Z}_{Q_{j}}(x)=\nabla w\left(x-Q_{j}\right) \tag{3.13}
\end{equation*}
$$

By direct computation, we have that

$$
\frac{\partial U}{\partial \mathbf{q}}=-\left(Z_{Q_{1}} \cdot n_{1}, \cdots, Z_{Q_{1}} \cdot n_{K}, Z_{Q_{1}} \cdot t_{1}, \cdots, Z_{Q_{1}} \cdot t_{K}\right)^{T}
$$

This constitutes the first step in the Lyapunov-Schmidt reduction. It is performed in Section 4 using an a priori estimate and the contraction mapping theorem. A required condition in this step is the non-degeneracy of $w$. It is worth noting that the function $\phi$ and the multiplier $\hat{\beta}$ found in Step 1 depend on the parameters $\alpha$ and $\mathbf{q}$.

## Step 2: Solving the reduced problem

From Step 1, we know that $\hat{\beta}$ is small. However, it is not easy to solve $\hat{\beta}(\alpha, \mathbf{q})=$ 0 directly, because the linear part of the expansion of $\hat{\beta}$ in $\mathbf{q}$ is degenerate.

More precisely, let us write

$$
\hat{\beta}(\alpha, \mathbf{q})=\tilde{T} \mathbf{q}+\Phi(\alpha, \mathbf{q})
$$

where $\tilde{T} \mathbf{q}$ is the linear part and $\Phi(\alpha, \mathbf{q})$ denotes the remaining term. As we will see in Section $5, \tilde{T} \mathbf{q}$ does not depend on $\alpha$, and there is a unique vector (up to scalar)

$$
\mathbf{q}_{0}=(\underbrace{0, \cdots, 0}_{K}, \underbrace{1, \cdots, 1}_{K})^{T} \in \mathbb{R}^{2 K},
$$

such that $\tilde{T} \mathbf{q}_{0}=0$.
By applying Lyapunov-Schmidt reduction again (called the secondary LyapunovSchmidt reduction), the step of solving the reduced problem $\hat{\beta}(\alpha, \mathbf{q})=0$ can be divided into two steps. To write the projected problem of $\hat{\beta}=0$ in a proper norm, note that

$$
\begin{equation*}
\frac{\partial U}{\partial \alpha}=R \sum_{j=1}^{K} \frac{\partial U}{\partial g_{j}}+\sum_{j=1}^{K}\left(f_{j} \frac{\partial U}{\partial g_{j}}-g_{j} \frac{\partial U}{\partial f_{j}}\right)=\left(R \mathbf{q}_{0}+\mathbf{q}^{\perp}\right) \cdot \frac{\partial U}{\partial \mathbf{q}} \tag{3.14}
\end{equation*}
$$

where $\mathbf{q}^{\perp}=(-\vec{g}, \vec{f})$ for $\mathbf{q}=(\vec{f}, \vec{g})$. Hence, we define

$$
\begin{equation*}
\vec{\beta}=\hat{\beta}-\gamma\left(R \mathbf{q}_{0}+\mathbf{q}^{\perp}\right), \text { for every } \gamma \in \mathbb{R} \tag{3.15}
\end{equation*}
$$

With this notation,

$$
\hat{\beta} \cdot \frac{\partial U}{\partial \mathbf{q}}=\vec{\beta} \frac{\partial U}{\partial \mathbf{q}}+\gamma \frac{\partial U}{\partial \alpha} .
$$

Clearly, the multiplier $\vec{\beta}$ depends on the parameters $\alpha, \mathbf{q}$ and $\gamma$. Thus, we write $\vec{\beta}=\vec{\beta}(\alpha, \mathbf{q}, \gamma)$.
Step 2.A: Solving $\vec{\beta}(\alpha, \mathbf{q}, \gamma)=0$ by adjusting $\gamma$ and $\mathbf{q}$
In this step, for each $\alpha \in \mathbb{R}$ we will determine parameters $(\gamma, \mathbf{q})$ such that

$$
\begin{equation*}
\vec{\beta}(\alpha, \mathbf{q}, \gamma)=0, \text { and } \mathbf{q} \perp \mathbf{q}_{0} . \tag{3.16}
\end{equation*}
$$

This can be viewed as the step of solving the projected problem in the secondary Lyapunov-Schmidt reduction. To achieve this, we will make use of condition (3.2). This step is performed in Section 5 by using various integral estimates and the contraction mapping theorem. A key condition in this step is the invertibility of a $2 K \times 2 K$ matrix, the proof of which is given in the final section. As mentioned before, the analysis of this large matrix is the key contribution of this paper, where the properties of circulant matrices and the Fourier series of the Bernoulli and Euler polynomials are used.

After Step 2.A is completed, we denote the unique solution of 3.16 by $(\gamma(\alpha), \mathbf{q}(\alpha))$. Then, the original problem (1.1) is reduced to the problem $\gamma(\alpha)=0$ in one dimension.

Step 2.B: Solving $\gamma(\alpha)=0$ by choosing $\alpha$ In this final step, we want to prove that there exists an $\alpha$ such that $\gamma(\alpha)=0$. As a result, the function $u=U+\phi$ is a genuine solution of (1.1).

This constitutes the second step of solving the reduced problem in the secondary Lyapunov-Schmidt reduction. To achieve this step, note that by Step 2.A the function $\phi=\phi(x, \alpha, \mathbf{q}(\alpha))$ determined in Step 1 solves the following problem:

$$
\left\{\begin{array}{l}
L[\phi]+E+N(\phi)=\gamma(\alpha) \frac{\partial U}{\partial \alpha},  \tag{3.17}\\
\int_{\mathbb{R}^{2}} \phi Z_{Q_{j}} d x=0, \forall j=1,2, \cdots, K,
\end{array}\right.
$$

where all of the quantities depending implicitly on $(\alpha, \mathbf{q})$ take values at $(\alpha, \mathbf{q}(\alpha))$. To solve $\gamma(\alpha)=0$, we first apply the so-called variational reduction technique to show that finding a solution of the equation $\gamma(\alpha)=0$ is equivalent to finding the critical point of the energy function $F(\alpha)=\mathcal{E}(U+\phi)$. Second, by using $\sqrt{3.8}$ it is not difficult to see that $F(\alpha)=0$ is $2 \pi$ periodic in $\alpha$. Hence, it has at least two critical points. More details for this step are presented in Section 6.

In the following three sections, we shall complete Step 1, Step 2.A, and Step 2.B, respectively.

## 4. Lyapunov-Schmidt reduction

This section is devoted to completing the first step in the procedure of our construction.

Before stating the main result, we first introduce some notation. We define the weighted norm as follows:

$$
\begin{equation*}
\|h\|_{*}=\sup _{x \in \mathbb{R}^{2}}\left|\left(\sum_{j=1}^{K} \frac{1}{\left(1+\left|x-Q_{j}\right|\right)^{\mu}}\right)^{-1} h(x)\right| \tag{4.1}
\end{equation*}
$$

where $Q_{j}$ is defined in Section 3 and $\mu>0$ will be chosen later. In the following, we assume that $\left(Q_{1}, \cdots, Q_{K}\right) \in \Lambda_{k}$, i.e., the parameter $\mathbf{q}$ satisfies 3.9).

We first claim that

$$
\begin{equation*}
\|h\|_{L^{\infty}\left(\mathbb{R}^{2}\right)} \leq C\|h\|_{*} \tag{4.2}
\end{equation*}
$$

To prove 4.2 , it suffices to show that $\sum_{j=1}^{K} \frac{1}{\left(1+\left|x-Q_{j}\right|\right)^{\mu}}<+\infty$. Indeed, for any $x \in \mathbb{R}^{2}$, suppose without loss of generality that $Q_{1}$ is the point such that

$$
\left|x-Q_{1}\right|=\min _{j}\left\{\left|x-Q_{j}\right|, j=1,2, \cdots, K\right\}
$$

It is known that $\left|x-Q_{1}\right|+\left|x-Q_{i}\right| \geq\left|Q_{1}-Q_{i}\right|$, and we can deduce that $\left|x-Q_{i}\right| \geq$ $\frac{1}{2}\left|Q_{1}-Q_{i}\right|$. Then,

$$
\begin{align*}
\sum_{j=1}^{K} \frac{1}{\left(1+\left|x-Q_{j}\right|\right)^{\mu}} & \leq C+C \sum_{j=2}^{K} \frac{1}{\left|Q_{j}-Q_{1}\right|^{\mu}} \leq C+C\left(\frac{1}{R}\right)^{\mu} \sum_{j=2}^{\left[\frac{K}{2}\right]+1}\left(\sin \left(\frac{j-1}{K} \pi\right)\right)^{-\mu} \\
& \leq C+C\left(\frac{K}{R}\right)^{\mu} \sum_{j=2}^{\left[\frac{K}{2}\right]+1} \frac{1}{j^{\mu}} \leq C+C\left(\frac{K}{R}\right)^{\mu} \tag{4.3}
\end{align*}
$$

where we have used that

$$
\begin{gathered}
\left|Q_{j}-Q_{1}\right| \sim 2 R \sin \left(\frac{j-1}{K} \pi\right) \text { for } j \in\left[2,\left[\frac{K}{2}\right]+1\right], \\
\left|Q_{j}-Q_{1}\right| \sim 2 R \sin \left(\frac{K-j+1}{K} \pi\right) \text { for } j \in\left[\left[\frac{K}{2}\right]+2, K\right],
\end{gathered}
$$

and $\sum_{j=1}^{\left[\frac{K}{2}\right]+1} \frac{1}{j^{\mu}} \leq C$ for $\mu>1$. Here, $[x]$ denotes the integer part of $x$. By using the relation $K=O\left(R^{1-\frac{m}{2 s+2}}\right)$, we can obtain that

$$
\rho(x)=\sum_{j=1}^{K} \frac{1}{\left(1+\left|x-Q_{j}\right|\right)^{\mu}} \leq \mathrm{C}
$$

from (4.3). Denote

$$
\mathfrak{B}_{*}=\left\{h \in L^{\infty}\left(\mathbb{R}^{2}\right) \mid\|h\|_{*}<\infty\right\}
$$

Then, $\mathfrak{B}_{*}$ is a Banach space with the norm $\|h\|_{*}$. To demonstrate its completeness, suppose that $\left\{h_{n}\right\}$ is a Cauchy sequence in $\mathfrak{B}_{*}$. By $\sqrt{4.2},\left\{h_{n}\right\}$ is also a Cauchy sequence in $L^{\infty}\left(\mathbb{R}^{2}\right)$. Hence, $h_{n}$ converges to a function $h_{\infty}$ in $L^{\infty}\left(\mathbb{R}^{2}\right)$. It is easy to see that for any $\varepsilon$, there exists $n_{0} \in \mathbb{N}$ such that

$$
\left(\sum_{j=1}^{K} \frac{1}{\left(1+\left|x-Q_{j}\right|\right)^{\mu}}\right)^{-1}\left|h_{n}(x)-h_{k}(x)\right| \leq\left\|h_{n}-h_{k}\right\|_{*}<\varepsilon, \forall x \in \mathbb{R}^{2}, \text { if } n, k \geq n_{0}
$$

By letting $k \rightarrow \infty$, we obtain that

$$
\left(\sum_{j=1}^{K} \frac{1}{\left(1+\left|x-Q_{j}\right|\right)^{\mu}}\right)^{-1}\left|h_{n}(x)-h_{\infty}(x)\right|<\varepsilon, \forall x \in \mathbb{R}^{2}, \text { if } n \geq n_{0}
$$

which implies that $\left\|h_{n}-h_{\infty}\right\|_{*} \rightarrow 0$ as $n \rightarrow+\infty$.
In the following, we always assume that $1<\mu<2+2 s$. Now, we can state our main result for this section.

Proposition 4.1. Suppose that $V(x)$ satisfies 1.8 for constants $V_{\infty}>0, \alpha \in \mathbb{R}, m \geq 1$, and $\sigma>0$, given $1<\mu<2+2 s$. Then, there exists a positive integer $K_{0}$ such that for all $K \geq K_{0}, \alpha \in \mathbb{R}$, and $\mathbf{q}$ satisfying 3.9 , there exists a unique function $\phi \in H^{2 s}\left(\mathbb{R}^{2}\right) \cap \mathcal{B}_{K}$ and a unique multiplier $\mathbf{c} \in \mathbb{R}^{2 K}$ such that

$$
\left\{\begin{array}{l}
L[\phi]+E+N(\phi)=\mathbf{c} \cdot \frac{\partial U}{\partial \mathbf{q}^{\prime}}  \tag{4.4}\\
\int_{\mathbb{R}^{N}} \phi Z_{Q_{j}} \mathrm{~d} x=0, \forall j=1, \cdots, K
\end{array}\right.
$$

where

$$
\mathcal{B}_{K}=\left\{\phi \in L^{\infty}\left(\mathbb{R}^{2}\right) \mid\|\phi\|_{*} \leq C R^{-\tau_{0}}\right.
$$

and

$$
\tau_{0}=\min \left\{p m-\frac{\mu m}{2 s+2}, 2 s+2-\mu, m\right\}
$$

Here, $C$ is a positive constant that is independent of $K$. Moreover, $(\alpha, \mathbf{q}) \mapsto \phi(x ; \alpha, \mathbf{q})$ is of class $C^{1}$, and

$$
R^{-1}\left\|\frac{\partial \phi}{\partial \alpha}\right\|_{*}+\left\|\frac{\partial \phi}{\partial \mathbf{q}}\right\|_{*} \leq C R^{-\min \{p-1,1\} \tau_{0}}
$$

The proof of Proposition 4.1 is somewhat standard, and can be divided into two steps:
(i) Studying the invertibility of the linear operator.
(ii) Applying fixed point theorems.

Let $M$ denotes a $2 K \times 2 K$ matrix defined by

$$
\begin{equation*}
M_{i j}=\int_{\mathbb{R}^{2}} \frac{\partial U}{\partial q_{i}} \frac{\partial U}{\partial q_{i}}, \forall i, j=1,2, \cdots, 2 K \tag{4.5}
\end{equation*}
$$

Lemma 4.1. Assume that $m \geq 1$. Then, for sufficiently large $K$, given any vector $\mathbf{b} \in$ $\mathbb{R}^{2 K}$ there exists a unique vector $\mathbf{c} \in \mathbb{R}^{2 K}$ such that $M \mathbf{c}=\mathbf{b}$. Moreover,

$$
\begin{equation*}
\|\mathbf{c}\|_{\infty} \leq C\|\mathbf{b}\|_{\infty} \tag{4.6}
\end{equation*}
$$

for some constant $C$ that is independent of $K$.
Proof. To prove the existence, it is sufficient to prove the a priori estimate (4.6). Suppose that $\left|c_{j}\right|=\|\mathbf{c}\|$. Then, by the definition we have that

$$
\begin{equation*}
\sum_{i=1}^{K} M_{j i} c_{i}=b_{j} \tag{4.7}
\end{equation*}
$$

For the entries $M_{j i}$, a simple computation gives that

$$
\begin{equation*}
\left|M_{j i}\right| \sim\left|2 R \sin \left(\frac{j-i}{K} \pi\right)\right|^{-2 s-3}, \forall i \neq j \tag{4.8}
\end{equation*}
$$

and

$$
\begin{equation*}
M_{j j}=\int_{\mathbb{R}^{2}}\left(\partial_{x_{1}} w\right)^{2} \mathrm{~d} x=c_{0}>0, \forall j=1,2, \cdots, 2 K \tag{4.9}
\end{equation*}
$$

Hence, by (4.7)-4.9) we have for sufficiently large $K$ that

$$
c_{0}\|\mathbf{c}\|_{\infty}=c_{0}\left|c_{j}\right| \leq \sum_{i \neq j}\left|M _ { j i } \left\|c _ { i } \left|+\left|b_{j}\right| \leq \frac{c_{0}}{2}\|\mathbf{c}\|_{\infty}+\|\mathbf{b}\|_{\infty}\right.\right.\right.
$$

from which the desired result follows.

Before we give the proof of Proposition 4.1. we first study the following linearized problem.
Proposition 4.2. Under the assumption of Proposition 4.1, given $1<\mu<2+2 s$, there exists a positive integer $K_{0}$ such that for all $K \geq K_{0}, \alpha \in \mathbb{R}, \mathbf{q}$ satisfying (3.9), and $h \in \mathfrak{B}_{*}$, there exists a unique function $\phi \in H^{2 s}\left(\mathbb{R}^{2}\right) \cap \mathfrak{B}_{*}$ and a unique multiplier $\mathbf{c} \in \mathbb{R}^{2 K}$ such that

$$
\left\{\begin{array}{l}
L[\phi]=h+\mathbf{c} \cdot \frac{\partial U}{\partial \mathbf{q}}  \tag{4.10}\\
\int_{\mathbb{R}^{2}} \phi \mathrm{Z}_{Q_{j}} \mathrm{~d} x=0, \forall j=1,2, \cdots, K .
\end{array}\right.
$$

Moreover, we have that

$$
\begin{equation*}
\|\phi\|_{*}+\|\mathbf{c}\|_{\infty} \leq C\|h\|_{*} \tag{4.11}
\end{equation*}
$$

for some constant $C$ that is independent of $K$.
Proof. By following the same process as in the proof of Proposition 4.1 in [18], it suffices to prove the a priori estimate 4.11).

To prove 4.11 , we first multiply the equation 4.10 by $\frac{\partial u}{\partial q}$ and integrate over $\mathbb{R}^{2}$, to obtain

$$
M \mathbf{c}=\int_{\mathbb{R}^{2}} L[\phi] \frac{\partial U}{\partial \mathbf{q}}-\int_{\mathbb{R}^{2}} h \frac{\partial U}{\partial \mathbf{q}} \mathrm{~d} x
$$

where $M$ is a $2 K \times 2 K$ matrix as defined in (4.5).
Using integration by parts, we obtain that

$$
\int_{\mathbb{R}^{2}} L[\phi] Z_{Q_{i}} \mathrm{~d} x=\int \phi L\left[Z_{Q_{i}}\right] \mathrm{d} x
$$

Then, observe that

$$
\begin{equation*}
L\left[Z_{Q_{i}}\right]=(V(x)-1) \nabla w_{i}-p\left(U^{p-1}-w_{i}^{p-1}\right) \nabla w_{i} \tag{4.12}
\end{equation*}
$$

We begin by studying the first term on the right hand side of 4.12 . For the sake of the simplicity of our argument, we shall discuss the first term on the right hand side of 4.12 for $i=1$. The other terms can be treated in a similar manner. From Section 3, we have that $\rho(x)$ is uniformly bounded. Then,

$$
\begin{aligned}
& \quad\left|\int_{\mathbb{R}^{2}}(V(x)-1) \nabla w_{1} \phi\right| \leq C\|\phi\|_{*} \int_{\mathbb{R}^{2}} \rho(x)|V(x)-1| \frac{1}{\left(1+\left|x-Q_{1}\right|\right)^{2 s+3}} \mathrm{~d} x \\
& \leq C\|\phi\|_{*} \int_{|x| \leq\left|\frac{Q_{1}}{2}\right|} \rho(x)|V(x)-1| \frac{1}{\left(1+\left|x-Q_{1}\right|\right)^{2 s+3}} \mathrm{~d} x \\
& \quad+C\|\phi\|_{*} \int_{|x| \geq\left|\frac{Q_{1}}{2}\right|} \rho(x)|V(x)-1| \frac{1}{\left(1+\left|x-Q_{1}\right|\right)^{2 s+3}} \mathrm{~d} x \\
& \leq C\|\phi\|_{*} \frac{1}{R^{2 s+1}}+C\|\phi\|_{*} \frac{1}{R^{m}}=o(1)\|\phi\|_{*} \text { as } R \rightarrow \infty
\end{aligned}
$$

Next, we consider the second term on the right hand side of 4.12. We divide $\mathbb{R}^{2}$ into $K$ parts:

$$
\mathbb{R}^{2}=\bigcup_{j=1}^{K} \Omega_{j}
$$

where

$$
\Omega_{j}=\left\{x \in \mathbb{R}^{2}| | x-Q_{j}\left|=\min _{i}\right| x-Q_{i} \mid, i=1,2, \cdots, K\right\}
$$

When $1<p \leq 2$, it holds that

$$
\begin{aligned}
\mid \int_{\Omega_{1}}\left(w_{1}^{p-1}-U^{p-1}\right) Z_{Q_{1}} \phi & \leq C\|\phi\|_{*} \int_{\Omega_{1}} \rho(x)\left(\sum_{j=2}^{K} w_{j}\right)^{p-1}\left|Z_{Q_{1}}\right| \\
& \leq C\|\phi\|_{*}\left(\sum_{j=2}^{K} \frac{1}{\left|Q_{1}-Q_{j}\right|^{2 s+2}}\right)^{p-1} \int_{\Omega_{1}} \frac{1}{\left(1+\left|x-Q_{1}\right|\right)^{2 s+3}} \\
& \leq C\|\phi\|_{*}\left(\frac{K}{R}\right)^{(2 s+2)(p-1)},
\end{aligned}
$$

and for $\ell \neq 1$ we have that

$$
\begin{aligned}
& \left|\int_{\Omega_{\ell}}\left(w_{1}^{p-1}-U^{p-1}\right) Z_{Q_{1}} \phi\right| \leq C\|\phi\|_{*} \int_{\Omega_{\ell}} \rho(x)\left(\sum_{j=2}^{K} w_{j}\right)^{p-1}\left|Z_{Q_{1}}\right| \mathrm{d} x \\
\leq & C\|\phi\|_{*} \int_{\Omega_{\ell}}\left[\frac{1}{\left(1+\left|x-Q_{\ell}\right|\right)^{(2 s+2)(p-1)}}+\left(\frac{K}{R}\right)^{(2 s+2)(p-1)}\right] \frac{1}{\left(1+\left|x-Q_{1}\right|\right)^{2 s+3}} \mathrm{~d} x \\
\leq & C\|\phi\|_{*}\left[\left(\frac{K}{R}\right)^{(2 s+2)(p-1)} \frac{1}{\left|Q_{1}-Q_{\ell}\right|^{2 s+1}}+\frac{1}{\left|Q_{1}-Q_{\ell}\right|^{2 s+3-(2-(2 s+2)(p-1))_{+}}}\right] .
\end{aligned}
$$

Then,

$$
\begin{aligned}
& \left|\int_{\mathbb{R}^{2} \backslash \Omega_{1}}\left(w_{1}^{p-1}-U^{p-1}\right) Z_{Q_{1}} \phi\right| \\
\leq & C\|\phi\|_{*} \sum_{\ell=2}^{K}\left[\left(\frac{K}{R}\right)^{(2 s+2)(p-1)} \frac{1}{\mid Q_{1}-Q_{\ell} \ell^{2 s+1}}+\frac{1}{\left.\mid Q_{1}-Q_{\ell} \ell^{2 s+3-(2-(2 s+2)(p-1))_{+}}\right]}\right] \\
\leq & C\|\phi\|_{*}\left[\left(\frac{K}{R}\right)^{2 s+1+(2 s+2)(p-1)}+\left(\frac{K}{R}\right)^{2 s+3-(2-(2 s+2)(p-1))_{+}}\right] .
\end{aligned}
$$

Therefore, we obtain that

$$
\left|\int_{\Omega_{1}}\left(w_{1}^{p-1}-U^{p-1}\right) Z_{Q_{1}} \phi\right|=o(1)\|\phi\|_{* \cdot}
$$

For the case that $p>2$, we have that

$$
\begin{aligned}
U^{p-1}-w_{1}^{p-1} & \leq C\left(w_{1}^{p-2} \sum_{j=2}^{K} w_{j}+\left(\sum_{j=2}^{K} w_{j}\right)^{p-1}\right) \\
& \leq C\left[\left(\frac{K}{R}\right)^{2 s+2} w_{1}^{p-2}+\left(\frac{K}{R}\right)^{(2 s+2)(p-1)}\right] \text { in } \Omega_{1},
\end{aligned}
$$

and

$$
U^{p-1}-w_{1}^{p-1} \leq C\left[w_{\ell}^{p-1}+\left(\frac{K}{R}\right)^{(p-1)(2 s+2)}\right] \text { in } \Omega_{\ell}, \quad 2 \leq \ell \leq K .
$$

As a consequence, we have that

$$
\begin{aligned}
& \left|\int_{\mathbb{R}^{2}}\left(w_{1}^{p-1}-U^{p-1}\right) Z_{Q_{1}} \phi\right| \\
\leq & C\|\phi\|_{*} \int_{\Omega_{1}} C \rho(x)\left[\left(\frac{K}{R}\right)^{2 s+2} w_{1}^{p-2}+\left(\frac{K}{R}\right)^{(2 s+2)(p-1)}\right]\left|Z_{Q_{1}}\right| \\
& +C\|\phi\|_{*} \sum_{l=2}^{K} \int_{\Omega_{\ell}}\left[\frac{1}{\left(1+\left|x-Q_{\ell}\right|\right)^{(2 s+2)(p-1)}}+\left(\frac{K}{R}\right)^{(2 s+2)(p-1)}\right]\left|Z_{Q_{1}}\right| \mathrm{d} x \\
\leq & C\|\phi\|_{*}\left[\left(\frac{K}{R}\right)^{2 s+2}+\left(\frac{K}{R}\right)^{2 s+3-(2-(2 s+2)(p-1))+}\right]=o(1)\|\phi\|_{*} .
\end{aligned}
$$

Therefore, we can conclude that

$$
\begin{equation*}
\int_{\mathbb{R}^{2}} \phi L\left[Z_{Q_{i}}\right] \mathrm{d} x=o(1)\|\phi\|_{*} . \tag{4.13}
\end{equation*}
$$

On the other hand, it is easy to see that

$$
\begin{equation*}
\int_{\mathbb{R}^{2}} h Z_{Q_{i}} \mathrm{~d} x \leq C\|h\|_{*} . \tag{4.14}
\end{equation*}
$$

By using (4.13), (4.14, and Lemma 4.1, we obtain that

$$
\begin{equation*}
\mathbf{c}=o(1)\|\phi\|_{*}+O(1)\|h\|_{*} . \tag{4.15}
\end{equation*}
$$

Now, we prove the a priori estimate (4.11). We argue by contradiction. Suppose that there exist $h_{K}$ and $\phi_{K}$ solving (4.10) for $h=h_{K}, R=R_{K}$, with $\left\|h_{K}\right\|_{*} \rightarrow 0$ and $\left\|\phi_{K}\right\|_{*}=1$ as $K \rightarrow \infty$. For simplicity, we drop the $K$ in the subscript.

From the conditions on the potential $V$, it is obvious that $\inf _{\mathbb{R}^{2}} V>0$. On the other hand, from the equation satisfied by $\phi$,

$$
(-\Delta)^{s} \phi+\left(V-p W^{p-1}\right) \phi=h+\mathbf{c} \cdot \frac{\partial U}{\partial \mathbf{q}},
$$

we find that

$$
\begin{aligned}
V(x)-p W^{p-1}(x) & \geq V(x)-C\left(\frac{1}{\left(1+\left|x-Q_{1}\right|\right)^{2 s+2}}+\sum_{j=2}^{K} \frac{1}{\left|Q_{j}-Q_{1}\right|^{2 s+2}}\right)^{p-1} \\
& \geq V(x)-C\left(\frac{1}{\left(1+\left|x-Q_{1}\right|\right)^{2 s+2}}+\left(\frac{K}{R}\right)^{2 s+2}\right)^{p-1} \geq \frac{1}{2} V(x)
\end{aligned}
$$

for any $x \in \Omega_{1} \backslash B_{r}\left(Q_{1}\right)$, which leads to

$$
\inf _{\mathbb{R}^{2} \backslash \cup_{j=1}^{K} B_{r}\left(Q_{j}\right)}\left(V(x)-p W^{p-1}(x)\right) \geq \frac{1}{2} \inf _{\mathbb{R}^{2}} V(x)>0 .
$$

Accordingly, from Lemma 2.5 and (4.13), it holds that

$$
\|\phi\|_{*} \leq C\left(\|\phi\|_{L^{\infty}\left(\cup_{j=1}^{K} B_{r}\left(q_{j}\right)\right)}+\|h\|_{*}+|c|\left\|\sum_{j=1}^{K} Z_{j}\right\|_{*}\right) \leq C\|\phi\|_{L^{\infty}\left(\cup_{j=1}^{K} B_{r}\left(q_{j}\right)\right)}+o(1),
$$

from which we may assume that, up to a subsequence,

$$
\begin{equation*}
\|\phi\|_{L^{\infty}\left(B_{r}\right)\left(Q_{1}\right)} \geq \gamma>0 . \tag{4.16}
\end{equation*}
$$

Let us set $\tilde{\phi}(x)=\phi\left(x+Q_{1}\right)$. Then, $\tilde{\phi}$ satisfies

$$
\begin{equation*}
(-\Delta)^{s} \tilde{\phi}+V\left(x+Q_{1}\right) \tilde{\phi}-p w^{p-1} \tilde{\phi}=\tilde{g}, \tag{4.17}
\end{equation*}
$$

where

$$
\begin{align*}
\tilde{g}= & g\left(x+Q_{1}\right)+\left(c_{1} \cdot Z_{1}\left(x+Q_{1}\right)+\sum_{j=2}^{K} c_{j} \cdot Z_{j}\left(x+Q_{1}\right)\right) \\
& +p\left[\left(w(x)+\sum_{j=2}^{K} w\left(x+Q_{1}-Q_{j}\right)\right)^{p-1}-w^{p-1}\right] \tilde{\phi} \tag{4.18}
\end{align*}
$$

For any point $x$ in an arbitrary compact set of $\mathbb{R}^{2}$, we have that

$$
\left|g\left(x+Q_{1}\right)\right| \leq\|g\|_{*} \rho\left(x+Q_{1}\right) \leq C\|g\|_{*}=o(1)
$$

It is easy to see that $V\left(x+Q_{1}\right) \rightarrow 1$,

$$
\mathbf{c}=o\left(\|\phi\|_{*}\right)+O\left(\|g\|_{*}\right) \rightarrow 0
$$

and

$$
\begin{aligned}
\left|Z_{1}\left(x+Q_{1}\right)+\sum_{j=2}^{K} Z_{j}\left(x+Q_{1}\right)\right| & \leq \frac{C}{\left(1+\left|x+Q_{1}\right|\right)^{2 s+2}}+\sum_{j=2}^{K} \frac{C}{\left|x+Q_{1}-Q_{j}\right|^{2 s+2}} \\
& \leq C+\sum_{j=2}^{K} \frac{C}{\left|Q_{1}-Q_{j}\right|^{2 s+2}} \leq C
\end{aligned}
$$

For the last term in 4.18, as $1<p \leq 2$ it holds that

$$
\begin{aligned}
& \left|\left[\left(w(x)+\sum_{j=2}^{K} w\left(x+Q_{1}-Q_{j}\right)\right)^{p-1}-w(x)^{p-1}\right] \tilde{\phi}\right| \\
\leq & C\left(\sum_{j=2}^{K} w\left(x+Q_{1}-Q_{j}\right)\right)^{p-1} \leq C\left(\sum_{j=2}^{K} \frac{1}{\left|x+Q_{1}-Q_{j}\right|^{2 s+2}}\right)^{p-1} \\
\leq & C\left(\sum_{j=2}^{K} \frac{1}{\left|Q_{1}-Q_{j}\right|^{2 s+2}}\right)^{p-1} \leq C\left(\frac{K}{R}\right)^{(2 s+2)(p-1)}
\end{aligned}
$$

while for $p>2$ we have that

$$
\begin{aligned}
& \left|\left[\left(w(x)+\sum_{j=2}^{K} w\left(x+Q_{1}-Q_{j}\right)\right)^{p-1}-w^{p-1}(x)\right] \tilde{\phi}\right| \\
\leq & C w^{p-2} \sum_{j=2}^{K} w\left(x+Q_{1}-Q_{j}\right)+C\left(\sum_{j=2}^{K} w\left(x+Q_{1}-Q_{j}\right)\right)^{p-1} \\
\leq & \sum_{j=2}^{K} \frac{C}{\left|x+Q_{1}-Q_{j}\right|^{2 s+2}}+C\left(\sum_{j=2}^{K} \frac{1}{\left|x+Q_{1}-Q_{j}\right|^{2 s+2}}\right)^{p-1} \\
\leq & \sum_{j=2}^{K} \frac{C}{\left|Q_{1}-Q_{j}\right|^{2 s+2}}+C\left(\sum_{j=2}^{K} \frac{1}{\left.\left|Q_{1}-Q_{j}\right|^{2 s+2}\right)^{p-1}}\right. \\
\leq & C\left(\frac{K}{R}\right)^{2 s+2}+C\left(\frac{K}{R}\right)^{(2 s+2)(p-1)} \leq C\left(\frac{K}{R}\right)^{2 s+2} .
\end{aligned}
$$

Hence, $\tilde{g} \rightarrow 0$ uniformly on any compact set of $\mathbb{R}^{2}$ as $K \rightarrow \infty$. Meanwhile, by considering

$$
(-\Delta)^{s} \tilde{\phi}+\tilde{\phi}=\left(1-V\left(x+Q_{1}\right)\right) \tilde{\phi}+p w^{p-1} \tilde{\phi}+\tilde{g},
$$

and applying Lemma 2.3, we obtain that

$$
\begin{aligned}
\sup _{x \neq y} \frac{|\tilde{\phi}(x)-\tilde{\phi}(y)|}{|x-y|^{\beta}} & \leq C\left(\|(1-V) \tilde{\phi}\|_{L^{\infty}}+\left\|w^{p-1} \tilde{\phi}\right\|_{L^{\infty}}+\|\tilde{g}\|_{L^{\infty}}\right) \\
& \leq C\left(\|\phi\|_{*}+\|\tilde{g}\|_{L^{\infty}}\right) \leq C,
\end{aligned}
$$

where $\beta=\min \{1,2 s\}$. Hence, up to a subsequence, we may assume that $\tilde{\phi} \rightarrow \phi_{0}$ uniformly on any compact set. It is easy to see that $\tilde{\phi}_{0}$ satisfies

$$
\left\{\begin{array}{l}
(-\Delta)^{s} \phi_{0}+\phi_{0}-p w^{p-1} \phi_{0}=0 \text { in } \mathbb{R}^{2}, \\
\phi_{0} \in H^{2 s}, \quad \int_{\mathbb{R}^{2}} \nabla w \phi_{0}=0,
\end{array}\right.
$$

where $x=\left(x^{1}, x^{2}\right)$. Furthermore, by using the fact that $\mu>1$ we have that

$$
\int_{B_{R}(0)} \phi_{0}^{2} \leq \int_{B_{R}(0)} \tilde{\phi}_{k}^{2}=\int_{B_{R}\left(Q_{1}\right)} \phi_{k}^{2} \leq\left\|\phi_{k}\right\|_{*}^{2} \int_{B_{R}\left(Q_{1}\right)} \rho^{2} \leq C,
$$

which means that $\phi_{0} \in L^{2}\left(\mathbb{R}^{2}\right)$. Then, the non-degeneracy result in [27] together with the orthogonality condition implies that $\phi_{0} \equiv 0$, which contradicts (4.16). Hence, have we proved 4.11). Once we obtain (4.11, we can follow the same steps as in [18] to obtain a solution (4.10). Then, the lemma will be proved.

Before we give the complete proof of Proposition 4.1, we will estimate the error.
Lemma 4.2. Given $\left(Q_{1}, Q_{2}, \cdots, Q_{K}\right) \in \Lambda_{K}$, for any fixed $\mu \in(1,2+2 s)$ there exists a constant $C$ (independent of $K$ ) such that

$$
\begin{equation*}
\|E\|_{*} \leq C R^{-\tau_{0}} . \tag{4.19}
\end{equation*}
$$

Proof. By the definition of $E$, we have that

$$
E=\sum_{j=1}^{K}(V(x)-1) w_{j}-\left\{\left(\sum_{j=1}^{K} w_{j}\right)^{p}-\sum_{j=1}^{K} w_{j}^{p}\right\}=E_{1}+E_{2} .
$$

We simply assume that $x \in \Omega_{1}$ in the following proof, because the other parts can be treated similarly. We first consider $E_{1}$. If $|x| \geq \frac{\left|Q_{1}\right|}{2}$, then

$$
V(x)-1=O\left(\frac{1}{|x|^{m}}\right)=O\left(\frac{1}{R^{m}}\right),
$$

and in this region we have that

$$
\begin{aligned}
\left|\rho^{-1} \sum_{j=1}^{K}(1-V(x)) w_{j}\right| & \leq \frac{C}{R^{m}}\left(\sum_{i=1}^{K} \frac{1}{\left(1+\left|x-Q_{i}\right|\right)^{\mu}}\right)^{-1} \sum_{j=1}^{K} w_{j} \\
& \leq \frac{C}{R^{m}}\left(\sum_{i=1}^{K} \frac{1}{\left(1+\left|x-Q_{i}\right|\right)^{\mu}}\right)^{-1} \sum_{j=1}^{K} \frac{1}{\left(1+\left|x-Q_{j}\right|\right)^{2 s+2}} \\
& \leq \frac{C}{R^{m}}\left(\sum_{i=1}^{K} \frac{1}{\left(1+\left|x-Q_{i}\right|\right)^{\mu}}\right)^{-1} \sum_{j=1}^{K} \frac{1}{\left(1+\left|x-Q_{j}\right|\right)^{\mu}} \\
& \leq \frac{C}{R^{m}} .
\end{aligned}
$$

Meanwhile, for $|x| \leq \frac{R}{2}$, we have that

$$
\left|x-Q_{1}\right| \geq\left|Q_{1}\right|-|x| \geq \frac{R}{2} \text { and }\left|x-Q_{j}\right| \geq \frac{R}{2} \text { for } j=2, \cdots, K .
$$

Hence,

$$
\begin{aligned}
\left|\rho^{-1} \sum_{j=1}^{K}(1-V(x)) w_{j}\right| & \leq C \rho^{-1} \sum_{j=1}^{K} w_{j} \leq C \rho^{-1} \sum_{j=1}^{K} \frac{1}{\left(1+\left|x-Q_{j}\right|\right)^{2 s+2}} \\
& \leq C \rho^{-1} \sum_{j=1}^{K} \frac{1}{\left(1+\left|x-Q_{j}\right|\right)^{\mu}} \cdot \frac{1}{\left(1+\left|x-Q_{j}\right|\right)^{2 s+2-\mu}} \\
& \leq C\left(\sum_{i=1}^{K} \frac{1}{\left(1+\left|x-Q_{i}\right|\right)^{\mu}}\right)^{-1} \sum_{j=1}^{K} \frac{1}{\left(1+\left|x-Q_{j}\right|\right)^{\mu}} \frac{1}{R^{2 s+2-\mu}} \\
& \leq \frac{C}{R^{2 s+2-\mu}}
\end{aligned}
$$

For $E_{2}$, we observe that

$$
\left|\left(\sum_{j=1}^{K} w_{j}\right)^{p}-\sum_{j=1}^{K} w_{j}^{p}\right| \leq C\left(w_{1}^{p-1} \sum_{j=2}^{K} w_{j}+\sum_{j=2}^{K} w_{j}^{p}+\left(\sum_{j=2}^{K} w_{j}\right)^{p}\right)
$$

In the case that $\mu \leq(2 s+2)(p-1)$, it holds that

$$
\begin{aligned}
\rho^{-1} W_{1}^{p-1} \sum_{j=2}^{K} W_{j} & \leq C \rho^{-1} \frac{1}{\left(1+\left|x-Q_{1}\right|\right)^{(2+2 s)(p-1)}} \sum_{j=2}^{K} \frac{1}{\left(1+\left|x-Q_{j}\right|\right)^{2 s+2}} \\
& \leq C \frac{\left(1+\left|x-Q_{1}\right|\right)^{\mu}}{\left(1+\left|x-Q_{1}\right|\right)^{(2 s+2)(p-1)}} \sum_{j=2}^{K} \frac{1}{\left(1+\left|x-Q_{j}\right|\right)^{2 s+2}} \\
& \leq C \sum_{j=2}^{K} \frac{1}{\left(1+\left|Q_{1}-Q_{j}\right|\right)^{2 s+2}} \leq C\left(\frac{K}{R}\right)^{2 s+2}
\end{aligned}
$$

Otherwise, if $\mu>(2+2 s)(p-1)$ then

$$
\begin{aligned}
\rho^{-1} W_{1}^{p-1} \sum_{j=2}^{K} W_{j} & \leq C \rho^{-1} \frac{1}{\left(1+\left|x-Q_{1}\right|\right)^{(2 s+2)(p-1)}} \sum_{j=2}^{K} \frac{1}{\left(1+\left|x-Q_{j}\right|\right)^{2 s+2}} \\
& \leq C \rho^{-1} \frac{1}{\left(1+\left|x-Q_{1}\right|\right)^{\mu}} \sum_{j=2}^{K} \frac{1}{\left(1+\left|x-Q_{j}\right|\right)^{2 s+2-\mu+(2 s+2)(p-1)}} \\
& \leq C \sum_{j=2}^{K} \frac{1}{\left|Q_{j}-Q_{1}\right|^{(2 s+2) p-\mu}} \leq C\left(\frac{K}{R}\right)^{(2 s+2) p-\mu}
\end{aligned}
$$

It is easy to deduce that

$$
\begin{aligned}
\rho^{-1} \sum_{j=2}^{K} W_{j}^{p} & \leq C \rho^{-1} \sum_{j=2}^{K} \frac{1}{\left(1+\left|x-Q_{j}\right|\right)^{(2+2 s) p-\mu}} \frac{1}{\left(1+\left|x-Q_{1}\right|\right)^{\mu}} \\
& \leq C \sum_{j=2}^{K} \frac{1}{\left|Q_{j}-Q_{1}\right|^{(2 s+2) p-\mu}} \leq C\left(\frac{K}{R}\right)^{(2 s+2) p-\mu}
\end{aligned}
$$

and

$$
\begin{aligned}
\rho^{-1}\left(\sum_{j=2}^{K} W_{j}\right)^{p} & \leq C \rho^{-1}\left(\sum_{j=2}^{K} \frac{1}{\left(1+\left|x-Q_{j}\right|\right)^{2 s+2-\frac{\mu}{p}}} \frac{1}{\left(1+\left|x-Q_{1}\right|\right)^{\frac{\mu}{p}}}\right)^{p} \\
& \leq C\left(\sum_{j=2}^{K} \frac{1}{\left|Q_{j}-Q_{1}\right|^{2 s+2-\frac{\mu}{p}}}\right)^{p} \leq C\left(\frac{K}{R}\right)^{(2 s+2) p-\mu}
\end{aligned}
$$

Thus, we obtain the desired result by combining the above estimates.
Now, we are in the position to give the proof of Proposition 4.1 .
Proof of Proposition 4.1 We write the problem (4.4) as a fixed point problem:

$$
\phi=T(E+N(\phi))=: \mathcal{A} \phi, \text { for } \phi \in H^{2 s}
$$

Let

$$
\mathfrak{F}=\left\{\phi \in H^{2 s} \mid\|\phi\|_{*} \leq \delta\right\}
$$

where $\delta>0$ is a small number to be determined later.
Let $\phi \in \mathfrak{F}$. Then for $1<p \leq 2$ we have that

$$
\|N(\phi)\|_{*} \leq C\left\|\phi^{p}\right\|_{*} \leq C\|\phi\|_{*}^{p}\left\|\rho^{p-1}\right\|_{L^{\infty}\left(\mathbb{R}^{2}\right)} \leq C\|\phi\|_{*}^{p}
$$

or if $p>2$ we have that

$$
\begin{aligned}
\|N(\phi)\|_{*} & \leq C\left\|\phi^{2} W^{p-2}\right\|_{*}+C\left\|\phi^{p}\right\|_{*} \\
& \leq C\|\phi\|_{*}^{2}\left|\rho W^{p-2}\right|_{L^{\infty}\left(\mathbb{R}^{2}\right)}+C\|\phi\|_{*}^{p}\left\|\rho^{p-1}\right\|_{L^{\infty}\left(\mathbb{R}^{2}\right)} \\
& \leq C\|\phi\|_{*}^{2} .
\end{aligned}
$$

By Proposition 4.2 and Lemma 4.2, we have that

$$
\|\mathcal{A}(\phi)\|_{*} \leq C\left(\|E\|_{*}+\|N(\phi)\|_{*}\right) \leq C\|E\|_{*}+C\left(\|\phi\|_{*}+\|\phi\|_{*}^{p-1}\right)\|\phi\|_{*} \leq \delta
$$

Then, we can choose $C\left(\delta+\delta^{p-1}\right) \leq \frac{1}{2}$ and $K$ sufficiently large such that

$$
C\|E\|_{*} \leq C R^{-\tau_{0}} \leq \frac{1}{2} \delta
$$

On the other hand, for any $\phi_{i} \in H^{2 s}, i=1,2$, we have that

$$
\left|N\left(\phi_{1}\right)-N\left(\phi_{2}\right)\right|=\left|N^{\prime}(\xi)\left(\phi_{1}-\phi_{2}\right)\right|
$$

where $\xi$ lies between $\phi_{1}$ and $\phi_{2}$.
For $1<p \leq 2$, it holds that $N^{\prime}(t) \leq C t^{p-1} \leq C\left(\left|\phi_{1}\right|^{p-1}+\left|\phi_{2}\right|^{p-1}\right)$, which tells us that

$$
\begin{aligned}
\left\|N\left(\phi_{1}\right)-N\left(\phi_{2}\right)\right\|_{*} & \leq C\left\|\phi_{1}-\phi_{2}\right\|_{*}\left(\left\|\phi_{1}\right\|_{L^{\infty}\left(\mathbb{R}^{2}\right)}^{p-1}+\left\|\phi_{2}\right\|_{L^{\infty}\left(\mathbb{R}^{2}\right)}^{p-1}\right) \\
& \leq C\left\|\phi_{1}-\phi_{2}\right\|_{*}\left(\left\|\phi_{1}\right\|_{*}^{p-1}+\left\|\phi_{2}\right\|_{*}^{p-1}\right)\|\rho\|_{L^{\infty}\left(\mathbb{R}^{2}\right)}^{p-1} \\
& \leq C\left\|\phi_{1}-\phi_{2}\right\|_{*}\left(\left\|\phi_{1}\right\|_{*}^{p-1}+\left\|\phi_{2}\right\|_{*}^{p-1}\right) \\
& \leq C \delta^{p-1}\left\|\phi_{1}-\phi_{2}\right\|_{*} \leq \frac{1}{2}\left\|\phi_{1}-\phi_{2}\right\|_{*}
\end{aligned}
$$

Provided that $\delta$ is small enough. For $p>2, N^{\prime}(t) \leq C\left(W^{p-2}|t|+|t|^{p-1}\right)$, from which we can deduce that

$$
\begin{aligned}
& \left\|N\left(\phi_{1}\right)-N\left(\phi_{2}\right)\right\|_{*} \\
\leq & C\left\|\phi_{1}-\phi_{2}\right\|_{*}\left[\left\|\rho W^{p-2}\right\|_{L^{\infty}\left(\mathbb{R}^{2}\right)}\left(\left\|\phi_{1}\right\|_{*}+\left\|\phi_{2}\right\|_{*}\right)+\left(\left\|\phi_{1}\right\|_{*}^{p-1}+\left\|\phi_{2}\right\|_{*}^{p-1}\right)\|\rho\|_{L^{\infty}\left(\mathbb{R}^{2}\right)}^{p-1}\right] \\
\leq & C\left\|\phi_{1}-\phi_{2}\right\|_{*}\left(\left\|\phi_{1}\right\|_{*}+\left\|\phi_{2}\right\|_{*}+\left\|\phi_{1}\right\|_{*}^{p-1}+\left\|\phi_{2}\right\|_{*}^{p-1}\right) \\
\leq & C\left(\delta+\delta^{p-1}\right)\left\|\phi_{1}-\phi_{2}\right\|_{*} \leq \frac{1}{2}\left\|\phi_{1}-\phi_{2}\right\|_{*}
\end{aligned}
$$

Provided that $\delta$ is small enough. Thus, we obtain that $\mathcal{A}$ is a contraction mapping, and the problem 4.4 admits a unique solution $\phi$. Clearly, Lemma 4.2 implies that

$$
\|\phi\|_{*} \leq C R^{-\tau_{0}}
$$

Now, we will consider the differentiability of $\phi(x ; \alpha, \mathbf{q})$ as function of $(\alpha, \mathbf{q})$. Consider the map

$$
\mathcal{T}: \mathbb{R} \times \mathbb{R}^{2 K} \times \mathfrak{B} \times \mathbb{R}^{2 K} \rightarrow \mathfrak{B} \times \mathbb{R}^{2 K}
$$

of class $C^{1}$ given by:

$$
\mathcal{T}(\alpha, \mathbf{q}, \phi, \mathbf{c})=\left(\begin{array}{c}
\left((-\Delta)^{s}+1\right)^{-1} S(U+\phi)-\mathbf{c}\left((-\Delta)^{s}+1\right)^{-1} \frac{\partial U}{\partial \mathbf{q}} \\
\int_{\mathbb{R}^{2}} \phi \mathrm{Z}_{Q_{1}} \mathrm{~d} x \\
\vdots \\
\int_{\mathbb{R}^{2}} \phi \mathrm{Z}_{Q_{K}} \mathrm{~d} x
\end{array}\right)
$$

where $\mathfrak{B}=H^{2 s}\left(\mathbb{R}^{2}\right) \cap \mathfrak{B}_{*}$. Equation 4.4 is equivalent to $\mathcal{T}(\alpha, \mathbf{q}, \phi, \mathbf{c})=0$. By the above argument, we know that given $\alpha \in \mathbb{R}$ and $\mathbf{q}$ satisfying $(3.9)$, there exists a unique local solution $(\phi(\alpha, \mathbf{q}), \mathbf{c}(\alpha, \mathbf{q}))$. In the following, we write $(\phi, \mathbf{c})=$ $(\phi(\alpha, \mathbf{q}), \mathbf{c}(\alpha, \mathbf{q}))$ for simplicity. We claim that the linear operator

$$
\left.\frac{\partial \mathcal{T}(\alpha, \mathbf{q}, \phi, \mathbf{c})}{\partial(\phi, \mathbf{c})}\right|_{(\alpha, \mathbf{q}, \phi, \mathbf{c})}: \mathfrak{B} \times \mathbb{R}^{2 K} \rightarrow \mathfrak{B} \times \mathbb{R}^{2 k}
$$

is invertible for large $K$. Then, the $C^{1}-$ regularity of $(\alpha, \mathbf{q}) \mapsto(\phi, \mathbf{c})$ follows from the implicit function theorem. Indeed, we have that
$\left.\frac{\partial \mathcal{T}(\alpha, \mathbf{q}, \phi, \mathbf{c})}{\partial(\phi, \mathbf{c})}\right|_{(\alpha, \mathbf{q}, \phi, \mathbf{c})}[\varphi, \vec{\xi}]=\left(\begin{array}{c}\left((-\Delta)^{s}+1\right)^{-1} S^{\prime}(U+\phi)[\varphi]-\vec{\xi}\left((-\Delta)^{s}+1\right)^{-1} \frac{\partial U}{\partial \mathbf{q}} \\ \int_{\mathbb{R}^{2}} \varphi Z_{Q_{1}} \mathrm{~d} x \\ \vdots \\ \int_{\mathbb{R}^{2}} \varphi Z_{Q_{K}} \mathrm{~d} x\end{array}\right)$.
Next, we study the dependence of $\phi$ on $(\alpha, \mathbf{q})$. Assume that we have two solutions corresponding to two sets of parameters. Let one of these be denoted by

$$
L[\phi]+E+N(\phi)=\mathbf{c} \nabla_{\mathbf{q}} U
$$

corresponding to the parameters $\alpha$ and $\mathbf{q}$, and the other by
corresponding to the parameters $\stackrel{\circ}{\alpha}$ and $\stackrel{\circ}{\mathbf{q}}$. Observe that $\phi$ is $L^{2}$ - orthogonal to $\nabla_{\mathbf{q}} U$, while $\dot{\phi}$ is $L^{2}$ - orthogonal to $\stackrel{\circ}{\mathbf{q}}_{\mathbf{q}} U$. To compare $\dot{\phi}$ and $\phi$, we first choose a
vector $\vec{\omega}$ such that

$$
\dot{\phi}_{\omega}=\dot{\phi}+\vec{\omega} \nabla_{\mathbf{q}} U
$$

satisfies the same orthogonality condition as $\phi$. Moreover, by the equation for $\dot{\phi}$, the function $\dot{\phi} \omega$ satisfies the equation

$$
L\left[\dot{\phi}_{\omega}\right]+(\stackrel{\circ}{L}-L)[\stackrel{\circ}{\phi}]-\vec{\omega} \cdot L\left[\nabla_{\mathbf{q}} U\right]+\stackrel{\circ}{E}+\stackrel{N}{N}(\circ)+\dot{\phi}\left(\nabla_{\mathbf{q}} U-\stackrel{\circ}{\nabla}_{\mathbf{q}} U\right)=\stackrel{\circ}{\mathbf{c}} \cdot \nabla_{\mathbf{q}} U .
$$

By taking the difference with the equation satisfied by $\phi$, we obtain that

$$
\begin{aligned}
L\left[\dot{\phi}_{\omega}-\phi\right]= & (L-\stackrel{\circ}{L})[\AA]+\vec{\omega} \cdot L\left[\nabla_{\mathbf{q}} U\right]+(E-\stackrel{\circ}{E})+(N(\phi)-\stackrel{\circ}{N}(\AA)) \\
& -\dot{\mathbf{c}}\left(\nabla_{\mathbf{q}} U-\stackrel{\circ}{\mathbf{q}}_{\mathbf{q}} U\right)+(\mathbf{c}-\mathbf{c}) \cdot \nabla_{\mathbf{q}} U .
\end{aligned}
$$

For $j=1,2, \cdots, K$, we have that

$$
\left|Q_{j}-Q_{j}\right| \leq C\left(R|\dot{\alpha}-\alpha|+\|\dot{\mathbf{q}}-\mathbf{q}\|_{\infty}\right) .
$$

Assuming that $\left(R|\dot{\alpha}-\alpha|+\|\dot{\mathbf{q}}-\mathbf{q}\|_{\infty}\right) \leq \frac{1}{2}$, we then have that

$$
\begin{aligned}
& \|(\stackrel{\circ}{L}-L)\left[\stackrel{\circ}{\phi} \|_{*} \leq C R^{-\tau_{0}}\left(R|\dot{\alpha}-\alpha|+\|\dot{\mathbf{q}}-\mathbf{q}\|_{\infty}\right),\right. \\
& \left\|\vec{\omega} \cdot L\left[\nabla_{\mathbf{q}} U\right]\right\|_{*} \leq C R^{-\tau_{0}}\|\vec{\omega}\|_{\infty}, \\
& \|E-\stackrel{\circ}{E}\|_{*} \leq C R^{-\tau_{0}}\left(R|\dot{\alpha}-\alpha|+\|\dot{\mathbf{q}}-\mathbf{q}\|_{\infty}\right), \\
& \|N(\phi)-\stackrel{\circ}{N}(\dot{\phi})\|_{*} \leq C R^{-\min \{p-1,1\} \tau_{0}}\left(R|\check{\alpha}-\alpha|+\|\dot{\mathbf{q}}-\mathbf{q}\|_{\infty}\right) \\
& +C R^{-(p-1) \tau_{0}}\|\phi-\dot{\phi}\|_{*},
\end{aligned}
$$

and

$$
\left\|\dot{\mathbf{c}}\left(\nabla_{\mathbf{q}} U-\dot{\nabla}_{\mathbf{q}} U\right)\right\|_{*} \leq C R^{-\tau_{0}}\left(R|\dot{\alpha}-\alpha|+\|\dot{\mathbf{q}}-\mathbf{q}\|_{\infty}\right) .
$$

Hence, by Lemma 3.1 we have that

$$
\begin{aligned}
\left\|\dot{\phi}_{\omega}-\phi\right\|_{*}+\|\dot{\mathbf{c}}-\mathbf{c}\|_{\infty} \leq & C R^{-\min \{p-1,1\} \tau_{0}}\left(R|\dot{\alpha}-\alpha|+\|\dot{\mathbf{q}}-\mathbf{q}\|_{\infty}\right) \\
& +C R^{-\tau_{0}}\|\vec{\omega}\|_{\infty}+C R^{-(p-1) \tau_{0}}\|\phi-\stackrel{\AA}{\phi}\|_{*} .
\end{aligned}
$$

On the other hand, from the definition of $\dot{\phi}_{\omega}$ we have that

$$
\begin{aligned}
\|\vec{\omega}\|_{\infty} & \leq C\|\dot{\phi}\|_{*}\left(R|\dot{\alpha}-\alpha|+\|\dot{\mathbf{q}}-\mathbf{q}\|_{\infty}\right) \\
& \leq C R^{-\tau_{0}}\left(R|\dot{\alpha}-\alpha|+\|\dot{\mathbf{q}}-\mathbf{q}\|_{\infty}\right) .
\end{aligned}
$$

Hence,

$$
\|\dot{\phi}-\phi\|_{*}+\|\dot{\mathbf{q}}-\mathbf{q}\|_{\infty} \leq C R^{-\min \{p-1,1\} \tau_{0}}\left(R|\dot{\alpha}-\alpha|+\|\dot{\mathbf{q}}-\mathbf{q}\|_{\infty}\right)
$$

Therefore, we have completed the proof of Proposition 4.1 .

## 5. A FURTHER REDUCTION PROCESS

The main purpose of this section is to achieve Step 2.A. We will define

$$
\begin{equation*}
\vec{\beta}=\hat{\beta}-\gamma\left(R \mathbf{q}_{0}+\mathbf{q}^{\perp}\right), \forall \gamma \in \mathbb{R} \tag{5.1}
\end{equation*}
$$

The equation (4.4) then becomes

$$
\begin{equation*}
L(\phi)+E+N(\phi)=\vec{\beta} \cdot \frac{\partial U}{\partial \mathbf{q}}+\gamma \frac{\partial U}{\partial \alpha} . \tag{5.2}
\end{equation*}
$$

Note that $\phi$ does not depend on $\gamma$, but $\vec{\beta}$ depends on the parameters $\alpha, \mathbf{q}$, and $\gamma$. We write $\vec{\beta}=\vec{\beta}(\alpha, \mathbf{q}, \gamma)$.

In this section, we will solve $\vec{\beta}=0$ for each $\alpha \in \mathbb{R}$ by adjusting $\mathbf{q}$ and $\gamma$. By multiplying 5.2 by $\frac{\partial U}{\partial q}$ and integrating over $\mathbb{R}^{2}$, we obtain that

$$
\int_{\mathbb{R}^{2}}(L(\phi)+E+N(\phi)) \frac{\partial U}{\partial \mathbf{q}} d x=M \vec{\beta}+\gamma \int_{\mathbb{R}^{2}} \frac{\partial U}{\partial \alpha} \frac{\partial U}{\partial \mathbf{q}} d x
$$

Because the matrix $M$ is invertible, solving $\vec{\beta}=0$ is equivalent to solving

$$
\begin{equation*}
\int_{\mathbb{R}^{2}}(L(\phi)+E+N(\phi)) \frac{\partial U}{\partial \mathbf{q}} d x=\gamma \int_{\mathbb{R}^{2}} \frac{\partial U}{\partial \alpha} \frac{\partial U}{\partial \mathbf{q}} d x \tag{5.3}
\end{equation*}
$$

In the following subsection, we will compute the projections of the error and the terms involving $\phi$.
5.1. Projections. We first compute $\int_{\mathbb{R}^{2}} E \frac{\partial U}{\partial \mathbf{q}} d x$. We begin with the following lemma.

Lemma 5.1. The following expansion holds:

$$
\begin{aligned}
\int_{\mathbb{R}^{2}} E Z_{Q_{k}} d x= & \Gamma\left|Q_{k}\right|^{-m-1} \frac{Q_{k}}{\left|Q_{k}\right|}+\sum_{j \neq k} \Psi\left(\left|Q_{j}-Q_{k}\right|\right) \frac{Q_{j}-Q_{k}}{\left|Q_{j}-Q_{k}\right|} \\
& +R^{-\tau_{1}} \Pi_{1, k}(\alpha, \mathbf{q})+R^{-\tau_{2}} \Pi_{2, k}(\alpha, \mathbf{q})
\end{aligned}
$$

where $\Gamma=\frac{a m}{2} \int_{\mathbb{R}^{2}} w^{2}(x) d x ; \tau_{1}$ and $\tau_{2}$ as given in 5.4 and 5.9) are numbers depending on $p, m$, and s only; and $\Pi_{i k}(\alpha, \mathbf{q}), i=1,2$ are smooth vector valued functions that are uniformly bounded as $K \rightarrow \infty$.

Proof. By the definition of the error $E$, we know that

$$
\begin{aligned}
\int_{\mathbb{R}^{2}} E Z_{Q_{k}} d x & =\sum_{j=1}^{k} \int_{\mathbb{R}^{2}}(V(x)-1) w_{j} \nabla w_{k} d x-\int_{\mathbb{R}^{2}}\left[\left(\sum_{j=1}^{K} w_{j}\right)^{p}-\sum_{j=1}^{K} w_{j}^{p}\right] \nabla w_{k} d x \\
& =I_{1}-I_{2}
\end{aligned}
$$

We first estimate $I_{1}$ :

$$
\begin{aligned}
I_{1} & =\sum_{j=1}^{K} \int_{\mathbb{R}^{2}}(V(x)-1) w_{j} \nabla w_{k} d x \\
& =\int_{\mathbb{R}^{2}}(V(x)-1) w_{k} \nabla w_{k} d x+\sum_{j \neq k} \int_{\mathbb{R}^{2}}(V(x)-1) w_{j} \nabla w_{k} d x \\
& =I_{11}+I_{12}
\end{aligned}
$$

$$
\begin{aligned}
I_{11} & =\int_{|x| \leq \frac{R}{2}}(V(x)-1) w_{Q_{k}} \nabla w_{Q_{k}} d x+\int_{|x| \geq \frac{R}{2}}(V(x)-1) w_{Q_{k}} \nabla w_{Q_{k}} d x \\
& =\int_{|x| \geq \frac{R}{2}} \frac{a}{|x|^{m}} w_{Q_{k}} \nabla w_{Q_{k}} d x+O\left(R^{-4 s-3}\right)+O\left(R^{-m-\sigma}\right) \\
& =\int_{\left|y+Q_{k}\right| \geq \frac{R}{2}} \frac{a}{\left|y+Q_{k}\right|^{m}} w(y) \nabla w(y) d y+O\left(R^{-4 s-3}\right)+O\left(R^{-m-\sigma}\right) \\
& =\frac{a m}{2} \frac{Q_{k}}{\left|Q_{k}\right|^{m+2}} \int_{\mathbb{R}^{N}} w^{2}(x) d x+O\left(R^{-4 s-3}\right)+O\left(R^{-m-\sigma}\right)+O\left(R^{-m-3}\right)
\end{aligned}
$$

where in the last equality we use the following identities:

$$
\int_{\mathbb{R}^{2}} w(y) \nabla w(y) d y=0, \int_{\mathbb{R}^{2}} y_{j} y_{k} w(y) \nabla w(y) d y=0, \forall j, k=1,2
$$

and

$$
\int_{\mathbb{R}^{2}}\left(y^{T} \cdot \vec{e}\right) w(y) \nabla w(y) d y=-\frac{1}{2} \int_{\mathbb{R}^{2}} w^{2} d y \cdot \vec{e}, \quad \forall \vec{e} \in \mathbb{R}^{2}
$$

For the term $I_{12}$, we have that

$$
\begin{aligned}
I_{12}= & \sum_{j \neq k} \int_{\mathbb{R}^{2}}(V(x)-1) w_{Q_{j}} \nabla w_{Q_{k}} d x \\
= & \sum_{j \neq k} \int_{|x| \leq \frac{R}{2}}(V(x)-1) w_{Q_{j}} \nabla w_{Q_{k}} d x+\sum_{j \neq k} \int_{|x|>\frac{R}{2}}(V(x)-1) w_{Q_{j}} \nabla w_{Q_{k}} d x \\
= & \sum_{j \neq k} \int_{\left|y+Q_{k}\right|>\frac{R}{2}} \frac{a}{\left|y+Q_{k}\right|^{m}} w\left(y+Q_{k}-Q_{j}\right) \nabla w(y) d y \\
& +O\left(R^{-m-\sigma}\right) \sum_{j \neq k} \frac{1}{\left|Q_{j}-Q_{k}\right|^{2 s+2}}+O\left(K R^{-4 s-3}\right) \\
= & O\left(R^{-m}\right)\left[\sum_{j \neq k} \frac{1}{\left|Q_{j}-Q_{k}\right|^{2 s+3}}\left(\frac{Q_{j}-Q_{k}}{\left|Q_{j}-Q_{k}\right|}\right)+\sum_{j \neq k} \frac{1}{\left|Q_{j}-Q_{k}\right|^{2 s+4}}\right] \\
& +O\left(R^{-m-\sigma}\right) \sum_{j \neq k} \frac{1}{\left|Q_{j}-Q_{k}\right|^{2 s+2}}+O\left(K R^{-4 s-3}\right) \\
= & O\left(R^{-2 m-1}\right)+O\left(R^{-2 m-\frac{m}{s+1}}\right)+O\left(R^{-4 s-2-\frac{m}{2 s+2}}\right)+O\left(R^{-2 m-\sigma}\right)
\end{aligned}
$$

where we have used $\frac{Q_{k-j}-Q_{k}}{\left|Q_{k-j}-Q_{k}\right|}+\frac{Q_{k+j}-Q_{k}}{\left|Q_{k+j}-Q_{k}\right|}=2 \sin \frac{j \pi}{K}$ in the last step. Thus, we have that

$$
I_{1}=\frac{a m}{2} \frac{Q_{k}}{\left|Q_{k}\right|^{m+2}} \int_{\mathbb{R}^{2}} w^{2}(x) d x+O\left(R^{-\tau_{1}}\right)
$$

where

$$
\begin{equation*}
\tau_{1}=\min \left\{m+3, m+\sigma, 2 m+1,2 m+\frac{m}{s+1}, 4 s+2+\frac{m}{2 s+2}\right\} \tag{5.4}
\end{equation*}
$$

Next, we consider $I_{2}$.

$$
\begin{aligned}
I_{2}= & \int_{\mathbb{R}^{2}}\left(\left(\sum_{j=1}^{K} w_{Q_{j}}\right)^{p}-\sum_{j=1}^{K} w_{Q_{j}}^{p}\right) \nabla w_{Q_{k}} d x \\
= & \int_{\mathbb{R}^{2}} p w_{Q_{k}}^{p-1}\left(\sum_{j \neq k} w_{Q_{j}}\right) \nabla w_{Q_{k}} d x \\
& +\int_{\mathbb{R}^{2}}\left(\left(\sum_{j=1}^{k} w_{Q_{j}}\right)^{p}-w_{Q_{k}}^{p}-p w_{Q_{k}}^{p-1}\left(\sum_{j \neq k} w_{Q_{j}}\right)-\sum_{j \neq k} w_{Q_{j}}^{p}\right) \nabla w_{Q_{k}} d x \\
= & I_{21}+I_{22} .
\end{aligned}
$$

By the definition of the interaction function $\Psi$, we have that

$$
\begin{equation*}
I_{21}=-\sum_{j \neq k} \Psi\left(\left|Q_{j}-Q_{k}\right|\right) \frac{Q_{j}-Q_{k}}{\left|Q_{j}-Q_{k}\right|} \tag{5.5}
\end{equation*}
$$

For the term $I_{22}$, we divide our discussion into two cases. If $1<p<2$, we write

$$
\begin{align*}
& \int_{\mathbb{R}^{2}}\left(\left(\sum_{j=1}^{K} w_{Q_{j}}\right)^{p}-w_{Q_{k}}^{p}-p w_{Q_{k}}^{p-1}\left(\sum_{j \neq k} w_{Q_{j}}\right)-\sum_{j \neq k} w_{Q_{j}}^{p}\right) \nabla w_{Q_{k}} d x \\
= & \int_{\Omega_{k}}\left(\left(\sum_{j=1}^{K} w_{Q_{j}}\right)^{p}-w_{Q_{k}}^{p}-p w_{Q_{k}}^{p-1}\left(\sum_{j \neq k} w_{Q_{j}}\right)-\sum_{j \neq k} w_{Q_{j}}^{p}\right) \nabla w_{Q_{k}} d x \\
& +\int_{\mathbb{R}^{2} \backslash \Omega_{k}}\left(\left(\sum_{j=1}^{K} w_{Q_{j}}\right)^{p}-w_{Q_{k}}^{p}-p w_{Q_{k}}^{p-1}\left(\sum_{j \neq k} w_{Q_{j}}\right)-\sum_{j \neq k} w_{Q_{j}}^{p}\right) \nabla w_{Q_{k}} d x . \tag{5.6}
\end{align*}
$$

For the first term on the right hand side of 5.6 , we have that

$$
\begin{aligned}
& \left|\int_{\Omega_{k}}\left(\left(\sum_{j=1}^{K} w_{Q_{j}}\right)^{p}-w_{Q_{k}}^{p}-p w_{Q_{k}}^{p-1}\left(\sum_{j \neq k} w_{Q_{j}}\right)-\sum_{j \neq k} w_{Q_{j}}^{p}\right) \nabla w_{Q_{k}} d x\right| \\
\leq & C \int_{\Omega_{k}}\left(\sum_{j \neq k} w_{Q_{j}}\right)^{p}\left|\nabla w_{Q_{k}}\right|+\left(\sum_{j \neq k} w_{Q_{j}}^{p}\right)\left|\nabla w_{Q_{k}}\right| d x \\
\leq & C\left[\left(\sum_{j \neq k} \frac{1}{\left|Q_{j}-Q_{k}\right|^{(2 s+2)}}\right)^{p}+\sum_{j \neq k} \frac{1}{\left|Q_{j}-Q_{k}\right|^{2 p(s+1)}}\right] \leq C R^{-p m},
\end{aligned}
$$

where we have used that $(1+x)^{p} \leq 1+p x+C x^{p}$ for small $x$, and $C$ is a constant that depends on $p$ only. Similarly,

$$
\begin{align*}
& \left|\int_{\mathbb{R}^{2} \backslash \Omega_{k}}\left(\left(\sum_{j=1}^{K} w_{Q_{j}}\right)^{p}-w_{Q_{k}}^{p}-p w_{Q_{k}}^{p-1}\left(\sum_{j \neq k} w_{Q_{j}}\right)-\sum_{j \neq k} w_{Q_{j}}^{p}\right) \nabla w_{Q_{k}} d x\right| \\
\leq & \sum_{\ell \neq k} \int_{\Omega_{\ell}} C w_{Q_{\ell}}^{p-1}\left(\sum_{j \neq \ell} w_{Q_{j}}\right)\left|\nabla w_{Q_{k}}\right| d x+\sum_{\ell \neq k} \int_{\Omega_{\ell}} \sum_{j \neq \ell} w_{Q_{j}}^{p}\left|\nabla w_{Q_{k}}\right| d x \\
& +\sum_{\ell \neq k} \int_{\Omega_{\ell}}\left(p w_{Q_{k}}^{p-1} w_{Q_{\ell}}\left|\nabla w_{Q_{k}}\right|+p w_{Q_{k}}^{p-1}\left(\sum_{j \neq \ell, k} w_{Q_{j}}\right)\left|\nabla w_{Q_{k}}\right|\right) d x \\
\leq & C \sum_{\ell \neq k}\left(\frac{1}{R^{m}} \frac{1}{\left|Q_{l}-Q_{k}\right|^{2 s+3-(2-2(p-1)(s+1))_{+}}}+\frac{1}{\left|Q_{l}-Q_{k}\right|^{2 p(s+1)}}\right) \leq C R^{-p m} . \tag{5.7}
\end{align*}
$$

Therefore, we have for $1<p<2$ that

$$
\begin{equation*}
I_{22} \leq C R^{-p m} \tag{5.8}
\end{equation*}
$$

If $p>2$, then

$$
\begin{aligned}
& \left|\int_{\Omega_{k}}\left(\left(\sum_{j=1}^{K} w_{Q_{j}}\right)^{p}-w_{Q_{k}}^{p}-p w_{Q_{k}}^{p-1}\left(\sum_{j \neq k} w_{Q_{j}}\right)-\sum_{j \neq k} w_{Q_{j}}^{p}\right) \nabla w_{Q_{k}} d x\right| \\
\leq & C \int_{\Omega_{k}} w_{Q_{k}}^{p-2}\left(\sum_{j \neq k} w_{Q_{j}}\right)^{2}\left|\nabla w_{Q_{k}}\right|+\left(\sum_{j \neq k} w_{Q_{j}}\right)^{p}\left|\nabla w_{Q_{k}}\right| d x \\
\leq & C\left(\sum_{j \neq k} \frac{1}{\left|Q_{j}-Q_{k}\right|^{4 s+4}}+\sum_{j \neq k} \frac{1}{\left|Q_{j}-Q_{k}\right|^{2 p(s+1)}}\right) \\
\leq & C R^{-2 m}
\end{aligned}
$$

and similarly to (5.7) we have that

$$
\begin{aligned}
& \left|\int_{\mathbb{R}^{2} / \Omega_{k}}\left(\left(\sum_{j=1}^{K} w_{Q_{j}}\right)^{p}-w_{Q_{k}}^{p}-p w_{Q_{k}}^{p-1}\left(\sum_{j \neq k} w_{Q_{j}}\right)-\sum_{j \neq k} w_{Q_{j}}^{p}\right) \nabla w_{Q_{k}} d x\right| \\
\leq & \sum_{\ell \neq k} \int_{\Omega_{\ell}} C w_{Q_{\ell}}^{p-1}\left(\sum_{j \neq \ell} w_{Q_{j}}\right)\left|\nabla w_{Q_{k}}\right| d x+\sum_{\ell \neq k} \int_{\Omega_{\ell}} \sum_{j \neq \ell} w_{Q_{j}}^{p}\left|\nabla w_{Q_{k}}\right| d x \\
& +\sum_{\ell \neq k} \int_{\Omega_{\ell}}\left(p w_{Q_{k}}^{p-1} w_{Q_{\ell}}\left|\nabla w_{Q_{k}}\right|+p w_{Q_{k}}^{p-1}\left(\sum_{j \neq \ell, k} w_{Q_{j}}\right)\left|\nabla w_{Q_{k}}\right|\right) d x \\
\leq & C R^{-2 m} .
\end{aligned}
$$

In summary, we have that

$$
I_{22}=R^{-\tau_{2}},
$$

where

$$
\begin{equation*}
\tau_{2}=\min \{2 m, p m\} . \tag{5.9}
\end{equation*}
$$

By combining the above estimates, we complete the proof of Lemma 5.1 .

Now, we can analyze $\int_{\mathbb{R}^{2}} E \frac{\partial U}{\partial \mathbf{q}} d x$. Before we start, we define

$$
\begin{equation*}
d_{j}=\frac{2 R \sin \frac{j \pi}{K} \Psi^{\prime}\left(2 R \sin \frac{j \pi}{K}\right)}{\Psi\left(2 R \sin \frac{j \pi}{K}\right)} \tag{5.10}
\end{equation*}
$$

By considering to the asymptotic behavior of $\Psi$ with its derivative, it is not difficult to see that $d_{j}=-(2 s+3)+o(1)$.
Lemma 5.2. The following expansion holds:

$$
\int_{\mathbb{R}^{2}} E \frac{\partial U}{\partial \mathbf{q}} d x=T \mathbf{q}+R^{-\tau_{1}} \Pi_{1}(\alpha, \mathbf{q})+R^{-\tau_{2}} \Pi_{2}(\alpha, \mathbf{q})+R^{-m-\frac{3 m}{2 s+2}} \Pi_{3}(\alpha, \mathbf{q})
$$

where

$$
\Pi_{i}(\alpha, \mathbf{q})=\left(\Pi_{i 1}, \Pi_{i 2}, \cdots, \Pi_{i K}\right), i=1,2
$$

and $\Pi_{3}(\alpha, \mathbf{q})$ are uniformly bounded vector valued functions, with $\Pi_{3}(\alpha, \mathbf{q})$ given in the following proof of Lemma 5.2 Here, $T$ is a $2 K \times 2 K$ matrix defined by

$$
T=\left(\begin{array}{cc}
\mathcal{A} & \mathcal{B}  \tag{5.11}\\
\mathcal{C} & \mathcal{D}
\end{array}\right)
$$

and $\mathcal{A}, \mathcal{B}, \mathcal{C}, \mathcal{D}$ are all $K \times K$ circulant matrices given as follows:
The matrix $\mathcal{A}$ :

$$
\begin{equation*}
\mathcal{A}=\operatorname{Circ}\left\{A_{1}, A_{2}, \cdots, A_{K}\right\} \tag{5.12}
\end{equation*}
$$

where

$$
\begin{gathered}
a_{1}=\sum_{j \neq 1} F_{j}\left[\left(1-d_{j}\right) \sin ^{2} \frac{\theta_{j}}{2}-1\right]-(m+1) \Gamma R^{-m-2} \\
a_{j}=F_{j}\left(\cos ^{2} \frac{\theta_{j}}{2}-d_{j} \sin ^{2} \frac{\theta_{j}}{2}\right), \text { for } j=2, \cdots, K
\end{gathered}
$$

and

$$
F_{j}=\frac{\Psi\left(2 R \sin \frac{\theta_{j}}{2}\right)}{2 R \sin \frac{\theta_{j}}{2}}, \text { for } j=2, \cdots, K
$$

The matrix $\mathcal{B}$ :

$$
\begin{equation*}
\mathcal{B}=\operatorname{Circ}\left\{B_{1}, B_{2}, \cdots, B_{K}\right\} \tag{5.13}
\end{equation*}
$$

where

$$
B_{1}=-\frac{1}{2} \sum_{j \neq 1} F_{j} \sin \theta_{j}\left(1-d_{j}\right)
$$

and

$$
B_{j}=-\frac{1}{2} F_{j} \sin \theta_{j}\left(1+d_{j}\right), \text { for } j=2, \cdots, K
$$

## The matrix $\mathcal{C}$ :

$$
\begin{equation*}
\mathcal{C}=\operatorname{Circ}\left\{C_{1}, C_{2}, \cdots, C_{K}\right\} \tag{5.14}
\end{equation*}
$$

where

$$
C_{1}=-\frac{1}{2} \sum_{j \neq 1} F_{j} \sin \theta_{j}\left(1-d_{j}\right)
$$

and

$$
C_{j}=\frac{1}{2} F_{j} \sin \theta_{j}\left(1+d_{j}\right), \text { for } j=2, \cdots, K
$$

The matrix $\mathcal{D}$ :

$$
\begin{equation*}
\mathcal{D}=\operatorname{Circ}\left\{D_{1}, D_{2}, \cdots, D_{K}\right\}, \tag{5.15}
\end{equation*}
$$

where

$$
\begin{gathered}
D_{1}=\sum_{j \neq 1} F_{j}\left[\left(1-d_{j}\right) \cos ^{2} \frac{\theta_{j}}{2}-1\right]+\Gamma R^{-m-2}, \\
D_{j}=F_{j}\left(-\sin ^{2} \frac{\theta_{j}}{2}+d_{j} \cos ^{2} \frac{\theta_{j}}{2}\right), \text { for } j=2, \cdots, K .
\end{gathered}
$$

Proof. First, we recall a useful expansion that will be used several times in the following proof:

$$
\begin{equation*}
\frac{\vec{a}+\vec{b}}{|\vec{a}+\vec{b}|}=\frac{\vec{a}}{|\vec{a}|}+\frac{\vec{b}}{|\vec{a}|}-\left(\frac{\vec{a} \cdot \vec{b}}{|\vec{a}|^{2}}\right) \frac{\vec{a}}{|\vec{a}|}+O\left(\frac{|\vec{b}|^{2}}{|\vec{a}|^{2}}\right), \text { if }|\vec{b}| \ll|\vec{a}| . \tag{5.16}
\end{equation*}
$$

By considering 5.16 and performing a simple computation, we can obtain that

$$
\begin{gather*}
\frac{Q_{k}}{\left|Q_{k}\right|^{m+2}}=R^{-m-1} n_{k}+R^{-m-2}\left(g_{k} t_{k}-(m+1) f_{k} n_{k}\right)+O\left(R^{-m-3}\right)  \tag{5.17}\\
\frac{Q_{j}-Q_{1}}{\left|Q_{j}-Q_{1}\right|}=\frac{Q_{j}^{0}-Q_{1}^{0}}{\left|Q_{j}^{0}-Q_{1}^{0}\right|}+\frac{1}{\left|Q_{j}^{0}-Q_{1}^{0}\right|}\left(f_{j} n_{j}+g_{j} t_{j}-f_{1} n_{1}-g_{1} t_{1}\right) \\
\\
-\left(\frac{Q_{j}^{0}-Q_{1}^{0}}{\left|Q_{j}^{0}-Q_{1}^{0}\right|} \cdot \frac{f_{j} n_{j}+g_{j} t_{j}-f_{1} n_{1}-g_{1} t_{1}}{\left|Q_{j}^{0}-Q_{1}^{0}\right|}\right) \frac{Q_{j}^{0}-Q_{1}^{0}}{\left|Q_{j}^{0}-Q_{1}^{0}\right|}+O\left(\frac{|\mathbf{q}|_{\infty}^{2}}{\left|Q_{j}^{0}-Q_{1}^{0}\right|^{2}}\right)
\end{gather*}
$$

and

$$
\begin{aligned}
\Psi\left(\left|Q_{j}-Q_{1}\right|\right)= & \Psi\left(\left|Q_{j}^{0}-Q_{1}^{0}\right|\right)+\Psi^{\prime}\left(\left|Q_{j}^{0}-Q_{1}^{0}\right|\right) \frac{Q_{j}^{0}-Q_{1}^{0}}{\left|Q_{j}^{0}-Q_{1}^{0}\right|} \cdot\left(f_{j} n_{j}+g_{j} t_{j}-f_{1} n_{1}-g_{1} t_{1}\right) \\
& +O\left(\frac{|\mathbf{q}|_{\infty}^{2}}{\left|Q_{j}^{0}-Q_{1}^{0}\right|^{2 s+5}}\right)
\end{aligned}
$$

Therefore, we have that

$$
\begin{aligned}
& \sum_{j \neq 1} \Psi\left(\left|Q_{j}-Q_{1}\right|\right) \frac{Q_{j}-Q_{1}}{\left|Q_{j}-Q_{1}\right|} \\
= & \sum_{j \neq 1} \Psi\left(\left|Q_{j}^{0}-Q_{1}^{0}\right|\right) \frac{Q_{j}^{0}-Q_{1}^{0}}{\left|Q_{j}^{0}-Q_{1}^{0}\right|}+\Psi\left(\left|Q_{j}^{0}-Q_{1}^{0}\right|\right) \frac{f_{j} n_{j}+g_{j} t_{j}-f_{1} n_{1}-g_{1} t_{1}}{\left|Q_{j}^{0}-Q_{1}^{0}\right|} \\
& -\Psi\left(\left|Q_{j}^{0}-Q_{1}^{0}\right|\right)\left(\frac{Q_{j}^{0}-Q_{1}^{0}}{\left|Q_{j}^{0}-Q_{1}^{0}\right|} \cdot \frac{f_{j} n_{j}+g_{j} t_{j}-f_{1} n_{1}-g_{1} t_{1}}{\left|Q_{j}^{0}-Q_{1}^{0}\right|}\right) \frac{Q_{j}^{0}-Q_{1}^{0}}{\left|Q_{j}^{0}-Q_{1}^{0}\right|} \\
& +\Psi^{\prime}\left(\left|Q_{j}^{0}-Q_{1}^{0}\right|\right) \frac{\left(Q_{j}^{0}-Q_{1}^{0}\right) \cdot\left(f_{j} n_{j}+g_{j} t_{j}-f_{1} n_{1}-g_{1} t_{1}\right)}{\left|Q_{j}^{0}-Q_{1}^{0}\right|} \frac{Q_{j}^{0}-Q_{1}^{0}}{\left|Q_{j}^{0}-Q_{1}^{0}\right|} \\
& +O\left(\sum_{j \neq 1} \frac{|\mathbf{q}|_{\infty}^{2}}{\left|Q_{j}^{0}-Q_{1}^{0}\right|^{2 s+5}}\right)
\end{aligned}
$$

By noting that $n_{j}=\cos \theta_{j} n_{1}+\sin \theta_{j} t_{1}$ and $t_{j}=-\sin \theta_{j} n_{1}+\cos \theta_{j} t_{1}$, we can further write that

$$
\begin{align*}
& \sum_{j \neq 1} \Psi\left(\left|Q_{j}-Q_{1}\right|\right) \frac{Q_{j}-Q_{1}}{\left|Q_{j}-Q_{1}\right|} \\
= & -\sum_{j \neq 1} \Psi\left(2 R \sin \frac{\theta_{j}}{2}\right) \sin \frac{\theta_{j}}{2} n_{1}+\sum_{j \neq 1} F_{j}\left\{\left[\frac{1}{2} f_{1}\left(d_{j}-1\right) \sin \theta_{j}+g_{1}\left(\left(1-d_{j}\right) \cos ^{2} \frac{\theta_{j}}{2}-1\right)\right.\right. \\
& \left.+\frac{1}{2} f_{j}\left(1+d_{j}\right) \sin \theta_{j}+g_{j}\left(d_{j} \cos ^{2} \frac{\theta_{j}}{2}-\sin ^{2} \frac{\theta_{j}}{2}\right)\right] t_{1}+\left[f_{1}\left(\left(1-d_{j}\right) \sin ^{2} \frac{\theta_{j}}{2}-1\right)\right. \\
& \left.\left.+\frac{1}{2} g_{1}\left(d_{j}-1\right) \sin \theta_{j}+f_{j}\left(\cos ^{2} \frac{\theta_{j}}{2}-d_{j} \sin ^{2} \frac{\theta_{j}}{2}\right)-\frac{1}{2} g_{j}\left(1+d_{j}\right) \sin \theta_{j}\right] n_{1}\right\} \\
& +O\left(\sum_{j \neq 1} \frac{|\mathbf{q}|_{\infty}^{2}}{\left|Q_{j}^{0}-Q_{1}^{0}\right|^{2 s+5}}\right) \tag{5.18}
\end{align*}
$$

By combining the above estimates with Lemma 5.1 and using the balance relation

$$
\begin{equation*}
\sum_{j \neq 1} \Psi\left(2 R \sin \frac{\theta_{j}}{2}\right) \sin \frac{\theta_{j}}{2}-\Gamma R^{-m-1}=0 \tag{5.19}
\end{equation*}
$$

we get that

$$
\begin{aligned}
\int_{\mathbb{R}^{2}} E Z_{Q_{1}} d x= & \sum_{j \neq 1} F_{j}\left\{\left[\frac{1}{2} f_{1}\left(d_{j}-1\right) \sin \theta_{j}+g_{1}\left(\left(1-d_{j}\right) \cos ^{2} \frac{\theta_{j}}{2}-1\right)\right.\right. \\
& \left.+\frac{1}{2} f_{j}\left(1+d_{j}\right) \sin \theta_{j}+g_{j}\left(d_{j} \cos ^{2} \frac{\theta_{j}}{2}-\sin ^{2} \frac{\theta_{j}}{2}\right)\right] t_{1} \\
& +\left[f_{1}\left(\left(1-d_{j}\right) \sin ^{2} \frac{\theta_{j}}{2}-1\right)+\frac{1}{2} g_{1}\left(d_{j}-1\right) \sin \theta_{j}\right. \\
& \left.\left.+f_{j}\left(\cos ^{2} \frac{\theta_{j}}{2}-d_{j} \sin ^{2} \frac{\theta_{j}}{2}\right)-\frac{1}{2} g_{j}\left(1+d_{j}\right) \sin \theta_{j}\right] n_{1}\right\} \\
& +\Gamma R^{-m-2}\left(g_{1} t_{1}-(m+1) f_{1} n_{1}\right) \\
& +R^{-\tau_{1}} \Pi_{1}(\alpha, \mathbf{q})+R^{-\tau_{2}} \Pi_{2}(\alpha, \mathbf{q})+R^{-m-\frac{3 m}{2 s+2}} \Pi_{3}(\alpha, \mathbf{q})
\end{aligned}
$$

where $\Pi_{3}(\alpha, \mathbf{q})$ is a smooth vector valued function that defines the remainder term appearing in 5.17) and 5.18 and is uniformly bounded as $R \rightarrow \infty$.

Next, we compute the projections involving $\phi$.
Lemma 5.3. For sufficiently large K, the following expansions hold:

$$
\int_{\mathbb{R}^{2}} L[\phi] \frac{\partial U}{\partial \mathbf{q}} d x=R^{-\tau_{3}} \Pi_{4}(\alpha, \mathbf{q})
$$

and

$$
\int_{\mathbb{R}^{2}} N(\phi) \frac{\partial U}{\partial \mathbf{q}} d x=R^{-\tau_{4}} \Pi_{5}(\alpha, \mathbf{q})
$$

where $\Pi_{4}(\alpha, \mathbf{q}), \Pi_{5}(\alpha, \mathbf{q})$ are uniformly bounded smooth vector valued functions and $\tau_{3}, \tau_{4}$ are defined in the following proof.

Proof. From the proof of Proposition 4.2. we have that
$\left|\int_{\mathbb{R}^{2}} L[\phi] Z_{Q_{k}} d x\right|=\left|\int_{\mathbb{R}^{2}} L\left(Z_{Q_{k}}\right) \phi d x\right| \leq C\|\phi\|_{*}\left[R^{-m(p-1)}+R^{-m}+R^{-2 s-1}\right]=O\left(R^{-\tau_{3}}\right)$,
where $\tau_{3}=\tau_{0}+\min \{m(p-1), m, 2 s+1\}$. By direct computation, we obtain that

$$
\int_{\mathbb{R}^{2}} N(\phi) Z_{Q_{k}} d x=\|\phi\|_{*}^{\min \{p, 2\}} \int_{\mathbb{R}^{2}} \rho\left|Z_{Q_{k}}\right| d x=O\left(R^{-\min \{p, 2\} \tau_{0}}\right)=O\left(R^{-\tau_{4}}\right)
$$

5.2. The invertibility of $T$. In this subsection, we study the linear problem $T \mathbf{q}=$ $\mathbf{b}$ and obtain the following result, the proof of which is deferred to the Appendix.

Lemma 5.4. There exists $R_{0}>0$ such that for $R>R_{0}$ and every $\mathbf{b} \in \mathbb{R}^{2 K}$, there exists a unique vector $\mathbf{q} \in \mathbb{R}^{2 K}$ and a unique constant $\gamma \in \mathbb{R}$ such that

$$
\begin{equation*}
T \mathbf{q}=\mathbf{b}+\gamma \mathbf{q}_{1}, \mathbf{q} \perp \mathbf{q}_{0} \tag{5.20}
\end{equation*}
$$

where $\mathbf{q}_{1}$ is defined by (5.26) below. Moreover, there exists a positive constant $C>0$ that is independent of $R$ such that

$$
\begin{equation*}
\|\mathbf{q}\|_{\infty} \leq C R^{m+\frac{5}{2}-\frac{m}{4 s+4}}\|\mathbf{b}\|_{\infty} \tag{5.21}
\end{equation*}
$$

5.3. Reduction to one dimension. Now, we state the main result of the section.

Proposition 5.1. Under the assumption of Theorem 1.1. there exists $R_{0}>0$ such that for all $R>R_{0}$ and every $\alpha \in \mathbb{R}$, there exists a unique $(\mathbf{q}, \gamma)=(\mathbf{q}(\alpha), \gamma(\alpha))$ such that $\vec{\beta}=0$. As a result, $\phi(x, \alpha, \mathbf{q}(\alpha))$ and $\gamma(\alpha)$ satisfy the following equation:

$$
\left\{\begin{array}{l}
L[\phi]+E+N(\phi)=\gamma \frac{\partial U}{\partial \alpha}  \tag{5.22}\\
\int_{\mathbb{R}^{2}} \phi Z_{Q_{k}} d x=0, \forall k=1, \cdots, K .
\end{array}\right.
$$

Moreover, the function $\phi(x, \alpha, \mathbf{q}(\alpha))$ is of class $C^{1}$ in $\alpha$, and we have that

$$
\begin{gather*}
\|\phi\|_{*} \leq C R^{-\tau_{0}},\|\mathbf{q}\|_{\infty}+R^{-1}\left\|\partial_{\alpha} \mathbf{q}\right\|_{\infty} \leq C R^{-\left(\tau_{5}-m-\frac{5}{2}+\frac{m}{4 s+4}\right)}  \tag{5.23}\\
\tau_{5}=\left\{\tau_{1}, \tau_{2}, \tau_{3}, \tau_{4}, m+\frac{3 m}{2 s+2}\right\} \tag{5.24}
\end{gather*}
$$

To prove Proposition 5.1. it suffices to solve $\vec{\beta}=0$ for each $\alpha$. From the results in previous subsections, we can rewrite the equation as follows:

Lemma 5.5. For every $\alpha \in \mathbb{R}$, the equation $\vec{\beta}=0$ is equivalent to

$$
\begin{equation*}
T \mathbf{q}+\Phi(\alpha, \mathbf{q})=\gamma \mathbf{q}_{1} \tag{5.25}
\end{equation*}
$$

where $T$ is the $2 K \times 2 K$ matrix defined in (5.11), $\Phi$ denotes the remainder term, and

$$
\begin{equation*}
\mathbf{q}_{1}=\int_{\mathbb{R}^{2}} \frac{\partial U}{\partial \alpha} \frac{\partial U}{\partial \mathbf{q}} d x=M\left(R \mathbf{q}_{0}+\mathbf{q}^{\perp}\right) \tag{5.26}
\end{equation*}
$$

Using Lemma 5.2 and Lemma 5.3. we obtain the following estimate on $\Phi(\alpha, \mathbf{q})$.

Lemma 5.6. The following expansion holds:

$$
\begin{aligned}
\Phi(\alpha, \mathbf{q})= & R^{-\tau_{1}} \Pi_{1}(\alpha, \mathbf{q})+R^{-\tau_{2}} \Pi_{2}(\alpha, \mathbf{q})+R^{-m-\frac{3 m}{2 s+2}} \Pi_{3}(\alpha, \mathbf{q}) \\
& +R^{-\tau_{3}} \Pi_{4}(\alpha, \mathbf{q})+R^{-\tau_{4}} \Pi_{5}(\alpha, \mathbf{q})
\end{aligned}
$$

where $\Pi_{i}(\alpha, \mathbf{q})$ are smooth vector valued functions that are uniformly bounded as $K \rightarrow \infty$.
Now, we are going to solve (5.25) and complete the proof of Proposition 5.1 . Proof of Proposition 5.1 By Lemma 5.4 , equation (5.25) is equivalent to

$$
\mathbf{q}=T_{\mathbf{q}}^{-1}[\Phi(\alpha, \mathbf{q})]=\mathcal{F}(\mathbf{q}) .
$$

By Lemma 5.6, the estimate (5.23), and the estimate (1.10) in Assumption 2, we know that

$$
\Phi(\alpha, \mathbf{q})=R^{-m-\frac{5}{2}+\frac{m}{4 s+4}-\eta} \Pi(\alpha, \mathbf{q}),
$$

where $\eta=\tau_{5}-m-\frac{5}{2}-\frac{m}{4 s+4}$ and $\Pi(\alpha, \mathbf{q})$ is a smooth vector valued function that is uniformly bounded as $K \rightarrow \infty$. Then, by Lemma 5.4 , for $\|\mathbf{q}\|_{\infty}<1$ we have that

$$
\|\mathcal{F}(\mathbf{q})\|_{\infty} \leq C R^{-\eta}
$$

and

$$
\|\mathcal{F}(\mathbf{q})-\mathcal{F}(\overline{\mathbf{q}})\|_{\infty} \leq C R^{-\eta}\|\mathbf{q}-\overline{\mathbf{q}}\|_{\infty} \leq \frac{1}{2}\|\mathbf{q}-\overline{\mathbf{q}}\|_{\infty} .
$$

On the other hand,
which shows that $\mathcal{F}$ is a contraction map. By the Banach fixed point theorem, we obtain the existence of a solution $\phi$ to (5.22).

To show the differentiability of $\mathbf{q}(\alpha)$, consider the map

$$
\mathcal{T}(\alpha, \mathbf{q})=\mathbf{q}-\mathcal{F}(\alpha, \mathbf{q}): \mathbb{R} \times \mathbb{R}^{2 K} \rightarrow \mathbb{R}^{2 K}
$$

Because $\frac{\partial \mathcal{F}}{\partial \boldsymbol{q}}=O\left(R^{-\eta}\right)$, we have that $\left.\frac{\partial \mathcal{T}}{\partial \mathbf{q}}\right|_{\alpha, \mathbf{q}(\alpha)}=I-\frac{\partial \mathcal{F}}{\partial \mathbf{q}}$ is invertible. Thus, we obtain the differentiability of $\mathbf{q}(\alpha)$.

Next, we study the dependence of $\mathbf{q}$ on $\alpha$. Assume that we have two solutions corresponding to two sets of parameters. Let one of these be denoted by

$$
\mathbf{q}=T_{\mathbf{q}}^{-1}[\Phi(\alpha, \mathbf{q})],
$$

corresponding to $\alpha$, and the other denoted by

$$
\overline{\mathbf{q}}=T_{\overline{\mathbf{q}}}^{-1}[\Phi(\bar{\alpha}, \overline{\mathbf{q}})],
$$

corresponding to $\bar{\alpha}$. Assume that $R|\bar{\alpha}-\alpha|<\frac{1}{2}$. Then, by direct computation and Lemma 5.4 we have that

$$
\|\overline{\mathbf{q}}-\mathbf{q}\|_{\infty} \leq C R^{-\eta}(R|\bar{\alpha}-\alpha|) .
$$

Hence, we have proved the Proposition.

## 6. Proof of Theorem 1.1. Variational Reduction

In this section, we complete the proof of Theorem 1.1. To solve $\gamma(\alpha)=0$, we will apply variational reduction. To do this, we first introduce some notation. Let $\alpha \in \mathbb{R}$, and let $\phi=\phi(\alpha, \mathbf{q}(\alpha))$ be the function given by Proposition 5.1. Then, we define the following energy functional:

$$
\begin{equation*}
F(\alpha)=J(U+\phi): \mathbb{R} \rightarrow \mathbb{R} \tag{6.1}
\end{equation*}
$$

where $U=U(x, \alpha, \mathbf{q}(\alpha))$.
Both $U$ and $\phi$ are $2 \pi$ periodic in $\alpha$. Hence, by Proposition5.1 the reduced energy functional $F(\alpha)$ has the following property.

Lemma 6.1. The function $F(\alpha)$ is of class $C^{1}$, and satisfies $F(\alpha+2 \pi)=F(\alpha)$ for every $\alpha \in \mathbb{R}$.

Lemma 6.2. Let $F(\alpha)=J(U+\phi)$. Then, $\gamma(\alpha)=0$ if and only if $F^{\prime}(\alpha)=0$.
Proof. Assume that $\tilde{u}$ is the unique $s$-harmonic extension of $u=U+\phi$. Then, the well-known computation by Caffarelli and Silvestre [13] shows that

$$
F(\alpha)=\frac{1}{2} \int_{\mathbb{R}_{+}^{3}}|\nabla \tilde{u}|^{2} y^{1-2 s} d x d y+\frac{1}{2} \int_{\mathbb{R}^{2}} V(x) u^{2}-\frac{1}{p+1} \int_{\mathbb{R}^{2}} u_{+}^{p+1} d x
$$

By Proposition5.1 for large $K$ and every $\alpha \in \mathbb{R}, u=U+\phi$ satisfies the equation

$$
\begin{equation*}
(-\Delta)^{s} u+V(x) u-u^{p}=\gamma(\alpha) \frac{\partial U}{\partial \alpha} \tag{6.2}
\end{equation*}
$$

Thus, we obtain that

$$
\begin{aligned}
F^{\prime}(\alpha) & =\int_{\mathbb{R}_{+}^{3}} \nabla \tilde{u} \cdot \nabla\left(\partial_{\alpha} \tilde{u}\right) y^{1-2 s} d x d y+\int_{\mathbb{R}^{2}} V(x) \tilde{u} \partial_{\alpha} \tilde{u}-\int_{\mathbb{R}^{2}} u_{+}^{p} \partial_{\alpha} u \\
& =\int_{\mathbb{R}^{2}}\left[(-\Delta)^{s} u+V(x) u-u^{p}\right] \partial_{\alpha} u d x \\
& =\gamma(\alpha) \int_{\mathbb{R}^{2}} \frac{\partial U}{\partial \alpha}\left(\partial_{\alpha} U+\partial_{\alpha} \phi\right) d x \\
& =\gamma(\alpha) \int_{\mathbb{R}^{2}}\left(R \mathbf{q}_{0}+\mathbf{q}^{\perp}\right) \cdot \frac{\partial U}{\partial \mathbf{q}}\left(\frac{\partial U}{\partial \alpha}+\frac{\partial U}{\partial \mathbf{q}} \cdot \partial_{\alpha} \mathbf{q}+\frac{\partial \phi}{\partial \alpha}+\frac{\partial \phi}{\partial \mathbf{q}} \cdot \partial_{\alpha} \mathbf{q}\right) d x \\
& =K R^{2}(1+o(1)) \gamma(\alpha) \int_{\mathbb{R}^{2}}\left(\frac{\partial w}{\partial x_{1}}\right)^{2} d x .
\end{aligned}
$$

Hence, we find that $F^{\prime}(\alpha)=0$ if and only if $\gamma(\alpha)=0$. Thus, we have proved the Lemma.

Proof of Theorem 1.1 By Lemma 6.1. $F(\alpha)$ is $2 \pi$ periodic and of class $C^{1}$. Hence, it has at least two critical points (maximum and minimum points) in $[0,2 \pi]$. Therefore, Theorem 1.1 follows from Lemma 6.2 .

## 7. Appendix: Circulant matrices and the proof of Lemma 5.4

In this section, we introduce circulant matrices, which play an important role in this paper. For further details regarding circulant matrices, we refer the reader to [32].

A circulant matrix $\mathcal{M}$ of dimension $K \times K$ has the form

$$
\mathcal{M}=\left(\begin{array}{ccccc}
x_{0} & x_{1} & \cdots & x_{K-2} & x_{K-1}  \tag{7.1}\\
x_{K-1} & x_{0} & x_{1} & \cdots & x_{K-2} \\
\cdots & x_{K-1} & x_{0} & x_{1} & \cdots \\
\cdots & \cdots & \cdots & \cdots & \cdots \\
\cdots & \cdots & \cdots & \cdots & x_{1} \\
x_{1} & \cdots & \cdots & x_{K-1} & x_{0}
\end{array}\right)
$$

or equivalently if $M_{i j}, i, j=1, \cdots, K$ are the entries of the matrix $\mathcal{M}$, then

$$
M_{i j}=M_{1,|i-j|+1}
$$

In particular, in order to determine a circulant matrix it is sufficient to know the components of the first row. We denote the circulant matrix mentioned above by

$$
\begin{equation*}
\mathcal{M}=\operatorname{Cir}\left\{\left(x_{0}, x_{1}, \cdots, x_{K-1}\right)\right\} \tag{7.2}
\end{equation*}
$$

The eigenvalues of a circulant matrix $X$ are given by the explicit formula

$$
\begin{equation*}
\lambda_{j}=\sum_{l=0}^{K-1} x_{l} e^{\frac{2 \pi i}{K} l j}, j=0, \cdots, K-1 \tag{7.3}
\end{equation*}
$$

with corresponding normalized eigenvectors defined by

$$
\begin{equation*}
E_{j}=\frac{1}{\sqrt{K}}\left(1, e^{\frac{2 \pi i}{K} j}, e^{\frac{4 \pi i}{K} j}, \cdots, e^{\frac{2(K-1) \pi i}{K} j}\right)^{T} \tag{7.4}
\end{equation*}
$$

Observe that any circulant matrix $X$ can be diagonalized:

$$
\mathcal{M}=P D_{\mathcal{M}} P^{t}
$$

where $D_{\mathcal{M}}$ is the diagonal matrix

$$
D_{\mathcal{M}}=\operatorname{diag}\left(\eta_{0}, \eta_{1}, \cdots, \eta_{K-1}\right)
$$

and $P$ is the $K \times K$ matrix defined by

$$
\begin{equation*}
P=\left[E_{0}\left|E_{1}\right| \cdots \mid E_{K-1}\right] \tag{7.5}
\end{equation*}
$$

Next, we analyze the matrix $T$. We have the following result.
Lemma 7.1. There exists $K_{0}>0$ such that for all $K>K_{0}$ and every $\mathbf{b} \in \mathbb{R}^{2 K}$, there exists a unique $\mathbf{q} \in \mathbb{R}^{2 K}$ and a unique $\gamma \in \mathbb{R}$ such that

$$
\begin{equation*}
T \mathbf{q}=\mathbf{b}+\gamma \mathbf{q}_{0}, \mathbf{q} \perp \mathbf{q}_{0} \tag{7.6}
\end{equation*}
$$

Moreover, there exists a positive constant $C$, which is independent of $K$, such that

$$
\begin{equation*}
\|\mathbf{q}\|_{\infty} \leq C R^{m+\frac{5}{2}-\frac{m}{4 s+4}}\|\mathbf{b}\|_{\infty} \tag{7.7}
\end{equation*}
$$

Furthermore, the number of zero (resp. negative, positive) eigenvalues of $T$ is given by 1 (resp. K-1, K).

Proof. Recall that $T$ is given by 5.11 :

$$
T=\left(\begin{array}{cc}
\mathcal{A} & \mathcal{B} \\
\mathcal{C} & \mathcal{D}
\end{array}\right)
$$

and the entries $\mathcal{A}, \mathcal{B}, \mathcal{C}, \mathcal{D}$ are given by (5.12)-(5.15). Thus, for $\ell=0, \cdots, K-1$ we have that the $\ell$-th eigenvalues of the matrices $\mathcal{A}, \mathcal{B}, \mathcal{C}, \mathcal{D}$ are given by the following:

$$
\begin{gather*}
\lambda_{\mathcal{A}, \ell}=\sum_{j \neq 1} F_{j}\left[\left(1-d_{j}\right) \sin ^{2} \frac{\theta_{j}}{2}-1\right]-(m+1) \Gamma R^{-m-2} \\
 \tag{7.8}\\
+\sum_{j \neq 1} F_{j}\left(\cos ^{2} \frac{\theta_{j}}{2}-d_{j} \sin ^{2} \frac{\theta_{j}}{2}\right) e^{\frac{2 \ell \pi i}{K}(j-1)},  \tag{7.9}\\
\lambda_{\mathcal{B}, \ell}=-  \tag{7.10}\\
\frac{1}{2} \sum_{j \neq 1}\left[F_{j} \sin \theta_{j}\left(1-d_{j}\right)+F_{j} \sin \theta_{j}\left(1+d_{j}\right) e^{\frac{2 \ell \pi i}{K}(j-1)}\right], \\
\lambda_{\mathcal{C}, \ell}=- \\
\frac{1}{2} \sum_{j \neq 1}\left[F_{j} \sin \theta_{j}\left(1-d_{j}\right)-F_{j} \sin \theta_{j}\left(1+d_{j}\right) e^{\frac{2 \ell \pi i}{K}(j-1)}\right],
\end{gather*}
$$

and

$$
\begin{align*}
\lambda_{\mathcal{D}, \ell}= & \sum_{j \neq 1} F_{j}\left[\left(1-d_{j}\right) \cos ^{2} \frac{\theta_{j}}{2}-1\right]+\Gamma R^{-m-2} \\
& +\sum_{j \neq 1} F_{j}\left(d_{j} \cos ^{2} \frac{\theta_{j}}{2}-\sin ^{2} \frac{\theta_{j}}{2}\right) e^{\frac{2 \ell \pi i}{K}(j-1)} \tag{7.11}
\end{align*}
$$

Now, define

$$
\mathcal{P}=\left(\begin{array}{ll}
P & 0  \tag{7.12}\\
0 & P
\end{array}\right)
$$

where $P$ is defined in (7.5). A simple algebraic manipulation gives that

$$
\begin{equation*}
T=\mathcal{P G} \mathcal{P}^{t} \tag{7.13}
\end{equation*}
$$

where

$$
\mathcal{G}=\left(\begin{array}{cc}
D_{\mathcal{A}} & D_{\mathcal{B}}  \tag{7.14}\\
D_{\mathcal{C}} & D_{\mathcal{D}}
\end{array}\right)
$$

and $D_{X}$ denotes the diagonal matrix of the $K \times K$ circulant matrix $X$.
Because the matrix $T$ is real and symmetric, all of its eigenvalues are real and satisfy the following equations:

$$
\begin{equation*}
\Lambda^{2}-\left(\lambda_{\mathcal{A}, \ell}+\lambda_{\mathcal{D}, \ell}\right) \Lambda+\left(\lambda_{\mathcal{A}, \ell} \lambda_{\mathcal{D}, \ell}-\lambda_{\mathcal{B}, \ell} \lambda_{\mathcal{C}, \ell}\right)=0 \tag{7.15}
\end{equation*}
$$

for $\ell=0, \cdots, K-1$.
Denote the solutions of 7.15) by $\Lambda_{1, \ell}$ and $\Lambda_{2, \ell}$, with $\Lambda_{1, \ell} \leq \Lambda_{2, \ell}$. Then,

$$
\begin{equation*}
\Lambda_{1, \ell}=\frac{\lambda_{\mathcal{A}, \ell}+\lambda_{\mathcal{D}, \ell}}{2}\left(1-\sqrt{1-\frac{4\left(\lambda_{\mathcal{A}, \ell} \lambda_{\mathcal{D}, \ell}-\lambda_{\mathcal{B}, \ell} \lambda_{\mathcal{C}, \ell}\right)}{\left(\lambda_{\mathcal{A}, \ell}+\lambda_{\mathcal{D}, \ell}\right)^{2}}}\right) \tag{7.16}
\end{equation*}
$$

and

$$
\begin{equation*}
\Lambda_{2, \ell}=\frac{\lambda_{\mathcal{A}, \ell}+\lambda_{\mathcal{D}, \ell}}{2}\left(1+\sqrt{1-\frac{4\left(\lambda_{\mathcal{A}, \ell} \lambda_{\mathcal{D}, \ell}-\lambda_{\mathcal{B}, \ell} \lambda_{\mathcal{C}, \ell}\right)}{\left(\lambda_{\mathcal{A}, \ell}+\lambda_{\mathcal{D}, \ell}\right)^{2}}}\right) \tag{7.17}
\end{equation*}
$$

In order to analyze the eigenvalues, we need to compute the terms $\lambda_{\mathcal{A}, \ell}+\lambda_{\mathcal{D}, \ell}$ and $\lambda_{\mathcal{A}, \ell} \lambda_{\mathcal{D}, \ell}-\lambda_{\mathcal{B}, \ell} \lambda_{\mathcal{C}, \ell}$.

When $\ell=0$, we note that $\lambda_{\mathcal{B}, 0}=\lambda_{\mathcal{C}, 0}=\lambda_{\mathcal{D}, 0}=0$. As a consequence, $\Lambda_{1,0}=0$, and

$$
\begin{aligned}
\Lambda_{2,0} & =\lambda_{A, 0}=-2 \sum_{j \neq 1} d_{j} F_{j} \sin ^{2} \frac{\theta_{j}}{2}-(m+1) \Gamma R^{-m-2} \\
& =\frac{1}{R} \sum_{j \neq 1} d_{j} \Psi\left(2 R \sin \frac{\theta_{j}}{2}\right) \sin \frac{\theta_{j}}{2}-(m+1) \Gamma R^{-m-2} \\
& =\frac{1}{R} \sum_{j \neq 1}(2 s+3) \Psi\left(2 R \sin \frac{\theta_{j}}{2}\right) \sin \frac{\theta_{j}}{2}(1+o(1))-(m+1) \Gamma R^{-m-2} \\
& =(2 s+2-m+o(1)) \Gamma R^{-m-2}>0
\end{aligned}
$$

where we have used 5.10 ).
For $\ell \geq 1$, we use the idea introduced in [40]. First, we introduce the following functions. For any integer $i$, we define

$$
\begin{equation*}
P_{i}(x)=\sum_{l=1}^{\infty} \frac{\cos (l x)}{l^{i}} \text { and } Q_{i}(x)=\sum_{l=1}^{\infty} \frac{\sin (l x)}{l^{i}} \tag{7.18}
\end{equation*}
$$

When $n$ is even, up to a normalization constant, $P_{n}$ and $Q_{n}$ are related to the Fourier series of the Bernoulli polynomial $B_{n}(x)$, and when $n$ is odd $P_{n}$ and $Q_{n}$ are related to the Fourier series of the Euler polynomial $E_{n}(x)$. Let

$$
\begin{equation*}
g(x)=\sum_{j=1}^{\infty} \frac{1-\cos (j x)}{j^{2 s+4}}, 0 \leq x \leq \pi \tag{7.19}
\end{equation*}
$$

Using $P_{i}(x)$, we can write $g(x)$ as

$$
g(x)=P_{2 s+4}(0)-P_{2 s+4}(x)
$$

We observe that

$$
g(x)=Q_{2 s+3}(x), g^{\prime \prime}(x)=P_{2 s+2}(x)
$$

and

$$
g(0)=g^{\prime}(0)=0, g^{\prime \prime}(0)>0
$$

With these functions in hand, and using the balancing condition 5.19, we set

$$
\begin{aligned}
F_{j} & =\frac{A}{\left|Q_{j}-Q_{1}\right|^{2 s+4}}(1+o(1)) \\
& =\frac{A}{2^{s+2} R^{2 s+4}} \frac{1}{\left(1-\cos \theta_{j}\right)^{s+2}}(1+o(1)) \\
& =: \frac{f_{R}}{\left(1-\cos \theta_{j}\right)^{s+2}}
\end{aligned}
$$

Then, we have the following:

$$
\begin{aligned}
\lambda_{\mathcal{A}, \ell}= & \sum_{j \neq 1} F_{j}\left[\left(1-d_{j}\right) \sin ^{2} \frac{\theta_{j}}{2}-1\right]-(m+1) \sum_{j \neq 1} F_{j}\left(1-\cos \theta_{j}\right) \\
& +\sum_{j \neq 1} F_{j}\left(\cos ^{2} \frac{\theta_{j}}{2}-d_{j} \sin ^{2} \frac{\theta_{j}}{2}\right) \cos \left(\ell \theta_{j}\right) \\
= & \sum_{j \neq 1} F_{j}\left(1-\cos \theta_{j}\right)\left[\frac{1-d_{j}}{2}-m-1\right]-\sum_{j \neq 1} F_{j}\left(1-\cos \left(\ell \theta_{j}\right)\right) \\
& -\sum_{j \neq 1} \frac{1+d_{j}}{2} F_{j}\left(1-\cos \theta_{j}\right) \cos \left(\ell \theta_{j}\right) \\
= & f_{R}\left(\sum_{j \neq 1} \frac{1}{\left(1-\cos \theta_{j}\right)^{s+1}}\left[\frac{1-d_{j}}{2}-m-1\right]-\sum_{j \neq 1} \frac{1-\cos \left(\ell \theta_{j}\right)}{\left(1-\cos \theta_{j}\right)^{s+2}}\right. \\
& \left.\quad-\sum_{j \neq 1} \frac{1+d_{j}}{2} \frac{\cos \left(\ell \theta_{j}\right)}{\left(1-\cos \theta_{j}\right)^{s+1}}\right) \\
= & f_{R}\left\{\left[\frac{1-d}{2}-m-1\right]\left(\frac{K}{\sqrt{2} \pi}\right)^{2 s+2} g^{\prime \prime}(0)-\left(\frac{K}{\sqrt{2} \pi}\right)^{2 s+4} g\left(\frac{2 \pi \ell}{K}\right)\right. \\
& \left.\quad-\frac{1+d}{2}\left(\frac{K}{\sqrt{2} \pi}\right)^{2 s+2} g^{\prime \prime}\left(\frac{2 \pi \ell}{K}\right)\right\}(1+o(1)),
\end{aligned}
$$

$$
\begin{aligned}
\lambda_{\mathcal{B}, \ell} & =-\frac{i}{2} \sum_{j \neq 1} F_{j}\left(1+d_{j}\right) \sin \theta_{j} \sin \left(\ell \theta_{j}\right)=-\frac{i f_{R}}{2} \sum_{j \neq 1} \frac{\sin \theta_{j} \sin \left(\ell \theta_{j}\right)}{\left(1-\cos \theta_{j}\right)^{s+2}}\left(1+d_{j}\right) \\
& =-\frac{i f_{R}(1+d) \sqrt{2}}{2}\left(\frac{K}{\sqrt{2} \pi}\right)^{2 s+3} g^{\prime}\left(\frac{2 \pi \ell}{K}\right)(1+o(1))
\end{aligned}
$$

$$
\begin{aligned}
\lambda_{\mathcal{C}, \ell} & =\frac{i}{2} \sum_{j \neq 1} F_{j}\left(1+d_{j}\right) \sin \theta_{j} \sin \left(\ell \theta_{j}\right)=\frac{i f_{R}}{2} \sum_{j \neq 1} \frac{\sin \theta_{j} \sin \left(\ell \theta_{j}\right)}{\left(1-\cos \theta_{j}\right)^{s+2}}\left(1+d_{j}\right) \\
& =\frac{i f_{R}(1+d)}{2}\left(\frac{K}{\sqrt{2} \pi}\right)^{2 s+3} \sqrt{2} g^{\prime}\left(\frac{2 \pi \ell}{K}\right)(1+o(1))
\end{aligned}
$$

and

$$
\begin{aligned}
\lambda_{\mathcal{D}, \ell}= & \sum_{j \neq 1} F_{j}\left[\left(1-d_{j}\right) \cos ^{2} \frac{\theta_{j}}{2}-1\right]+\sum_{j \neq 1} F_{j}\left(1-\cos \theta_{j}\right) \\
& +\sum_{j \neq 1} F_{j}\left(d_{j} \cos ^{2} \frac{\theta_{j}}{2}-\sin ^{2} \frac{\theta_{j}}{2}\right) \cos \left(\ell \theta_{j}\right) \\
= & \sum_{j \neq 1} \frac{1+d_{j}}{2} F_{j}\left(1-\cos \theta_{j}\right)-\sum_{j \neq 1} d_{j} F_{j}\left(1-\cos \left(\ell \theta_{j}\right)\right) \\
& -\sum_{j \neq 1} \frac{1+d_{j}}{2} F_{j}\left(1-\cos \theta_{j}\right) \cos \left(\ell \theta_{j}\right) \\
= & f_{R}\left(\sum_{j \neq 1} \frac{1+d_{j}}{2} \frac{1}{\left(1-\cos \theta_{j}\right)^{s+1}}-\sum_{j \neq 1} d_{j} \frac{1-\cos \left(\ell \theta_{j}\right)}{\left(1-\cos \theta_{j}\right)^{s+2}}\right. \\
& \left.\quad-\sum_{j \neq 1} \frac{1+d_{j}}{2} \frac{\cos \left(\ell \theta_{j}\right)}{\left(1-\cos \theta_{j}\right)^{s+1}}\right) \\
= & f_{R}\left\{\frac{1+d}{2}\left(\frac{K}{\sqrt{2} \pi}\right)^{2 s+2} g^{\prime \prime}(0)-d\left(\frac{K}{\sqrt{2} \pi}\right)^{2 s+4} g\left(\frac{2 \pi \ell}{K}\right)\right. \\
& \left.\quad-\frac{1+d}{2}\left(\frac{K}{\sqrt{2} \pi}\right)^{2 s+2} g^{\prime \prime}\left(\frac{2 \pi \ell}{K}\right)\right\}(1+o(1)) .
\end{aligned}
$$

When $\frac{\ell}{K}=o(1)$, we can employ a Taylor expansion on $g, g^{\prime}$, and $g^{\prime \prime}$ to obtain that

$$
\begin{gathered}
\lambda_{\mathcal{A}, \ell}=\left((-d-m-1)-\ell^{2}\right)\left(\frac{K}{\sqrt{2} \pi}\right)^{2 s+2} g^{\prime \prime}(0) f_{R}(1+o(1)), \\
\lambda_{\mathcal{B}, \ell}=-i(1+d) \ell f_{R}\left(\frac{K}{\sqrt{2} \pi}\right)^{2 s+2} g^{\prime \prime}(0)(1+o(1)), \\
\lambda_{\mathcal{C}, \ell}=i(1+d) \ell f_{R}\left(\frac{K}{\sqrt{2} \pi}\right)^{2 s+2} g^{\prime \prime}(0)(1+o(1)),
\end{gathered}
$$

and

$$
\lambda_{\mathcal{D}, \ell}=-d \ell^{2} f_{R}\left(\frac{K}{\sqrt{2} \pi}\right)^{2 s+2} g^{\prime \prime}(0)(1+o(1)) .
$$

Then, we obtain that

$$
\begin{equation*}
\lambda_{\mathcal{A}, \ell}+\lambda_{\mathcal{D}, \ell}=f_{R} g^{\prime \prime}(0)\left(\frac{K}{\sqrt{2} \pi}\right)^{2 s+2}\left[(2 s+2) \ell^{2}+2 s+2-m\right](1+o(1)) \tag{7.20}
\end{equation*}
$$

and

$$
\begin{align*}
& \lambda_{\mathcal{A}, \ell} \lambda_{\mathcal{D}, \ell}-\lambda_{\mathcal{B}, \ell} \lambda_{\mathcal{C}, \ell} \\
= & -f_{R}^{2}\left(g^{\prime \prime}(0)\right)^{2}\left(\frac{K}{\sqrt{2} \pi}\right)^{4 s+4} \ell^{2}\left[(2 s+3)\left(\ell^{2}+m-1\right)+1\right](1+o(1)) . \tag{7.21}
\end{align*}
$$

We note that $\lambda_{\mathcal{A}, \ell} \lambda_{\mathcal{D}, \ell}-\lambda_{\mathcal{B}, \ell} \lambda_{\mathcal{C}, \ell}<0$.

Now, assume that $\frac{\ell}{K} \geq c$ for some positive constant $c$. In this case, because $g(x)>0$ if $x>0$, in the expressions of $\lambda_{A, \ell}$ to $\lambda_{D, \ell}$, the leading order terms in $\lambda_{\mathcal{A}, \ell}, \lambda_{\mathcal{B}, \ell}, \lambda_{\mathcal{C}, \ell}, \lambda_{\mathcal{D}, \ell}$ are given by the terms containing $g\left(\frac{2 \pi \ell}{K}\right)$. Thus, we have that

$$
\begin{aligned}
\lambda_{A, \ell}+\lambda_{D, \ell} & =(2 s+2) f_{R}\left(\frac{K}{\sqrt{2} \pi}\right)^{2 s+4} g\left(\frac{2 \pi \ell}{K}\right)(1+o(1)) \\
& =O\left(\frac{K}{R}\right)^{2 s+4}
\end{aligned}
$$

and

$$
\begin{aligned}
\lambda_{A, \ell} \lambda_{D, \ell}-\lambda_{B, \ell} \lambda_{C, \ell} & =-(2 s+3) f_{R}^{2}\left(\frac{K}{\sqrt{2} \pi}\right)^{4 s+8}\left(g\left(\frac{2 \pi \ell}{K}\right)\right)^{2}(1+o(1)) \\
& =O\left(\frac{K}{R}\right)^{4 s+8}<0
\end{aligned}
$$

By combining the above results, for $\ell \geq 1$ we obtain that

$$
\begin{equation*}
-\Lambda_{1, \ell} \geq C \frac{\ell^{2} K^{2 s+2}}{R^{2 s+4}} \geq C R^{-m-2} \tag{7.22}
\end{equation*}
$$

and

$$
\begin{equation*}
\Lambda_{2, \ell} \geq C \frac{\ell^{2} K^{2 s+2}}{R^{2 s+4}} \geq C R^{-m-2} \tag{7.23}
\end{equation*}
$$

From the above analysis, we know that the number of zero (resp. negative, positive) eigenvalues of $T$ is 1 (resp. $K-1, K$ ). The eigenvector corresponding to the zero eigenvalue is

$$
\begin{equation*}
\mathbf{q}_{0}=(0, \cdots, 0,1, \cdots, 1) \tag{7.24}
\end{equation*}
$$

Moreover, for the solution $(\mathbf{q}, \gamma)$ to 7.6 , we have the following estimate:

$$
\|\mathbf{q}\|_{2} \leq C R^{m+2}\|\mathbf{b}\|_{2}
$$

Because

$$
\|\mathbf{q}\|_{\infty} \leq\|\mathbf{q}\|_{2} \leq C R^{m+2}\|\mathbf{b}\|_{2} \leq C R^{m+2} \sqrt{K}\|\mathbf{b}\|_{\infty}
$$

we have that

$$
\|\mathbf{q}\|_{\infty} \leq C R^{m+\frac{5}{2}-\frac{m}{4 s+4}}\|\mathbf{b}\|_{\infty}
$$

Proof of Lemma 5.4 To prove Lemma 5.4, it suffices to verify the a priori estimate (5.21). Let

$$
\gamma=-\frac{\mathbf{b} \cdot \mathbf{q}_{0}}{\mathbf{q}_{1} \cdot \mathbf{q}_{0}}
$$

By Lemma 7.1. we have that

$$
\|\mathbf{q}\|_{\infty} \leq C R^{m+\frac{5}{2}-\frac{m}{4 s+4}}\left(\|\mathbf{b}\|_{\infty}+|\gamma|\right)
$$

Because

$$
\mathbf{q}_{1} \cdot \mathbf{q}_{0}=M\left(R \mathbf{q}_{0}+\mathbf{q}^{\perp}\right) \cdot \mathbf{q}_{0}=c_{0} K R(1+o(1))
$$

and

$$
\left|\mathbf{b} \cdot \mathbf{q}_{0}\right| \leq C K\|\mathbf{b}\|_{\infty},
$$

we have that

$$
|\gamma| \leq C R^{-1}\|\mathbf{b}\|_{\infty}
$$

Thus, we can obtain that

$$
\|\mathbf{q}\|_{\infty} \leq C R^{m+\frac{5}{2}-\frac{m}{4 s+4}}\|\mathbf{b}\|_{\infty}
$$
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