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Abstract

From minimal surfaces such as Simons’ cone and catenoids, using re-
fined Lyapunov-Schmidt reduction method, we construct new solutions for
a free boundary problem whose free boundary has two components. In
dimension 8, using variational arguments, we also obtain solutions which
are global minimizers of the corresponding energy functional. This shows
that Savin’s theorem [43] is optimal.

1 Introduction

In this paper, we are interested in the following free boundary problem:

Au=0in Q:={-1<u<1}, (1)
|[Vu| =1 on 99.

Here the domain 2 C R™ is a priori unspecified and 0f2 is the free boundary.
Solutions of (1) arise formally as critical points of the energy functional:

T@i= [ [Vl + x (@] &)

In this variational formulation, the boundary condition |Vu| = 1 should be
understood in some weak sense if the free boundary 02 is not regular enough.



Problem (1) can be regarded as a simplified version of the classical one-phase
free boundary problem:

{Au—OinQ:—{u>O}, 3)
|[Vu| =1 on 09Q.

The regularity of the free boundary problems actually has been a subject
of extensive studies, pioneered by the work of Caffarelli (see [2, 3, 7, 8, 9] and
the references therein). It is now known that in dimension n < 4, the free
boundary of a solution to (5) has no singularity, provided that it is an energy
minimizer ([2, 10, 30]). In fact, it is conjectured that for n < 6, minimizers
should have smooth free boundary. On the other hand, in higher dimensions
n > 7, an energy minimizing free boundary may have singularities. To explain
this, let us mention that by blow up analysis, the regularity of the free boundary
is essentially related to the existence or nonexistence of minimizing cone. Let
us consider the cone in R™ given by (see [10])

|zn| < any/22 + ..+ 22, (4)

where «,, is a dimensional constant choosen such that on this cone there is a
solution to the one-phase free boundary problem. It has been proved ([12]) that
in dimension n = 7 (Actually also for n = 9,11,13,15 and hopefully for all
n > T), the solution to (5) corresponding to the cone (4) is a minimizer for the
energy functional. For 3 < n < 6, this solution is already known to be unstable,
thanks to the work of [10]. On the other hand, if a solution to (5) is a minimizer
and if the free boundary is a priori a graph, then by the result of [13], this free
boundary will be real analytic. It is worth pointing out that all these regularity
results are in many respect analogous to that of the minimal surface theory, and
these two subjects are closely related.

In R%, Traizet ([47, 48]) proved that there is a one-to-one correspondence
between solutions to (1) and (5) and certain type of minimal surfaces in R3.
Hence at least in dimension two, this problem is well understood, although even
for the minimal surfaces in R, many questions remain unanswered up to now.
We also refer to [27], [28], [37] for related existence and classification results for
other types of free boundary problems. Now we emphasize that in higher dimen-
sions, the explicit correspondence between minimal surfaces and free boundary
problem is not available. However, in R?, it is proved by Kamburov ([32]) using
sub and super solution method that there exists a solution to (1) where the
free boundary is close to two copies of the famous Bomberi-De Giorgi-Giusti
minimal graph. His result indicates that there should be deeper relation be-
tween minimal surface and the free boundary problem (1). Here in this paper
we would like to further explore this relation by constructing solutions to (1)
based on minimal surfaces.

Notice that problem (1) can be considered as special case of over-determined
problems. In recent years the following so-called Serrin’s overdetermined prob-



lem
Au = f(u) in Q := {u > 0}, (5)
u =0, |Vu| = Constant on 0.

has also received much attention. We refer to [19, 20, 21, 15, 42, 37, 45, 49] and
the references therein.

Another motivation for studying (1) is related to De Giorgi’s conjecture. In
1978 De Giorgi conjectured that the only bounded solution to

Au+u—u®=0in R" (6)

which is monotone in z;,, must be one dimensional (up to rotation and transla-
tion) at least in dimension n < 8. De Giorgi’s conjecture is a natural, parallel
statement to Bernstein theorem for minimal graphs, which in its most general
form, due to Simons [44], states that any minimal hypersurface in R™, which is
also a graph of a function of n — 1 variables, must be a hyperplane if n < 8.
Strikingly, Bombieri, De Giorgi and Giusti [6] proved that this fact is false in
dimension n > 9.

Great advance in De Giorgi’s conjecture has been achieved in recent years,
having been fully established in dimensions n = 2 by Ghoussoub and Gui [25]
and for n = 3 by Ambrosio and Cabre [4]. A celebrated result by Savin [38]
established its validity for 4 < n < 8 under the following additional assumption

lim  w(z, z,) = +1
Ty —to00
(See Savin-Sciunzi-Valdinoci [41] and Farina-Valdinoci [22, 23] for generaliza-
tions.) Del Pino, Kowalczyk and Wei [17] constructed a counterexample in
dimensions n > 9.

Replacing the monotonicity assumption by global minimality of energy, Savin
proved that in dimensions n < 7 all global minimizers to (6) are one-dimensional.
We proved that Savin’s result is optimal by constructing global minimizers in
dimensional 8 ([35]). (Stable solutions are constructed in Pacard-Wei [36].)

In a recent paper [43], Savin also extended the De Giorgi type conjecture
result to problems with more general nonlinearities including

Au = W, (u)

where W = (1 — u?)* a > 0. a = 0 corresponds to the problem (1). In
particular he proved global minimizers of (1) must be one-dimensional if n < 7.
One of our results below shows that this is optimal.

The purpose of this paper is to establish the connection between minimal
surfaces and problem (1). In particular we shall construct new solutions to (1)
by developing new gluing methods for overdetermined problems. We know very
little information about the solutions of (1) in dimensions n > 3. In dimension
2 Traizet’s characterization [47] reduces the problem to singly minimal surfaces



in R3. In dimension 9, Kambrunov’s solution [32] is a monotone solution whose
two components are approximately Bombieri-De Giorgi-Giusti graphs. For 3 <
n < 8 we know no solutions to (1). In this paper we establish a connection
between minimal surfaces and solutions to (1) and thereby provide plenty of new
solutions to (1). In addition, we shall prove the existence of global minimizers
in R® and execute the Jeriosn-Monneau program for problem (1).

Rather than considering the most general minimal surfaces, we shall focus
on two types of classical minimal surfaces. The first type of minimal surfaces
are the area minimizing cones (minimizing hypersurfaces) in R™(n > 8). As an
example, let us consider the famous Simons’ cone:

S = {(1‘1, ...,I‘S) S RB : Z?:lx? = E§=5x’t2} N

This is a minimal surface with one singularity at the origin. The fact that Si-
mons’ cone is area minimizing has been proved in the classical work of Bombieri-
De Giorgi-Giusti [6]. Using the minimizing property, Hardt-Simon [26] was able
to show that there exists a family of foliated minimal surfaces S lying on one
side of the cone and is asymptotic to the cone at infinity. Similarly, the other
side of the cone is also foliated by a family of minimal surfaces Sy . Due to scal-
ing invariance, this family of surfaces Sgt can be obtained simply as homothety
of Sli7 that is Sgt = 5‘151i. Actually, Hardt-Simon proved more. They showed
that the Simons’ cone is strictly area minimizing which implies that each surface
Sgt approaches the cone at the slowest possible rate.

As we mentioned before, there should be similarities between the minimal
surfaces and free boundary problem. A natural question is whether there are
analogous solutions for the free boundary problem (1) as the Simons’ cone and
its associated foliation. We answer this affirmatively.

Theorem 1 For each € small enough, there exists domain QF close to the radius
one tubular neighbourhood of ST and solution u. to the free boundary problem
(1). Moreover, u. is stable in the sense that there exists a function ® > 0 in
QF, and
{ Ad =0, in QF, (7)
®,+ HP =0, on 090°.

Here v is the outward normal to 0Q° and H is the mean curvature of 0F.

By this theorem, there are solutions whose nodal set is close to ST for
small. It is well known that the family of minimal surfaces Sgr, 6 € R, are all
area minimizing. Therefore, it is natural to ask that whether the solutions wu,
are also minimizers of the energy functional J. We believe this is true, but here
in this paper we shall only give the following.

Theorem 2 There exists a nontrivial solution (not one dimensional) U to the
free boundary problem (1) in RS which is also energy minimizing.

With additional efforts, one can actually prove that for each S;‘, there exists
an energy minimizer whose nodal set is asymptotic to Sgr at infinity. We will



not pursue this in this paper. One can compare this result with a similar result
for the Allen-Cahn equation [35].

Using the variational method of Jerison-Monneau [31], we can construct
monotone solutions in R using this minimizer U. This complements the result
of Kamburov [32], where the existence of monotone solutions is established by
sub and super solution method.

Theorem 3 There is a family of solutions in RY to (1) which are monotone in
the xg direction.

Our second type of minimal surfaces will be the catenoids, which is a family
of classical minimal surfaces with finite total curvature. They are rotationally
symmetric and given explicitly by the equation

1
i+ 13 = - cosh? (ex3) .
€

Here € > 0 is a parameter. In higher dimensions, we have analogous codimension
one minimal submanifold which we call higher dimensional catenoids. To be
more precise, let (z1,...,2,) be the coordinate in R™ (n > 3). Let ¢ be the

solution of .
w _ n—=2 =0
1+w’? w ’
{ w(0) =1, (0) =0.
Then the surface C; in R™ given by

ri=eyJri 4+ ai ) =w(wy,)

is a minimal surface, called catenoid. We can also write it as

Ty =@ (r),r € [ro, +00).
Then there are constants ¢, ¢/, such that

12 —
Ty ~ Cp — 3T

~s

Actually a homothety of C; is also a minimal surface, which we denoted by Cs,
which is then described by

1
Ty = we (1) = —w (er).
€
We refer to [46] for more detailed properties on catenoids, including their Morse
index. Here we are interested in C. with € small. In this case, the catenoid has
a large waist.

Theorem 4 For € small enough, there exists a rationally symmetric domain
QF close to radius one tubular neighbourhood of C. and a solution u. to the free
boundary problem (1) .



Now let us explain the main ideas of the proof. The proofs of Theorems 1
and 4 are based on the infinite dimensional gluing methods developed in [14, 15].
In [1, 14], entire solutions for the Allen-Cahn equation have been constructed.
The zero level sets of the solutions lie close to certain nondegenerate minimal
surfaces. To construct these solutions, they used the method of infinite dimen-
sional Lyapunov-Schmidt reduction. More recently, in [15], an over-determined
problem was investigated using similar method. Here we develop new gluing
methods for (1). There are two main difficulties in performing gluing methods
for (1). The first one is that the one-dimensional solution, which is given by

7151'1 S 71,
U,o(ai‘l) = T, —1 <z <1 (8)
17 € Z ]-7

is only continuous and is not differentiable. This means that one can not lin-
earize the problem around this one dimensional profile. This is quite different
from [1, 14, 15]. The second difficulty is that this is an over-determined problem
and we have to adjust two interfaces.

To solve the problem (1), we introduce a pair of unknown functions (hq, ha)
on a rescaled minimal surface. Using these two functions, we define a perturbed
domain €}, which will be very close to the radius one tubular neighbourhood N
of the minimal surface. The functions h; and he measures the deviation of Q;, to
Ni. Next, we define suitable approximate solutions for (1) on £2j,. We analyze
in detail the differences between this approximate solution and the harmonic
function in € with Dirichlet boundary condition. In the last step, we use fixed
point argument to show that one can find functions h; and ho such that our
problem is solvable and we can get a solution u. In this step, we show that
to match the required Neumann boundary condition, we need to analyze the
solvability and a priori estimate of a system of equations for the function hy, hs.
(See (22).) It turns out that one of them reduces to the analyze of the Jacobi
operator on the minimal surface

Anh+|APR = f (9)
but the other problem is of fractional differential operator

(=Apy +1)2h = f. (10)

We remark that the family of solutions constructed from the Simons’ cone
are ordered and hence stable, while the solutions arising from catenoids are
unstable.

To prove Theorems 2 and 3, we first extend the construction of Jerison-
Monneau [31] and follow the variational approach in [35] to construct minimizers
in R® and monotone solutions in R?. The main difficulty is the regularity of the
solutions. To this end, we use axial symmetry of the solutions and also make



use of classical regularity result of Weiss [51, 52] as well as recent regularity
results of Jerison-Savin [30].
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2 Solutions from Simons’ cone

2.1 Preliminary on Simons’ cone and the associated foli-
ation

Let us first of all recall some basic facts about the geometry of the Simons’ cone.
Throughout the paper we shall use S* (p) to denote the radius p sphere in R¥+1.
In the manifold S7 (1), we shall consider the codimension one submanifold

A= 5(p) x S%(p),

f
P=\3

The induced metric on A is given by g* := p?g1 + p?g2, where g1, go are the
metric on the two copies S3 (1). The Simons cone is defined to be

where

S:={rX eR®:r e (0,+00),X € A}.

One can verify that this is a minimal hypersurface in R®. The induced metric
tensor on S is then given by

dr? +r’g*.
For a codimension one submanifold M in R", with the induced metric, we shall
use Jys to denote its Jacobi operator, which explicitly has the form

Ju = Ay + AP,

where |A|* = Y17 'k2 is the squared norm of the second fundamental form of
M, with k; being the principle curvatures of M. The Jacobi operator about S
is then given by

Ag* + 6

6
Js = As+ A = 07 + ~0, + =5

The set R8\S has two components. Each component is foliated by a family
of smooth minimal hypersurfaces Sf which are asymptotic to S at infinity. We
can choose S to be the surface having the form

S1\Br, ={X + 1m0 (X)v,X € S},



where v is a choice of the unit normal at S, and 7o (X) = |X| >+ o (|X|72) .

Then S. =e715;.
Let x = a2+ ...+22%, y = /a2 + ...+ 22 We can write the standard
metric on R® in the polar coordinate as

da® + 22d0? + dy* + y*db?,

where df? and df? represents the metric tensor on the unit three-dimensional
sphere S3 (1) . Suppose in the (x,%) coordinate Ss is described by y = 5 () for
a monotone function g, then the metric tensor on Sy is

[1+¢5% (z)] do® + 5 (z) dO® + 2°db>.

Let us introduce the arc length variable ! by the formula

l:/ 1+ @2 (t)dt.
oV 5 (1)

Then the metric g5 on Ss also read as
di? + 3 (x) dO* + x2do>.

Note that det g5 = 8§ (z) 2°. Let 1 be a function on Ss which is invariant under
the action of the group O (4) x O (4). The Laplacian operator on S5 acting on
function n has the form

N NP O pram X Y
Assn—\/m&( det gsg; 8J77>

d[@3 (z)z®
d2’l7 % dn

TR G () d

d?n 3 3¢\ drdny
_ 3 dax din. 11
dl2+<x @5>dl dl (11)

2.2 Analysis of the approximate solutions

We will construct solutions based on the minimal hypersurfaces S. where € > 0
is sufficiently small. Let us choose a unit normal v for the codimension one
manifold S.. Let hy,h_1 € CZQO’Z“ (Sc), small in certain sense. For each function
71 defined on S¢, we set

I ={X+nX)v(X): X eS.}.

Although I';, depends also on ¢, we will not make this dependence explicit in
the notation. We establish a Fermi coordinate in a tubular neighbourhood of
S.. By s we denote the signed distance of a point to S.. Slightly abusing the
notation, define

Dy i={X+sv(X): X €5}.



Note that for e small, this is well defined and I’y is smooth, for all |s| < 1.

Let us consider the region €2 trapped between the surfaces I'_14;_, and
I’ 4h, - For each pair of functions h = (h_1, h1), we shall define an approximate
solution wy, in  :

s—g(l
wp, (s,1) = T 0 —|—f<(l))7
where
=t
_hitho
-

Note that in the current situation, the range of [ is [0, +00). With this definition,
wy, satisfies the boundary condition:

wy, = —1, on F_1+h71,
1, on I'yyp,.

It will be convenient for us to introduce a new variable

y_s—9()

1+ £

Then the domain €2, can be parameterized by (I,¢) with ¢t € [-1,1].

Let us use Hj; to denote the mean curvature of a codimension one subman-
ifold M. The formula of Laplacian operator in the Fermi coordinate (see [16])
tells us that

Awy, (S, l) = Apswh + 8§wh - Hpsaswh
Hr,
1+ f

We need to understand the main order of these terms.

= Aps’wh —

Lemma 5 We have
Ar,wp, = —Ar,g — tAr, f + Ex,

where

2
Ey = —tfAr,f + Ar, (f9) — 9Ar, f + Ar, {(8 -9 1if} .

Remark 6 E; can be regarded as a perturbation term.

Proof. Having in mind that f, g are small, we write

_s—g) B f?
w= i =0 (-1 1)

f2
=s—g—8f+9f+(8—g)1+f-




We then compute

2
Ar,wp = —Arp,g — sAr, f + Ar, (fg) + Ar, {(S —9) li f} .

Inserting the relation s = ¢ (1 + f) + g into the left hand side, we get

2
AI‘o’wh = _AFog - [t (1 + f) +g] AFof+ AFO (fg) + A1—‘0 |:(S _g) 1‘ﬁ‘f:|

2
= —Arog—tAFOf_thFof+AFo (fg) _gAF0f+AFO |:(8_g) 1{:_f:| )

This finishes the proof. m
Let us use k;,7 =1, ...,6 to denote the principle curvatures of S;.

Lemma 7 We have the following formula:

Hr, 2 2
= = ¢t|AP + g|A]? + B,
v —t1aP 1P + 5,

where

1 sk fglAl

Tl & d-sk 1+f

Es

Proof. By a well known formula (see [16]),

6

ki 6 6 ) 6 52143?
HFS :Zl—sk‘i :;kl%-;skl +;1—Skl

i=1

6
Recall that > k; = Hr, = 0. Hence
i=1
Hp 1A 1 O s23
= [+ )t g+ :
117 17Nt Lt f 41— sk

AP 1 o s%3
:tA2+ A27f9| + [
A+ g4 9P

1+ f l—SkJi'

The proof is thus completed. m

We seek a solution u to the free boundary problem (1) in the form u = wp+¢.
Here we require ¢ = 0 on 0. Let us now analyze the boundary condition
|[Vu| =1 on 9€,. Suppose in the (l, 6,0, s) coordinate the metric tensor g in a
tubular neighbourhood of S, has matrix with entries g; ; and its inverse matrix
has entries g*/. Since we are working in the Fermi coordinate, the entries in the
last column and row are all zero, except the rightmost entry on the last row.
We omit the subscript h in wj, and write it as w.

10



Lemma 8 The condition |Vu| =1 on T'jyp, is equivalent to
oo — f = Es,;.
Here fori=—1,1, E3; is defined on I';yp,; to be

1 gbthl 1 1 N2
_2 (14 b2 2 i Lo 1 a1/ .
3 (14" 02) (000)° + T 400+ 57 = 50" (o + 4

Proof. We compute the norm of the gradient in the (s,!) coordinate and get
the following equation to be satisfied on the boundary 0%, :

IV (w + )2 = (Bsw + 0,6) + g (Qw + 1) = 1. (12)
Direct computation yields
1
8510 = m,
and , ,
-9 (s—9)f

3zw:1+f— R

On the other hand, differentiating the identity ¢ (—1 + hq,1) = 0 with respect
to I, we obtain
6l¢> = *35(;5}1/1 on F_1+h_1.

On I'_14p_,, the right hand side of (12) is equivalent to
(140" A7) (0u0)° + (204w — 29M01) D60+ (Ouw)” + g1 (Bw)* = 1. (13)

Inserting the equation

_ O
05 = T+ 7
into (13), we get
, Lip / V2
(14 g"h?) (819)° + (2 — 2? H}) Op—2f — f2+ght (g + 7(81 f}f ) =0.

This completes the proof. m
The function ¢ should also satisfy

Ap= —Aw = Jryg + (Apof + |A|2) t— By + By + Apyw — Ap.w, in Q.

Here we recall that by Jr, we denote the Jacobi operator of I'g. Therefore, we
are lead to solve the following nonlinear problem for the unknown functions

(f,9,0).

{ A = Jpyg + (Apof+ |A|2)t—E1 Byt Argw — Arw, in Qo

¢) =0 and 8t¢> — f = E37i,011 8Qh

11



Lemma 9 We have the following estimate for the Laplacian operator acting on
functions depending on s and [ :

3 €
Aryn — 81277 - 78177 =0 (€> am,
and

g2 £ )
Ar,n—Ar,n =0 <(1+5l)2> omn+0 (Hel) orn. (15)
Proof. By (11), we have

d’>n  3dp 3 3¢\ dxr 3]dn
PN B/ R A - R4
PTG T T dl K:ﬁr o

We compute

3 3¢l\dx 3 1 3 3l 3
4 B _ =
x Pe dl l \/1+3022 €T e l

3
O<1+el>'

). Let us denote by g, the metric tensor of T's. Explicitly,
s) . From the calculation in [16], we know that

Next we prove (15
g5 (1,0,0) = g (1,0.90,

6
Vdet gs = /det go H (1 —k;s),
i1

where k; are the principle curvatures of I'y = S.. Hence, for a function n de-
pending on s and [,

Ap.n = (\/ det g,g¢” ]77)
6
In <\/det g0 H (1- kﬁ))) g;’lam + 0 (g?@m) .
i=1
Consequently,

6
Ar,n— Ar,n =9, <1n (H — ks )) g o
i=1

+ 0; (In+/det go) ( L1 gL 1) am

(
(o) o)

12



Then the desired estimate follows from the fact that

dk; 2

€
dl

(14¢l)

(]

By the previous computations, the term —E; + Es + Ap,w — Ap,w will be
small and can be regarded as perturbation terms.

To get a solution (f,g,¢) for the original problem, let us introduce the
functional framework to work with. Let o € (0,1) be a fixed constant. Note
that the functions f and g are both defined on the minimal surface S.. However,
we shall work both in functional spaces defined on S, and S;. Hence we introduce
the following

Definition 10 For u =0,1,2, 5> 0,6 > 0, the space Bg .5 consists of those
functions i defined on Ss such that

Il 5 3= 518 [(14 8D [llsmmop ] < o0
2=
Definition 11 The space Bg 2.5 consists of those functions n defined on Ss such
that

— B B+1
1nllg,2,5~ = \il\lfl {(1 + 007 Inllcoa(ssnprcey + L+ D 10l coa(s;nm, 2)

+ ‘Sl‘lpl |:(1 =+ 5l)ﬁ+2 Hn”||CUv”(S(§ﬁBl(z)):| < +00.

With the above definition, we shall assume a priori f € Bya.. We also
assume the rescaled function g(-) = g (%) € Bgy 2.1, where Sy > 2 is a fixed
constant with Sy — 2 small. On the other hand, the function ¢ is defined on €,
which depends on f and g. This turns out to be not very convenient for our later
purpose. Hence slightly abusing the notation, we also regard ¢ as the restriction
of a function T (¢) on = := [—1,1] x [0, +00), where T (¢) is a function of ¢ and
[ defined for (¢,1) € = := [~1,1] x R, even in the variable [.

Definition 12 For u = 0,1,2, 8 > 0, the space Bg ..+ consists of those func-
tions ¢ such that

191lg 0 = sup [(1 +e |l|)ﬂ HT(@ch»a(énBﬂz))} < oo
IER;z€5, |2|=1]
We shall assume ¢ € By 2.... The following invertibility property of the Jacobi

operator on S7 will play an important role in our analysis.

Lemma 13 For each function & € Bgy12.0:1, there is a solution n € Bg, 2.1 such
that

JSl (77) =¢,
Moreover, it satisfies
1Ml 2:1,- < C €l gy12.0:1 -

13



Proof. The proof of this lemma goes in a similar fashion as that of [36], we
omit the details. m

We would like to solve the nonlinear problem (14) using fixed point argu-
ments.

Lemma 14 For each n € Bg.«, there exists a unique solution ¢ € Bg .., to
the problem
{ O+ 0+ 3019 =1, in Qy,
¢ =0 on 0Qy,

g.2:x < Clnllg 0.4 - This solution will be denoted by L1 (n).

(16)

with |||

Remark 15 In terms of the (t,1) coordinate, the first equation in (16) actually
should be considered in the region (t,1) € [—1,1] x [0,400). However, for the
sake of notational simplicity, we just write it as in Qp. Similarly, we use the
notation 0Qy, in the second equation of (16) .

The proof of Lemma 14 follows from standard arguments.
Next, given two functions 7 and «v_; defined on S, we consider

%6+ 00+ 300 = Jrog + (Arof + 4] ) £, in Qu,
¢ (£1,1) =0, (17)
Oy — f=~_1,for t = —1,
8t¢—f:71, fort =1.
To find the explicit form of the solution ¢ of this problem, we need to introduce

some notations. For each fixed £ € R?, let us use p1 ¢ (+) to denote the solution
of the problem

{ ple(t) — PP pre (t) =1,
pre(=1) =p1e (1) =0.
We use p2 ¢ () to denote the solution of

{ pg,g (t) — |§|2p27§ (t) =t,
P2, (—1) = pae (1) =0.

Note that p; ¢ is even, while py ¢ is odd. For convenience, we collect properties
of p;.¢ in the following

Lemma 16 Ezplicitly,

cosh (|¢[t) 1
)= ———> -
pie (1) Feosh el P
sinh (|€]¢) ¢t
= ———> 7
D2 ( ) |£|2 sinh |£| ‘£|2
Moreover,
! o
Pre() 161= Sann G €l =0 (@ ) , as [§] = +oo,

14



and
[
tanh [¢]

€17 phe (1) =

Proof. This follows from direct computation. m
In the following, we shall use the following Fourier type transform

77 (t7£) = /4 e_QWi(§121+~»-+E4Z4)77 (t, l) le...dZ4,
R

where | = /22 + ... + 22, = (&1, &2, &3,&4) - Note that this actually corresponds
to the usual Fourier transform in R. We denote by (-)" . Define a new function

fo by )
(14°)
2
€7~ pé,:(l)

0= —

By the discussion in the next proposition, this definition makes sense.

Proposition 17 Suppose y1 — v—1 € Bgy+2,1:e,71 + V=1 € Bgy,1,e- Then the
system (17) has a solution (f,g) with

I = foll gy 2:e < C'llm +7-1llgy 1 » (18)

and
||§||5072;1,” <Ce ?|Im - 7—1“,@04_271;5- (19)
This solution (f,g) will be denoted by Lo (vy—1,71) .

Proof. We are lead to the problem

029~ ¢ 6 = (Jr, >A + (A f+14P) ¢ tel-11,

b(~ Lo = $(1,6) = (20)
b (~1,6) - f(§)= L),
20 (1L€) ~ 16) =31 (6).

The solution ¢ of the first equation in (20) can be written in the form

$(1.6) = (ry) pre(t) + (BroS +14F) pac (1)

Therefore, to get a solution for (20), it suffices for us to solve the following
problem:

Urag) #he (1) + (Brof +147) phe ()= F(©)=4-1(0),
(Jrag) Phe () + (Arof +1A417) phe ()= F(©) =41 ().
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Due to the symmetry of p; ¢ and pa ¢, (21) is equivalent to
T n@®-9-1(9)
(Jrog) = %7

(22)

One can perform inverse Fourier transform for the first equation in this system
and then use Lemma 13 to get a solution g.
We proceed to estimate the norm of g () = g( ) Put p = v —vy_1. We

would like to show :
R Vv
p(§)
Pll,g (1)

Once this is proved, the estimate (19) follows from the invertibility property of

the Jacobi operator Jg,. Observe that ﬁ is real analytic in |¢|. By Lemma
1e
16,

<C ||pH,30+2,1;5 :
Bo+2,05e

1 H
=1|+0 (e 2 ), as [£] = +oo.
e~ KrO(7F) ke

Let us now estimate the inverse Fourier transform of [£|p (£). Using the fact

that in R?, inverse Fourier transform of |¢] is equal to co |z|°, where ¢ is a
contant(see for instances, [24] Theorem 2.4.6, or [18]), we get

Gﬂﬁ@»vu)zwpy:/fdhu:gg@dy
R [z -y
For |z| large, we have

p(lz]) —p(yl)
/zy|>§ y|5 W

|2 =

<Cloehl+ [ 1200,

5
le—y|> 2l |2 =yl

1
<Clo(bl+ =5 [
|2 Jiz—y1> L

171l gy2.1;¢
1465 z)°

p (ly))] dy

<Clp(lzDl+

On the other hand,

/ p(|2]) —Pslyl)dy
1<lz—yl<lzl |z -yl

< Cp“ﬁ()“r?,lﬁ/ dy (24)
T (el Sicmyi< gl 12—yl

_ Cllrase
R

Furthermore, using the fact that p € C%%, we get

p () —p(lyl)
P.V. /0<|zy|<1 dy

< Clpllcres, ) - (25)
|z—y|5 (B1(%))

16



Inequalities (23), (24) , (25) give us the required weighted C° estimate of (|£] 5 (€))" (2).
Similarly, one can also get corresponding estimate for the Holder norm. Hence
the desired estimate (19) follows.

To find the solution f for the second equation in (22), we first consider the

equation A R
7 3 ! 2 2f (6) + ':Y—l (6) + '3/1 (6)
- A = .
(f + lf + | A ) 2% (1) (26)

This can be written as

(|A‘2)h n Y1 (§) + 71 (§) _
& = otm 2 (16 e (1) - 1)

We may take inverse Fourier transform on both sides of (27). Let

f&=-

\

\%
K ! K( ! )
1= T2 1 y 42 T2, N o .
1 - sem € phe (1) — 1

In view of the explicit formula of pj, , (1), we know = e (1) and |¢[? Phe (1)—1
are positive and real analytic. This implies that K3 and Kg decay fast enough
at infinity. On the other hand,

1 1 1

1
—— 2,—~—,as €] = +oo.
P = 1€ P (-1 ]

Observe that the inverse Fourier transform of [€] ™" is ¢; |#] ™ (see [24]). It follows
that K5 has a singularity of the order O <|x\_3) near origin. The estimate (18)

for solution f of (27) then follows from routine calculation in potential theory.
Since by Lemma 9, Ar, f is a small perturbation of f” + 2 f/, then we can use a
perturbation argument to show the same estimate for solution f of the second
equation in (22). This finishes the proof. m

With the model linear problem understood, we proceed to solve the nonlinear
problem. Let ¢y be the solution of the problem

2o + b0 + 20p0 = t|A]®, in Q,
(250 =0on 8Qh.

Lemma 18 Suppose || f — follz, 2.c < Ce?, 191l 5,.0.1.- < Ce, and ||¢ — ¢oll 5, 9. <
Ce?. There holds

||E3-,1 - E‘3,71||50+2,1;E < 053,
|Es1 + Es 1|5, 1. < Ce.
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Proof. Recall that

1,13,/

g hy Lo 1417, "2
L0+ = — = ( +t )

1+ 0 2f 29 g f

1
Eyi=—5 (1+g""h?) (0:9)? +
Using the boundedness of g''!, taking into account of the fact that
”9/”3,1;5 < Ce?, ||f||2,2;5 < Ce, [0 (£1,1) — Oppo (£1, Z)Hﬁo,z;e < Ce?,
we find that

om0 @107

L1 (o2 1,1 1 3
; , < .
Bo+2,1;e " Hg (g Hﬁo+2,1;s i ||g g f“,80+2,1;5 < Ce

Now we subtract Fs; with E3 _;, the term 2 will be cancelled. Additionally,
using the asymptotic expansion of gh!, we know

H (t291’1fl2) |t:71 - <t291’1f,2> |t:1

< Ced.
Bo+2,1;¢

Furthermore, observing that || f}[; ;.. < Ce?, we get

H(nghlflat(b) |t:*1 - (‘gl’lhllatqs) |t:1”50+2,1;6
< Ce® + O ||(f50:90) li=—1 + (f50:00) l=11l gy 1 2.1,
< Ce3.

Hence we get

1
B33 — E3,-1llg, 101, < O+ 3 H&sd?o (—1,0)* = dugo (1, 1)2‘

< C&3.

Bo+2,15¢

The proof of [|Es ;1 + Es —1]/5, ;.. < Ce? is similar. m
To proceed, let us consider the nonlinear problem

A¢ = ‘]Fog + (Arof + |A|2) t— FE1+ Ey + AFO’LU — Ars’w, in Qh,
d) =0 on th

Let us introduce the notation
3
P(f,§,9) == —E1 + By + Ar,w — Ar,w + 07 ¢ + 97 6 + 700~ A0 (29)
We will investigate the Lipschitz dependence of P on f and g.

Lemma 19 For f; € Ba o, i € Bpy 2.1, with || fi — follgy.2:e < Ce?, 19ill gy 2.1~ <
Ce, 1 =1,2, we have

1P (f1,91,8) — P (f2, 92, d)ll 5y 12,0 = O N Follgy 0. 10O (%) llgr — 9215y .21, -

18



Proof. Let us consider the terms in (29). Recall that

2
By (1:9) = ~tArof + Ar, (1) = 98] + Ar, [(s =) 12

We compute directly that
fiAr, f1 = f2Ar, fa = filr, (f1 — f2) + Aryfa (f1 = f2) - (30)

Next, since
Ar, (f9) = gAr, f = 2f'g + fAr,g.

we have
[Ar, (fig1) — 91Ar, f1] = [Ar, (f292) — g2Ar, f2]
=2(f1 = f2) g1 + 215 (91 — 93)
+ Ar,g1 (fi = f2) + foAr, (91 — 92) - (31)

Now combining (30), (31) and performing a similar computation for the term

Arp, [(s -9) %} , we obtain

11 (f1,91) = Ex (f2:92)ll gy 40,0 = O (€%) 1f1 = foll gy 0. +O (€%) 191 = G2ll gy 2.1 -

For the term

6
Z s*k} _fg|A|2
1.9 1+f 1 — sk; 1+ 77
we have

6

Es (f1,91)—E2 (f2,92) = — ‘A|2 < fi1 _ f292 ) fo—f 82165’

L+fi 1+f2) (AI+A)1+f2) &5 1— sk
Since |A|* = O( Te? ),we obtain

B2 (f1,91) — E2 (f2,92)ll 10,0 = O (52) If1 = fallgy 2..TO (&) llgr — 92l 5y.2.1 -

It remains to analyze the term Ap w — Ap_ w. To handle it, we simply note
that by Lemma 9 the following expansion holds:

82
Ar,w—Arw=0|—— | gw+0 07
ot = 200 ((1+5l)> o <1+ l> v

O e -9 A+f)-(s—9)f
(1+el)? (1+f)°

e \(—d0+n-G-gr\
+O(1+Sl)< (1+f)2 >a
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which yields the desired estimate:

H(Arow — Ar,w) |(f1791) — (Ap,w — Ap,w) |(f2792) H50+2,0;s
=0 (52) ||f1 - f2‘|ﬁ0,2;5 +0 (53) Hgl - §2||30,2;1 :
The proof is thus completed. m

Lemma 20 Given f,g, with |[f — follg, 2. < CSQ’HQHBDQ;L‘ < Ce, problem
(28) has a unique solution ¢ with

¢ — (150“[304_172;* < Ce?.

If we write this solution as ® (f,g), then

19 (f1,91) = @ (f2,82) | gy 11,20 < C N1 = follgy 2 + CE* 191 = G2ll gy 21, -

Proof. We may recast (28) as

6= L1 [Jrog+ (Ar,f +|AF) t] + Li [P (£,5.9)].

where ¢ = ¢g + ¢*, ¢* € Bg,+1,2:+- In other words,
qb* = -El (f7§7¢*) = Ll [Jan + (Arof + |A|2) t} + Ll [P (f»§,¢0 + qb*)] - ¢Oa

We regard it as a fixed point problem of ¢* for the map L;. Observe that
although ¢g only belongs to Bz a.., the function P (f, g, ¢o + ¢*) actually lies in
Bg,+1,0,+- Now we show L is a contraction map. Indeed, by Lemma 9,

Ap=02¢+ Ar, ¢ — Hr 050
_ 1
S+

+0 (Lid) #6+0 (YK 0o,

Using this expansion, we can verify that
H‘Z’l (f?gv dﬁ) - I’l (fﬂgv ¢§)|

This implies that L, is a contraction mapping provided that ¢ is small enough.
It follows that (28) has a solution.

To see the Lipschitz dependence of ® on f,g, we subtract the equations
satisfied by ® (f1,91) and @ (f2, g2). Then one can use the explicit expression
for E1, Es to get the desired estimate. m

If we write ® (f,g) = ¢1+ L1 (P (f,3,P(f,g))), then our original nonlinear
problem will be transformed into

5 €
Ofd+ Ar,9+ O ((1 n El)2> 1)

Bo+1,2;% S CE ||¢}1k - ¢;||50+172;* .

{ Op6n +0pon + 30161 = Jrog + (Aryf + [AP) t+ P(£,5.61), in O,

¢1 =0 and 8t¢1 — f == EB,i - 81‘, [Ll (P (faga(I) (fa g)))] ,on Fi+h7‘,'
(32)
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With all these preparations, we are now ready to prove Theorem 1.
Proof of Theorem 1 . Let us set f = fy + f. Using Proposition 17, we
find that to solve (32), it suffices to get a solution for the following fixed point

problem for (f, g) :

(J?, §) =Ly (]?,!7) =Ly (T_1,71) — (£0,0),
where
Y= E3; — 0 [L1(P(f,3,®(f,9))]li=i,i = £1.
Let us define the space
B: ={<J?,!7) ls (J?,g) € Bgy,2;e X 350,2;1,},

equipped with the norm

|(78)]] =<[17
We claim that Lo is a contraction mapping in the set

b {(7s) <5 (79)] <),

where Cj is a fixed large constant. Indeed, let

T+ (.fv g) = at [Ll (P (f?ga o (fv g)))] |t=—1 + at [Ll (P (fvqu) (f7§)))] ‘t:l,

and

21—
Bo,2;e te HgHﬁO’ml’A ’

fi="fo+ fi,fo=fo+ fa

Using Proposition 17, we can show

[+ (f1,91) — 4 (f2, 2)ll gy e + 10— (f1,91) — 1= (f2,32) [l 5, 2.
=0 () |1 = follgy 0 + O (€%) 191 — G2, 21, -

It then follows from Proposition 17, Lemma 19 and Lemma 20 that
[ (55 ) = 2| o)~ ()

This proves the claim. -
To prove the existence of a fixed point for L, it remains to show that

Ly (B;) C By. Since (f,f]) € By, we have ‘f”ﬁ , < Coe® gl 4y 21, < Coe.
0,2;€ T

Observe that due to the presence of the term |A|*t and 33" k3, the function
L1 (P(f,g,2(f,3))) |+1 does not have enough decay and only belongs to Bz 2.e «.
However, since these two terms are odd, their contribution to the boundary
derivative at ¢ = £1 cancel and therefore

||77+||ﬁ0,2-,5 < Ce?, ||77—Hﬁ0+272;5 < Ce.
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Hence by Propositon 17,
-Z/2 (f>§) < C‘Sga

which implies that Lo (B;) C By, provided that C is chosen large enough.

The solution wy, 4+ ¢ depends smoothly on e. Let us take the derivatives of
wp, + ¢ with respect to €. Note that the main order of wy, + ¢ is ‘19_7_?, where s is
the Fermi coordinate around the minimal hypersurface S.. Using the fact that
Se is a minimal foliation associated to the Simons’ cone, we find that d(wd#jdj)
is positive and satisfy the system (7) (see [30]). This proves that our solution of
the free boundary problem is stable. This finishes the proof of Theorem 1. m

3 Existence of an energy minimizer in R®—Proof

of Theorem 2

In the previous section, we have shown that if £g > 0 is small enough, then for
each € < gp, we have a solution for the free boundary problem whose nodal set
is asymptotic to SI. By symmetry, one also has solutions whose nodal sets are
asymptotic to S7. We denote these two continuous families of solutions by uX
and uZ, with uZ < uZ. In this section, we will use variational arguments to
show the existence of an energy minimizer U in R8, lying between ujg and u_ .
The arguments in this section are very similar to that of [35], where the global
minimizers of the Allen-Cahn equation in dimension n > 8 are constructed.
We use B, to denote the open ball of radius a in R®. Choose a Lipschitz
function b, which is invariant under the natural O (4) x O (4) action on R® and

Uz, < by < u;’; on 0B,.
Let us consider the minimizing problem

min J . 33
s 2B s (n) (33)

Lemma 21 The minimizing problem (33) has a solution u, which is invariant
under O (4) x O (4).

Proof. The existence of a minimizer u for (33) follows from standard argu-
ments. The point is that we need to prove the existence of a minimizer which
is additionally invariant under O (4) x O (4).
Since u solves the free boundary problem, it is continuous. We define

wy () =min{u (gz) : g € O (4) x O (4)},

wy () =max{u(gz) : g€ O 4) x O 4)}.
Then wy and wy are invariant under O (4) X O (4). We claim that w; and wy
are also minimizers. Indeed, for each k¥ € N and a finite set {g1,-- ,gx} €

O (4) x O (4), let
W =min{u(gx):g: € 0(4) xO4),i=1,...,k}.
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Then @y, is a minimizer. We cover O (4) x O (4) by finitely many balls with
radius €. Denote by n. the number of balls. In each ball, let us choose a
i € O(4) x O (4). We will define

¢e () :=min{u(g;z) :i=1,...,n.}.
Then ¢, is also a minimizer. We observe that by the continuity of a minimizer,

wy (z) = lim ¢. (2).
e—0
On the other hand, let {e;} be a sequence converge to 0. Then standard argu-
ments yield that ¢, (z) converges a.e. to minimizer ¢q. This ¢ must be w;. This
proves that w; is also a minimizer. Similarly, ws is also a minimizer.

3.1 Regularity of the free boundary

We would like to analyze the regularity property of the free boundary of the
solution .

Lemma 22 The free boundary of ug is smooth in B,\ {0} .

Proof. We shall use the standard arguments in the regularity theory: Blow up
analysis around a free boundary point, cf. [51, 52]. Let zy € B, be a point on
the free boundary of u. Suppose g # 0 and u, (z9) = 1. We distinguish three
cases.

Case 1. xg is not on the = axis and not on y axis.

In this case, standard arguments, based on Weiss monotonicity formula

([61, 52]), tell us that the sequence wy := %, with pr — 0, has a

subsequence converges in suitable sense to a minimizing cone ¢ in R8. We ob-
serve that u, is invariant under O (4) x O (4) . Hence € reduces to a minimizing
cone in R2. Therefore it must be a trivial cone. This implies that around zg,
the free boundary is flat and the regularity theory implies that actually it is
smooth (analytic).

Case 2. x is on the x or y axis.

In this case, the cone € reduces to a minimizing cone in R® which is invariant
under the O (4) action of the last four coordinates. If this cone were not trivial,
it would be unstable, due to the classification of stable cones by Jerison and
Savin in the axial symmetric case (see [30]). This contradicts with the fact that
U, 1S @ minimizer. M

With this regularity at hand, we now want to prove that these minimizers
are bounded by ug‘o and u , by sweeping the family of ordered solutions u? and
u_ , similarly as in [35]. By our previous construction, for & sufficiently small,
we have

)

Uq < ul, in By, (34)
ug < ut, in A:={X :|u, (X)] < 1}.
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We show that actually (34) holds for all € < gg. To see this, we continuously
increase the value of . Assume to the contrary that there existed a § < &y,
which were the first value where we have

g < uf in By, and u, (X) = u} (X) for some X € A. (35)

Maximum principle tells us that this X must be on 9B,. By the results in [33],
the free boundary approaches the fixed boundary tangentially, this contradicts
with the choice of 4, which is the smallest value satisfying (35). This finishes
the proof.

Proof of Theorem 2. For each a large, we have a solution u, with uz < wu, <
ujo. Sending a to infinity, we can find a subsequence of u, which converges to
a nontrivial solution U of (1). This solution U must be an energy minimizer of
J, since each u, is minimizing. =

4 From minimizers in R® to monotone solutions
in R>—Proof of Theorem 3

We have obtained a minimizer of the energy functional in dimension 8. Now
we would like to construct monotone solutions in R from U, following the
arguments of Jerison-Monneau ([31]). We use (2, zg) to denote the coordinate
of a point in R?, where 2’ € R®. We will still use minimizing argument and work
directly in the class of functions which is invariant w.r.p.t O (4) x O (4) action
on the first eight variables.

We denote by v; the global minimizer in R® we constructed in the last
section. We also consider the solution ve which in the (z,y) coordinate is given
by

U2 (.’E, y) =—Uu (yvx) .

Since vy is constructed using minimizing argument, we can assume without loss
of generality that vy < vs.

Proposition 23 Fither there exists a nontrivial solution u : R — R monotone
in the xg direction, or for each § € [v1 (0), vz (0)], there exists a nontrivial global
minimizer v in RS with v (0) = 4.

Proof. Let p be a smooth decreasing cutoff function which satisfies
1,5 <1,
p(s)—{ 0,s > 2.
Define the function w (z',29) = p(z9)v1 (') + (1 — p(x9))ve (z'). For each
cylinder Cr/; = Brs x [—1,1], consider the minimization problem which equals
w on dBRr x [—1,1] and equals v on Br X {—l}, equals v on Br x {l}, in

the class of functions which are invariant under O (4) x O (4) with respect to
the first eight variables. We can find a minimizer ug/; that is monotone in
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the xg direction with this boundary condition. By the gradient bound of De
Silva-Jerison ([13]), the free boundary is smooth in the interior of the cylinder.

Let | — 400, we get a solution ug on the whole cylinder Br/ x R, still
monotone in zg¢ and invariant under O (4) x O (4) . We observe that

lim wp =wvy, lim wug = vy, (36)
T9—r—+00 Tg—r—00

otherwise it will contradict with the fact that v; and v, are global minimizer.
Now fix an a € (v1 (0),v2 (0)). By (36), there exists hps such that

UR! (:L‘/, hR/) = Q.

Let ag (2',29) = ugr (2',29 — hr'). Then tg (2',0) = a. Let ' — 400, we
get a solution u monotone in xg, invariant under O (4) x O (4), and

u(0) =a,v; <u < v

If w is independent on xgy, then u is a global minimizer in R®. This proves the
proposition. m
Finally we are ready to prove Theorem 3.

Theorem 24 There exists a solution u to our free boundary problem such that u
is tnvariant w.r.p.t O (4) x O (4) , monotone in x9 and u is not one dimensional.

Proof. Suppose the second possibility of Proposition 23 occurs. Then we can
assume there is a global minimizer v in R®, invariant under O (4) x O (4) and
-1<wv(0) <1.

By © we shall denote the standard one dimensional solution to our free
boundary problem:

z,x € [-1,1],
O(z) = 1,z >1,
-1,z < —1.

Note that © is monotone, but not strictly monotone. We would like to pose
suitable boundary condition on the cylinder Cgs ;. For each t € [0, 1], let

O (2',29) =0 (tv (2') + (1 —t) z9) .

Then ©1 (z',29) = O (v(2')) = v(a’). ©; is a connection between © and v.
Certainly, O (2',z9) € [—1,1]. We check that ©; is continuous and monotone
in the xg direction, since O itself is monotone. Consider those points where

tv(z')+ (1 —t)zg = 1. (37)

For each fixed 2/, there is a unique point xg satisfying (37).
Let Uy g/, be the minimizer of J in the symmetric (invariant under O (4) X
O (4) action) class of functions defined on Cg/; with boundary condition

Utlocy, , = ©tlocy, ,-
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After a possible translation in the xg direction, we can assume that
Uth/’l (0) = (0) .

For each R’, letting | — +o0, U, g/, converges pointwisely to a solution Uy g,
defined on the infinite cylinder Cr/ 4. Ut g/ is monotone in zg on the boundary
of CR’ 400 Then one can show that U, g/ is monotone in zg in Crs 40, with

Ui, g (0) =v(0).

We claim that the map ¢ — 0., U ' (0) is a continuous map. We first show
that it is continuous at the points where ¢ # 1. In this case, let ¢,, — t. Then
the sequence Uy, g/ converges to a monotone solution W. This W must be equal
to U, rr. Indeed, since w and Uy g/ are equal to each other on the boundary of
the cylinder and the boundary value are monotone in the zg direction, we can
infer that W > Uy g and W < U, g/ by the sliding method.

The continuity at t = 1 also follows from similar arguments as that of Jerison-
Monneau [31]. The proof is thus completed. m

5 Solutions from Catenoids

In this section, we shall construct solutions of the free boundary problem starting
from another type of minimal surfaces—Catenoids. Since most of the arguments
are similar to the Simons’ cone case, we will only sketch the proof and point out
the difference if necessary.

We remark that it is possible to do the construction for more general minimal
surfaces, but this is beyond the scope of this paper.

5.1 The geometry of the catenoids

To begin with, let us choose an “arc-length” parametrization for the catenoid,
this choice of coordinate will simplify the computation. Let (z1,...,z,) be the
coordinate in R™. Let (r, §) be the polar coordinate in R*~!, where 6 is the coor-
dinate on the unit sphere S”~2 in R"~!. As we mentioned before, the generalized
catenoid C. in R™ can be described by

Tp = we (1), 1 € [rg, +00).

L= 1(r) ::LT\/1+QQ(3)2ds.

Then locally the catenoid can also be described by the coordinate (I,6). We
would like to write the Laplacian-Beltrami operator A¢_ on C. in this coordinate.
In the (r,0) variable, the metric tensor on C is given by

Introduce

[1 + @ (r)z} dr?® 4+ r2do*.
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It follows that the metric g in the (I,6) coordinate is dI? + r2d#?. Observe that
det g = r2("=2), For rotationally symmetric function ¢ = ¢ (), the Laplacian-
Beltrami operator is given by

1 .
Ac.p = ———0; (/det gg’o,
c.P \/m < gg J@)
n—2
o+ "2 )

=) +0 (1254 0. (39)

Using s to denote the signed distance of a point P to C.. Then we can write
P=X+sv(X),

where X = X (I,0) designates a point on the C., v () is the unit normal of C,
at X. We also put
Iy ={X+sv(X): XeC.}.

Note that actually I's depends on &, although it is not explicit in the notation.
To understand the Laplacian-Beltrami operator Ar_, we need to analyze the
metric on the surface I';. Let v1 = Jv, 10 = Ogr, and X1 = 9, X, Xo = 9y X.
Define the matrix By = [X7 + sv1, X2 + svo] and

B :=[X; + svy, Xa + sv9,v].

Then the matrix of the induced metric g in a tubular neighbourhood of C in
(1,0, s) coordinate has the form

v | BBy 0

B*B= [ 0 E

For more details, we refer to [16].

5.2 Proof of Theorem 4

In this part, we sketch the proof of Theorem 4.
Let h_q,h; € Clzo’ca (C.), small in certain sense. As before, define an ap-
proximate solution wy, in €, which is a region trapped between I' _14,_, and

F1+h1 :

s—g(l)
H=2"9Y
BT 0)
where
f_hl_h—l _hi+h
T o 9T T
Still set
i =90
L+ f()



The solution u we are looking for will have the form u = wy + ¢.
We have the same formulas as in Lemma 5, Lemma 7 and Lemma 8 and will
not restate them in this section again.

Lemma 25 We have the following estimate for the Laplacian operator acting
on functions depending on s and [ :

€
AFOW—31277:O <1+€l>al777

and

g2 € 5
Ar,n— Aryn =0 ((1+5l)2> om+0 (Hsl> orn.

Proof. The first equation has already been proved in (38). The proof of the
second equation is same as that of Lemma 9. m

Let us introduce the functional framework to work with. Let o € (0,1) be a
fixed constant.

Definition 26 For u =0,1,2, 8 > 0,0 > 0, the space g5 consists of those
functions i defined on Cs such that

|Sl|1Pz [(1 + 5l)5 ||7]||C,L‘a(56031(z))} < Ho0.

Same as before, we also regard ¢ as the restriction of a function 7 (¢) on
= [-1,1] x [0, +00), where T (¢) is a function of ¢ and I defined for (¢,1) €
:=[-1,1] x R, even in the variable [.

[1]r [1]

Definition 27 For n = 0,1,2, 8 > 0, the space Eg .« consists of those func-
tions ¢ such that

0l = 5w [l IT )z o)) < +00-
oot ZER;zeé,\z|:u|[ Cre(EnBy( ))}

Let v (-) be an even smooth function such that

LT > 2,
”(l)_{ 0,]1] < 1.

The one dimensional space spanned by this function will be denoted by D. Let
gl)=g (E) .If n > 4, we shall assume a priori § € £2,—6,2.1 DD, f € Eapn—1,2:c,
with [|glle,, ¢, ep < C&lfllan a2 < Ce?. For notational simplicity, the
norm of &,—621 @ D will be denoted by ||-||. In the case n = 3, we assume
g€ &1 ®D, f € Eue, with [|gle,, ap < C& [fllya. < Ce?, and in this
case, the norm of & 5.4 & D will also be denoted by II]l -

With these choice of function spaces, we can verify that ||Aw|l,,, 4 5., < Ce
if n > 4; while ||Awl|,,., < Ce? if n = 3.

2
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Recall that the Jacobi operator on Cs is given by
JCJ (77) = AC&” + ‘A|277

Here |A]* = " k2 is the squared norm of the second fundamental form. Using

the asymptotic behavior of @, we deduce |A|*> = O (W) as | — +o00. We
need the following lemma, which states that the Jacobi operator on the catenoid

C; is invertible in suitable functional spaces.

Lemma 28 For each function & € Eap,—4.2,1, there is a solution n € Eap—g 2.1 DD
such that

JC1 (77) = Ea
with
|l <C ||£||2n—4,0;1 .

Proof. Detailed analysis of the Jacobi operator on the higher dimensional
catenoid can be found in [1]. The proof of this Lemma follows from similar
arguments there. The basic idea is using variation of parameter formula to get
the desired estimates. m

With this functional framework at hand, we now deal with the corresponding
linear theory for our nonlinear problem. Given functions 71, 7v—_1, consider the
problem

O+ 07 ¢ = Jr,g + (Arof + |A|2> t, in Qp,

¢ =0 on 09y, (39)
Oip— f=~v_1,on 1y,

Ot — f=m, onLiyp,.

Proposition 29 Suppose v1 & v—1 is in Eap—a1e for n > 4 and in E4 1, for
n = 3. Then the system (39) has a solution (f,g) such that

n >4

iy )

2
||f||2n74,2;6 < c ”71 + ’Y*l||2n74,1;5 +C H|A| 9 ’
n—4,1;e

2
1 lanaze < Clin +7-1llape +C||1A°[ =3,
and

||§|| < 6672 ||,-Y1 - 7—1H2n—4,1;8 ,n >4,
gl < Ce™2 ||y — Y-1llg e 7 =3

Proof. By even reflection, we can regard (39) as a problem in (¢,1) € [-1,1]xR.
Take the Fourier transform

7 (t,€) ::/Re””“n(t,l) dl.
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It is worth mentioning that here ¢ € R, unlike the Simons’ cone case where the
Fourier transform is taken in R%. We are lead to the problem

36— 1 b= (Je.g) + (Bc.s +1417) t, te[-1,1],

¢<15> (1,6 =0, (10)
00 (—1,6) = f (&) =4-1 (&),
26 (1, 5) FE&O=%(.
The solution ¢ of the first equation in (40) can be written in the form
6(,6) = (Je.g) pre(®)+ (B +AP) pae(1).
This implies that
T n@)-9-1(8)
(Je.g) = 2 ()
2\ _ 2f(©O+5-1(9)+5 9
(Acstr |A‘ ) - 2’;215(1) n
Observe that — £tanh ¢ is real analytic and of the order O ( %‘> as

€] — +oo. Accordlng to the proof of Lemma 17, one need to estimate the
inverse Fourier transform of £ tanh & [1 (§) — 5-1 (€ )] To do this, we can apply

the fact that the Fourier transform of x tanh (7z) is equal to —%&7{%, which

has a singularity of order O (5*2) near the origin. The estimate of f is similar
as before. m

Once we have established the functional framework and the linear solvability
theory, we can proceed in the same way as the Simons’ cone case.
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