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#### Abstract

In the past years, there has been a new light shed on the harmonic map problem with free boundary in view of its connection with nonlocal equations. Here we fully exploit this link, considering the harmonic map flow with free boundary $$
\left\{\begin{array}{l} u_{t}=\Delta u \text { in } \mathbb{R}_{+}^{2} \times(0, T), \\ u(x, 0, t) \in \mathbb{S}^{1} \text { for all }(x, 0, t) \in \partial \mathbb{R}_{+}^{2} \times(0, T), \\ \frac{d u}{d y}(x, 0, t) \perp T_{u(x, 0, t)} \mathbb{S}^{1} \text { for all }(x, 0, t) \in \partial \mathbb{R}_{+}^{2} \times(0, T), \\ u(\cdot, 0)=u_{0} \text { in } \mathbb{R}_{+}^{2} \end{array}\right.
$$ for a function $u: \mathbb{R}_{+}^{2} \times[0, T) \rightarrow \mathbb{R}^{2}$. Here $u_{0}: \mathbb{R}_{+}^{2} \rightarrow \mathbb{R}^{2}$ is a given smooth map and $\perp$ stands for orthogonality. We prove the existence of initial data $u_{0}$ such that (0.1) blows up at finite time with a profile being the half-harmonic map. This answers a question raised by Yunmei Chen and Fanghua Lin in Remark 4.9 of [4].


## 1. Introduction

Let $(M, g)$ be an $m$-dimensional Riemannian manifold with boundary $\partial M$ and $N$ be an $l$-dimensional manifold without boundary. Suppsoe $\Sigma$ is a $k$-dimensional submanifold in $N$ without boundary. Any continuous map $u_{0}: M \rightarrow N$ satisfying $u_{0}(\partial M) \subset \Sigma$ defines a relative homotopy class in maps from $(M, \partial M)$ to $(N, \Sigma)$. A map $u: M \rightarrow N$ with $u(\partial M) \subset \Sigma$ is called homotopic to $u_{0}$ if there exist a continuous homotopy $h:[0,1] \times M \rightarrow N$ satisfying $h([0,1] \times \partial M) \subset \Sigma, h(0)=u_{0}$ and $h(1)=u$. An interesting problem is that whether or not each relative homotopy class of maps has a representation by harmonic maps, which is equivalent to the following problem,

$$
\left\{\begin{array}{l}
-\Delta u=\Gamma(u)(\nabla u, \nabla u)  \tag{1.1}\\
u(\partial M) \subset \Sigma \\
\frac{\partial}{\partial \nu} u \perp T_{u} \Sigma
\end{array}\right.
$$

Here $\nu$ is the unit normal vector of $M$ along the boundary $\partial M, \Delta \equiv \Delta_{M}$ is Laplace-Beltrami operator of $M, \Gamma$ is the second fundamental form of $N$ (viewed as a submanifold in $\left.\mathbb{R}^{n}\right), T_{p} N$ is the tangent space in $\mathbb{R}^{n}$ of $N$ at $p$ and $\perp$ means orthogonal in $\mathbb{R}^{n}$. (1.1) is the Euler-Lagrangian equation for critical points of the following energy functional

$$
E(u)=\int_{M}|\nabla u|^{2} d M
$$

defined on the space of maps

$$
H_{\Sigma}^{1}(M, N)=\left\{u \in H^{1}(M, N): u(\partial M) \subset \Sigma\right\}
$$

Here $H^{1}(M, N)$ is the usual Sobolev space of maps $u: M \rightarrow N$ satisfying $\nabla u \in L^{2}$. Existence results and partial regularity of energy minimizing maps on $H_{\Sigma}^{1}(M, N)$ were established (for example) in [1], [12], [13], [14], [16]. A classical method for (1.1) is to study the following parabolic problem

$$
\left\{\begin{array}{l}
\partial_{t} u-\Delta u=\Gamma(u)(\nabla u, \nabla u) \text { on } M \times[0, \infty)  \tag{1.2}\\
u(x, t) \in \Sigma \text { on } x \in \partial M, t \geq 0 \\
\frac{\partial}{\partial \nu} u(x, t) \perp T_{u(x, t)} \Sigma \text { for } x \in \partial M, t \geq 0 \\
u(\cdot, 0)=u_{0} \text { on } M
\end{array}\right.
$$

This is the so-called harmonic map flow with free boundary. (1.2) was first studied by Ma [18] in the case $m=\operatorname{dim} M=2$, where a global existence and uniqueness result for finite energy weak solutions were obtained under geometrical hypotheses on $N$ and $\Sigma$. Global existence theorem for weak solutions of (1.2) were also established by Struwe in [25]. In [15], Hamilton considered the case when $\partial N=\Sigma$ is totally geodesic and $k_{N} \leq 0$. He proved the global existence of a classical solution for (1.2). When $N=\mathbb{R}^{n}$, (1.2) is the standard heat equation

$$
u_{t}-\Delta u=0 \text { on } M \times[0, \infty)
$$

As pointed out in [4] and [25], estimates near the boundary for (1.2) are quite difficult due to the high nonlinearity of the boundary conditions. In [17], Jost, Liu and Zhu showed that the energy identity at finite singular time as well as at infinity time and the no-neck property holds at infinite time in a blowing-up process for (1.2).

In the seminal paper [4] by Chen and Lin, the blow-up phenomenon for harmonic map flow with free boundary problem was studied, where the authors gave many blow-up examples in higher dimensions and also a blowing-up theorem. In low dimensions, they asked the following question: "When $M$ is a smooth domain in $\mathbb{R}^{2}, N=\mathbb{R}^{n}$ and $\Sigma$ a smooth compact submanifold of $\mathbb{R}^{n}$, is there is a smooth initial datum $u_{0}$ such that (1.2) has no global smooth solutions?". In this paper we answer this question affirmatively. More precisely we consider the problem (1.2) when $M=\mathbb{R}_{+}^{2}$ and $\Sigma=\mathbb{S}^{1} \subset \mathbb{R}^{2}$, i.e. the following parabolic equation

$$
\left\{\begin{array}{l}
u_{t}=\Delta u \text { in } \mathbb{R}_{+}^{2} \times(0, T)  \tag{1.3}\\
u(x, 0, t) \in \mathbb{S}^{1} \text { for all }(x, 0, t) \in \partial \mathbb{R}_{+}^{2} \times(0, T), \\
-\frac{d u}{d y}(x, 0, t) \perp T_{u(x, 0, t)} \mathbb{S}^{1} \text { for all }(x, 0, t) \in \partial \mathbb{R}_{+}^{2} \times(0, T), \\
u(\cdot, 0)=u_{0} \text { in } \mathbb{R}_{+}^{2}
\end{array}\right.
$$

for a function $u: \mathbb{R}_{+}^{2} \times[0, T) \rightarrow \mathbb{R}^{2}$. Here $u_{0}: \mathbb{R}_{+}^{2} \rightarrow \mathbb{R}^{2}$ is a given smooth map and $\perp$ stands for orthogonality.

The stationary solution of (1.3) $u: \mathbb{R}_{+}^{2} \rightarrow \mathbb{R}^{2}$ satisfies

$$
\left\{\begin{array}{l}
\Delta u=0 \text { in } \mathbb{R}_{+}^{2} \times(0, T)  \tag{1.4}\\
u(x, 0) \in \mathbb{S}^{1} \text { for all }(x, 0) \in \partial \mathbb{R}_{+}^{2}:=\mathbb{R} \times\{0\} \\
-\frac{d u}{d y}(x, 0) \perp T_{u(x, 0)} \mathbb{S}^{1} \text { for all }(x, 0) \in \partial \mathbb{R}_{+}^{2}
\end{array}\right.
$$

This is the harmonic extension form of the so-called half harmonic map from $\mathbb{R}$ into $\mathbb{S}^{1}$, which was systematically studied in [20] and the nondegeneracy property was proved in [22]. In particular, it was proved in [20] that

Proposition 1.1. Let $u \in \dot{H}^{1 / 2}\left(\mathbb{R}, \mathbb{S}^{1}\right)$ be a non-constant entire half-harmonic map and $u^{e}$ be its harmonic extension to $\mathbb{R}_{+}^{2}$ satisfying (1.4). There exist $d \in \mathbb{N}, \vartheta \in \mathbb{R}$, $\left\{\lambda_{k}\right\}_{k=1}^{d} \subset(0, \infty)$ and $\left\{a_{k}\right\}_{k=1}^{d} \subset \mathbb{R}$ such that $u^{e}(z)$ or its complex conjugate equals to

$$
e^{i \vartheta} \prod_{k=1}^{d} \frac{\lambda_{k}\left(z-a_{k}\right)-i}{\lambda_{k}\left(z-a_{k}\right)+i}
$$

Furthermore, the energy can be expressed as

$$
\mathcal{E}(u, \mathbb{R})=[u]_{H^{1 / 2}(\mathbb{R})}^{2}=\frac{1}{2} \int_{\mathbb{R}_{+}^{2}}\left|\nabla u^{e}\right|^{2} d z=\pi d
$$

This proposition indicates that the map $\omega: \mathbb{R} \rightarrow \mathbb{S}^{1}$

$$
\begin{equation*}
x \rightarrow\binom{\frac{2 x}{x^{2}+1}}{\frac{x^{2}-1}{x^{2}+1}} \tag{1.5}
\end{equation*}
$$

is a half-harmonic map which corresponds to the case $\vartheta=0, d=1, \lambda_{1}=1$ and $a_{1}=0$. Notice that the previous equations involve nonlinear Neumann boundary conditions. This is a feature of nonlocal problems and as previously mentioned, we shall exploit this fact in a systematic way. Our main result is
Theorem 1. Given points $q=\left(q_{1}, \cdots, q_{k}\right) \in\left(\partial \mathbb{R}_{+}^{2}\right)^{k}:=(\mathbb{R} \times\{0\})^{k}$ and any sufficiently small $T>0$, there exists $u_{0}$ such that the solution $u_{q}(x, t)$ of Problem (1.3) blows-up at exactly those $k$ points as $t \nearrow T$. More precisely, there exist numbers $k_{i}^{*}>0$ and a function $u_{*} \in H^{1}\left(\mathbb{R}_{+}^{2}\right) \cap C\left(\mathbb{R}_{+}^{2}\right)$ such that

$$
u_{q}(x, y, t)-u_{*}(x, y)-\sum_{j=1}^{k}\left[\omega\left(\frac{x-q_{i}}{\lambda_{i}}, \frac{y}{\lambda_{i}}\right)-\omega(\infty)\right] \rightarrow 0 \text { as } t \nearrow T
$$

in the $H^{1}$ and uniform senses in $\mathbb{R}_{+}^{2}$ where

$$
\lambda_{i}(t)=k_{i}^{*} \frac{T-t}{|\log (T-t)|^{2}}(1+o(1)) \text { as } t \nearrow T \text {. }
$$

In particular, we have

$$
\left|\nabla u_{q}(\cdot, \cdot, t)\right|^{2} \rightharpoonup\left|\nabla u_{*}\right|^{2}+2 \pi \sum_{j=1}^{k} \delta_{q_{j}} \text { as } t \nearrow T .
$$

To prove this theorem, we will use the inner-outer gluing scheme which was proved to be useful in singular perturbation elliptic problems, for example, [8], [9], [10]. This method has also been developed into various parabolic flows, for example, the infinite time blowing-up solutions for critical nonlinear heat equation [5], [11], singularity formation for two dimensional harmonic map flow [6], type II ancient solution for Yamabe flow [7].

Results similar to Theorem 1 have been established by Davila, del Pino and the second author in [6] in the case of two dimensional harmonic map flow into $\mathbb{S}^{2}$, see [21] for earlier results in the corrotational case. Comparing with [6], the main difficulty in this paper is the nonlocality of the problem (1.3). In fact, according to [24], we can write problem (1.3) as

$$
\sqrt{\partial_{t}-\Delta} u=\frac{1}{8 \pi}\left[\int_{0}^{+\infty} \int_{\mathbb{R}}|u(x, 0, t)-u(x-z, 0, t-\tau)|^{2} \frac{e^{-\frac{|z|^{2}}{4 \tau}}}{\tau^{2}} d z d \tau\right] u(x, 0, t)
$$

The problem under consideration interpolates between the two-dimensional harmonic map flow and the half-harmonic map flow. It inherits characteristics from both problems. In [23] we showed that for the half-harmonic map flow, infinite time blow-up exists. In this paper we combine techniques from both papers [6] and [23] to prove finite time blow up for (1.3), which is unknown even in the corrotational case. The flow under consideration is actually a reminiscence of a nonlocal geometric flow involving the operator $\sqrt{\partial_{t}-\Delta}$ described in [24], as previously mentioned, and enjoys nice monotonicity properties (see for instance [2] for general considerations ). The techniques used in the present paper can also used to deal with infinite-time blow up for the flow

$$
\left\{\begin{array}{l}
u_{t}-\Delta u=0 \text { in } \mathbb{R}_{+}^{m+1} \times(0, \infty), \\
-\lim _{y \rightarrow 0^{+}} \frac{\partial u(\cdot, t)}{\partial y}=u^{p_{*}}
\end{array}\right.
$$

where $p_{*}$ is the critical exponent for the Trace Sobolev embedding. We plan to come back to this problem later.

## 2. Construction of the approximate solution

From [24], we know that problem (1.3) is equivalent to

$$
\left\{\begin{array}{l}
u_{t}=\Delta u \text { in } \mathbb{R}_{+}^{2} \times(0, T),  \tag{2.1}\\
u(x, 0, t) \in \mathbb{S}^{1} \text { for all }(x, 0, t) \in \partial \mathbb{R}_{+}^{2} \times(0, T), \\
-\frac{d u}{d y}(x, 0, t)=\frac{1}{8 \pi}\left[\int_{0}^{+\infty} \int_{\mathbb{R}}|u(x, 0, t)-u(x-z, 0, t-\tau)|^{2} \frac{e^{-\frac{|z|^{2}}{4 \tau}}}{\tau^{2}} d z d \tau\right] u(x, 0, t) \\
\quad \text { for all }(x, 0, t) \in \partial \mathbb{R}_{+}^{2} \times(0, T), \\
u(x, y, t)=u_{0}(x, y) \text { for all }(x, y, t) \in \mathbb{R}_{+}^{2} \times(-\infty, 0] .
\end{array}\right.
$$

Note that we use the factor $\frac{1}{8 \pi}$ to keep (2.1) agree with the half-harmonic map equation when $u$ is independent of $t$. Here and in the following, $\frac{d u}{d y}(x, 0, t)$ always means $\left.\frac{d u}{d y}\right|_{(x, 0, t)}$.
2.1. Setting up the problem. Our aim is to find a solution of (2.1) which looks like

$$
U(x, y, t):=U_{\lambda, \xi}(x, y)=\omega\left(\frac{x-\xi}{\lambda}, \frac{y}{\lambda}\right)
$$

at main order, where $\omega(x, y)=\binom{\frac{2 x}{x^{2}+(y+1)^{2}}}{\frac{x^{2}+y^{2}-1}{x^{2}+(y+1)^{2}}}$ is the extension form of the canonical least energy half-harmonic map (1.5). We look for parameter functions $\lambda(t)$ and $\xi(t)$ of class $C^{1}$ satisfying

$$
\lim _{t \rightarrow T} \lambda(t)=0, \quad \lim _{t \rightarrow T} \xi(t)=q \in \partial \mathbb{R}_{+}^{2}
$$

and a solution to (2.1) with form $u(x, y, t)=U(x, y, t)+\varphi(x, y, t)$ blowing up at $t=T$ and the point $(q, 0)$. Here $\varphi(x, y, t)$ is a small perturbation term.

Note that problem (2.1) is also equivalent to

$$
\begin{equation*}
\sqrt{\partial_{t}-\Delta} u=\frac{1}{8 \pi}\left[\int_{0}^{+\infty} \int_{\mathbb{R}}|u(x, 0, t)-u(x-z, 0, t-\tau)|^{2} \frac{e^{-\frac{|z|^{2}}{4 \tau}}}{\tau^{2}} d z d \tau\right] u(x, 0, t) \tag{2.2}
\end{equation*}
$$

for all $(x, 0, t) \in \partial \mathbb{R}_{+}^{2} \times(-\infty, T)$. We refer the interested readers to [24] for the definition of $\sqrt{\partial_{t}-\Delta} u$. Since $u(x, 0, t) \in \mathbb{S}^{1}$, as in [6], we parameterize the admissible perturbation by free small functions $\varphi: \partial \mathbb{R}_{+}^{2} \times(-\infty, T) \rightarrow \mathbb{R}^{2}$ with the following form

$$
p(\varphi):=\Pi_{U \perp} \varphi+a\left(\Pi_{U \perp} \varphi\right) U
$$

where
$\Pi_{U \perp} \varphi:=\varphi-(\varphi \cdot U) U, \quad a\left(\Pi_{U \perp} \varphi\right):=\sqrt{1+(\varphi \cdot U)^{2}-|\varphi|^{2}}-1=\sqrt{1-\left|\Pi_{U \perp} \varphi\right|^{2}}-1$,
hence $|U+p(\varphi)|^{2}=1$ holds on $\partial \mathbb{R}_{+}^{2} \times(-\infty, T)$. Considering the error operator defined as

$$
\begin{aligned}
S(u)= & -\sqrt{\partial_{t}-\Delta} u \\
& +\frac{1}{8 \pi}\left[\int_{0}^{+\infty} \int_{\mathbb{R}}|u(x, 0, t)-u(x-z, 0, t-\tau)|^{2} \frac{e^{-\frac{|z|^{2}}{4 \tau}}}{\tau^{2}} d z d \tau\right] u(x, 0, t)
\end{aligned}
$$

a useful observation is that if $\varphi$ solves

$$
\begin{equation*}
S\left(U+\Pi_{U \perp} \varphi+a\left(\Pi_{U^{\perp}}\right) U\right)+\tilde{b}(x, 0, t) U=0 \tag{2.3}
\end{equation*}
$$

for some scalar function $\tilde{b}(x, 0, t)$ and $|\varphi|<\frac{1}{2}$, then $u=U+\Pi_{U \perp} \varphi+a\left(\Pi_{U \perp} \varphi\right) U$ satisfies (2.2), that is to say, $S\left(U+\Pi_{U \perp} \varphi+a\left(\Pi_{U^{\perp}}\right) U\right)=0$. Indeed, since $|u|=1$, $-\tilde{b}(x, t) U \cdot u=S(u) \cdot u=0$. On the other hand, since $|\varphi| \leq \frac{1}{2},\left|a\left(\Pi_{U \perp} \varphi\right)\right| \leq \frac{1}{4}$, thus $U \cdot u=1+a\left(\Pi_{U \perp} \varphi\right)>0$ and therefore $\tilde{b} \equiv 0$. Hence we only need to solve (2.3). Equivalently, we will find $\varphi: \mathbb{R}_{+}^{2} \rightarrow \mathbb{R}$ such that

$$
\left\{\begin{array}{l}
(U+\varphi)_{t}=\Delta(U+\varphi) \text { in } \mathbb{R}_{+}^{2} \times(0, T) \\
-\frac{d(U+\varphi)}{d y}(x, 0, t)= \\
\left.\left(\frac{1}{8 \pi}\left[\int_{0}^{+\infty} \int_{\mathbb{R}}|u(x, 0, t)-u(x-z, 0, t-\tau)|^{2} \frac{e^{-\frac{|z|^{2}}{4 \tau}}}{\tau^{2}} d z d \tau\right] u(x, 0, t)\right)\right|_{u=U+\varphi} \\
(U+\varphi)+\tilde{b}(x, 0, t) U \text { for all }(x, 0, t) \in \partial \mathbb{R}_{+}^{2} \times(0, T)
\end{array}\right.
$$

holds. Let us define the error operators as

$$
S_{1}(u)=-u_{t}+\Delta u \text { in } \mathbb{R}_{+}^{2} \times(0, T)
$$

$$
\begin{aligned}
S_{2}(u)= & \frac{d u}{d y}(x, 0, t) \\
& +\frac{1}{8 \pi}\left[\int_{0}^{+\infty} \int_{\mathbb{R}}|u(x, 0, t)-u(x-z, 0, t-\tau)|^{2} \frac{e^{-\frac{|z|^{2}}{4 \tau}}}{\tau^{2}} d z d \tau\right] u(x, 0, t)
\end{aligned}
$$

in $(x, 0, t) \in \partial \mathbb{R}_{+}^{2} \times(0, T)$. For each fixed $t$, since $U$ is a half-harmonic map, we have

$$
\left\{\begin{array}{l}
\Delta U=0 \text { in } \mathbb{R}_{+}^{2} \\
-\frac{d U}{d y}(x, 0, t)=\frac{1}{8 \pi}\left[\int_{0}^{+\infty} \int_{\mathbb{R}}|U(x, 0, t)-U(x-z, 0, t)|^{2} \frac{e^{-\frac{|z|^{2}}{4 \tau}}}{\tau^{2}} d z d \tau\right] U(x, 0, t) \text { in } \partial \mathbb{R}_{+}^{2}
\end{array}\right.
$$

Hence $S_{1}(U)=-U_{t}$ and

$$
\begin{aligned}
S_{2}(U)= & \left\{\frac{1}{8 \pi}\left[\int_{0}^{+\infty} \int_{\mathbb{R}}|U(x, 0, t)-U(x-z, 0, t-\tau)|^{2} \frac{e^{-\frac{|z|^{2}}{4 \tau}}}{\tau^{2}} d z d \tau\right]\right. \\
& \left.-\frac{1}{8 \pi}\left[\int_{0}^{+\infty} \int_{\mathbb{R}}|U(x, 0, t)-U(x-z, 0, t)|^{2} \frac{e^{-\frac{|z|^{2}}{4 \tau}}}{\tau^{2}} d z d \tau\right]\right\} U(x, 0, t)
\end{aligned}
$$

Now we compute

$$
\begin{equation*}
0=S_{1}(U+\varphi)=-U_{t}-\partial_{t} \varphi+\Delta \varphi \tag{2.4}
\end{equation*}
$$

and

$$
\begin{align*}
0=S_{2}(U+\varphi) & =S_{2}\left(U+\Pi_{U \perp} \varphi+a U\right) \\
& =\frac{d}{d y} \varphi(x, 0, \tau)+L_{U}\left(\Pi_{U \perp} \varphi\right)+N_{U}\left(\Pi_{U^{\perp}} \varphi\right)+b\left(\Pi_{U} \perp \varphi\right) U \tag{2.5}
\end{align*}
$$

where

$$
\begin{aligned}
& L_{U}\left(\Pi_{U \perp} \varphi\right) \\
& =\frac{1}{8 \pi}\left[\int_{0}^{+\infty} \int_{\mathbb{R}}|U(x, 0, t)-U(x-z, 0, t-\tau)|^{2} \frac{e^{-\frac{|z|^{2}}{4 \tau}}}{\tau^{2}} d z d \tau\right] \Pi_{U \perp \varphi} \\
& +\frac{1}{4 \pi}\left[\int_{0}^{+\infty} \int_{\mathbb{R}}(U(x, 0, t)-U(x-z, 0, t-\tau))\right. \\
& \left.\cdot\left(\Pi_{U \perp} \varphi(x, 0, t)-\Pi_{U \perp} \varphi(x-z, 0, t-\tau)\right) \frac{e^{-\frac{|z|^{2}}{4 \tau}}}{\tau^{2}} d z d \tau\right] U(x, 0, t), \\
& N_{U}\left(\Pi_{U \perp \varphi}\right) \\
& =\left(\frac{1}{4 \pi} \int_{0}^{+\infty} \int_{\mathbb{R}}(a(x, 0, t) U(x, 0, t)-a(x-z, 0, t-\tau) U(x-z, 0, t-\tau))\right. \\
& \cdot\left(U(x, 0, t)+\Pi_{U \perp} \varphi(x, 0, t)-U(x-z, 0, t-\tau)-\Pi_{U \perp} \varphi(x-z, 0, t-\tau)\right) \\
& \times \frac{e^{-\frac{|z|^{2}}{4 \tau}}}{\tau^{2}} d z d \tau \\
& +\frac{1}{4 \pi} \int_{0}^{+\infty} \int_{\mathbb{R}}(U(x, 0, t)-U(x-z, 0, t-\tau)) \\
& \cdot\left(\Pi_{U \perp} \varphi(x, 0, t)-\Pi_{U} \perp \varphi(x-z, 0, t-\tau)\right) \frac{e^{-\frac{|z|^{2}}{4 \tau}}}{\tau^{2}} d z d \tau \\
& +\frac{1}{8 \pi} \int_{0}^{+\infty} \int_{\mathbb{R}}\left(\Pi_{U \perp} \varphi(x, 0, t)-\Pi_{U \perp} \varphi(x-z, 0, t-\tau)\right) \\
& \cdot\left(\Pi_{U \perp} \varphi(x, 0, t)-\Pi_{U} \perp \varphi(x-z, 0, t-\tau)\right) \frac{e^{-\frac{|z|^{2}}{4 \tau}}}{\tau^{2}} d z d \tau \\
& +\frac{1}{8 \pi} \int_{0}^{+\infty} \int_{\mathbb{R}}(a(x, 0, t) U(x, 0, t)-a(x-z, 0, t-\tau) U(x-z, 0, t-\tau)) \\
& \left.\cdot(a(x, 0, t) U(x, 0, t)-a(x-z, 0, t-\tau) U(x-z, 0, t-\tau)) \frac{e^{-\frac{|z|^{2}}{4 \tau}}}{\tau^{2}} d z d \tau\right) \Pi_{U^{\perp}} \varphi
\end{aligned}
$$

and

$$
\begin{aligned}
& b\left(\Pi_{U \perp} \varphi\right)=\left(\left.\frac{1}{8 \pi} \int_{0}^{+\infty} \int_{\mathbb{R}} \right\rvert\,\left(U+\Pi_{U \perp} \varphi+a\left(\Pi_{U \perp} \varphi\right) U\right)(x, 0, t)\right. \\
& \left.-\left.\left(U+\Pi_{U \perp} \varphi+a\left(\Pi_{U} \perp \varphi\right) U\right)(x-z, 0, t-\tau)\right|^{2} \frac{e^{-\frac{|z|^{2}}{4 \tau}}}{\tau^{2}} d y d \tau\right)(1+a) \\
& -\frac{1}{4 \pi} \int_{0}^{+\infty} \int_{\mathbb{R}}(U(x, 0, t)-U(x-z, 0, t-\tau)) \\
& \cdot\left(\Pi_{U \perp} \varphi(x, 0, t)-\Pi_{U} \perp \varphi(x-z, 0, t-\tau)\right) \frac{e^{-\frac{|z|^{2}}{4 \tau}}}{\tau^{2}} d y d \tau \\
& -\frac{1}{8 \pi}\left[\int_{0}^{+\infty} \int_{\mathbb{R}}|U(x, 0, t)-U(x-z, 0, t)|^{2} \frac{e^{-\frac{|z|^{2}}{4 \tau}}}{\tau^{2}} d z d \tau\right]
\end{aligned}
$$

By direct computations, we have

$$
S_{1}(U)=-U_{t}=-\mathcal{E}_{0}(x, y, t)-\mathcal{E}_{1}(x, y, t)
$$

Here

$$
\begin{align*}
\mathcal{E}_{0}(x, y, t)= & \binom{\frac{2(x-\xi)\left[(x-\xi)^{2}+\left(y^{2}-\lambda^{2}\right)\right]}{\left((x-\xi)^{2}+(y+\lambda)^{2}\right)^{2}}}{\frac{-2 y(y+\lambda)^{2}-2(x-\xi)^{2}(y+2 \lambda)}{\left((x-\xi)^{2}+(y+\lambda)^{2}\right)^{2}}} \dot{\lambda} \approx\binom{\frac{2(x-\xi)}{(x-\xi)^{2}+y^{2}+\lambda^{2}}}{(x-\xi)^{2}+y^{2}+\lambda^{2}} \dot{\lambda},  \tag{2.6}\\
& \mathcal{E}_{1}(x, y, t)=\binom{\frac{2 \lambda(x+y+\lambda-\xi)(x-y-\lambda-\xi)}{\left((x-\xi)^{2}+(y+\lambda)^{2}\right)^{2}}}{\frac{-4 \lambda(x-\xi)(y+\lambda)}{\left((x-\xi)^{2}+(y+\lambda)^{2}\right)^{2}}} \dot{\xi} .
\end{align*}
$$

Since $\mathcal{E}_{0}(x, y, t)$ is not $L^{2}$ integrable, we shall decompose the correction $\varphi$ into $\varphi=\Phi^{*}+\Phi$ and system (2.4), (2.5) transforms into the following

$$
\begin{equation*}
0=S_{1}(U+\varphi)=-U_{t}-\partial_{t} \Phi^{*}+\Delta \Phi^{*}-\partial_{t} \Phi+\Delta \Phi \tag{2.7}
\end{equation*}
$$

and

$$
\begin{align*}
0= & \frac{d}{d y} \Phi^{*}(x, 0, \tau)+L_{U}\left(\Pi_{U^{\perp}} \Phi^{*}\right) \\
& +\frac{d}{d y} \Phi(x, 0, \tau)+L_{U}\left(\Pi_{U^{\perp}} \Phi\right)+N_{U}\left(\Pi_{U^{\perp}}\left(\Phi^{*}+\Phi\right)\right)+\tilde{b}(x, 0, t) U \tag{2.8}
\end{align*}
$$

The correction $\Phi^{*}$ will be chosen such that the term $-\mathcal{E}_{0}$ is canceled at main order away from the blow up point $(\xi, 0)$.
2.2. The definition of $\Phi^{*}$. Let us consider the linear problem (2.7),

$$
0=-\partial_{t} \Phi+\Delta \Phi+\mathcal{E}_{1}^{*}
$$

where

$$
\mathcal{E}_{1}^{*}=-U_{t}-\partial_{t} \Phi^{*}+\Delta \Phi^{*}
$$

Our aim is to construct a function $\Phi^{*}$ such that $\mathcal{E}_{1}^{*}$ is smaller than the largest term $-\mathcal{E}_{0}$ of the initial error $-U_{t}$ given by (2.6) away from the blow-up point $q$.

As in [6], we decompose $\Phi^{*}$ into the following form

$$
\Phi^{*}:=\Phi^{0}[\lambda, \xi]+Z^{*}(x, y, t)
$$

where

$$
Z^{*}(x, y, t)=\binom{z_{1}^{*}(x, y, t)}{z_{2}^{*}(x, y, t)}
$$

is a solution of the heat equation

$$
\left\{\begin{array}{l}
\partial_{t} Z^{*}=\Delta Z^{*} \text { in } \mathbb{R}_{+}^{2} \times(0, T) \\
-\frac{d}{d y} Z^{*}(x, 0, t)=0 \text { in } \partial \mathbb{R}_{+}^{2} \times(0, T) \\
Z^{*}(x, y, 0)=Z_{0}^{*}(x, y)
\end{array}\right.
$$

independent of the parameter functions. Further assumptions on $Z_{0}^{*}$ will be given in subsection 2.5. $\Phi^{0}[\lambda, \xi]$ is an explicit function satisfying

$$
\begin{equation*}
-\mathcal{E}_{0}-\partial_{t} \Phi^{*}+\Delta \Phi^{*} \approx 0 \tag{2.9}
\end{equation*}
$$

Observe that if $\phi^{0}$ is a solution to

$$
-\phi_{t}^{0}+\Delta \phi^{0}-\left(\frac{\frac{2(x-\xi)}{(x-\xi)^{2}+y^{2}+\lambda^{2}}}{\frac{-2 y}{(x-\xi)^{2}+y^{2}+\lambda^{2}}}\right) \dot{\lambda}=0
$$

then $\Phi^{0}=\phi^{0}$ will satisfy (2.9). Set

$$
\begin{gathered}
p(t)=-2 \dot{\lambda} \\
z(r)=\sqrt{(x-\xi)^{2}+y^{2}+\lambda^{2}} \\
\phi^{0}(x, y, t)=\binom{x-\xi}{-y} \psi(z(r), t)
\end{gathered}
$$

Then $\psi(z, t)$ satisfies

$$
\psi_{t}=\psi_{z z}+\frac{3 \psi_{z}}{z}+\frac{p(t)}{z^{2}}
$$

which is the radially symmetric form of an inhomogeneous heat equation in $\mathbb{R}^{4}$. Then Duhamel's formula gives the following expression for a weak solution

$$
\psi(z, t)=\int_{-T}^{t} p(s) k(z, t-s) d s, \quad k(z, t)=\frac{1-e^{-\frac{z^{2}}{4 t}}}{z^{2}}
$$

where $p(t)$ is also defined for negative values of $t$ by setting $p(t)=-2 \dot{\lambda}(0)$ for $t \in[-T, 0)$. Now we define

$$
\begin{gathered}
\Phi^{0}=\binom{\varphi^{0}}{\varphi^{1}}, \\
\varphi^{0}=(x-\xi) \int_{-T}^{t} p(s) k(z(r), t-s) d s
\end{gathered}
$$

and

$$
\varphi^{1}=-y \int_{-T}^{t} p(s) k(z(r), t-s) d s
$$

Now, we compute

$$
-\Phi_{t}^{0}=\left(\begin{array}{c}
-(x-\xi) \psi_{t}+\dot{\xi} \int_{-T}^{t} p(s) k(z(r), t-s) d s \\
\quad+\frac{x-\xi}{z^{2}} \int_{-T}^{t} p(s) z k_{z}(z(r), t-s) d s[(x-\xi) \dot{\xi}-\dot{\lambda} \lambda] \\
y \psi_{t}-\frac{y}{z^{2}} \int_{-T}^{t} p(s) z k_{z}(z(r), t-s) d s[(x-\xi) \dot{\xi}-\dot{\lambda} \lambda]
\end{array}\right)
$$

$$
\Delta \Phi^{0}=\left(\begin{array}{r}
3(x-\xi) \int_{-T}^{t} p(s) k_{z} \frac{1}{z} d s+(x-\xi) \int_{-T}^{t} p(s) k_{z z} d s \\
+(x-\xi) \frac{\lambda^{2}}{z^{4}} \int_{-T}^{t} p(s)\left[k_{z} z-k_{z z} z^{2}\right] d s \\
-3 y \int_{-T}^{t} p(s) k_{z} \frac{1}{z} d s-y \int_{-T}^{t} p(s) k_{z z} d s-y \frac{\lambda^{2}}{z^{4}} \int_{-T}^{t} p(s)\left[k_{z} z-k_{z z} z^{2}\right] d s
\end{array}\right) .
$$

Therefore, we have

$$
-\Phi_{t}^{0}+\Delta \Phi^{0}=\tilde{\mathcal{R}}_{0}+\tilde{\mathcal{R}}_{1}
$$

where

$$
\begin{gathered}
\tilde{\mathcal{R}}_{0}=\binom{-(x-\xi) \frac{p(t)}{z^{2}}+\frac{(x-\xi) \lambda^{2}}{z^{4}} \int_{-T}^{t} p(s)\left[z k_{z}-z^{2} k_{z z}\right] d s}{y \frac{p(t)}{z^{2}}-\frac{y \lambda^{2}}{z^{4}} \int_{-T}^{t} p(s)\left[z k_{z}-z^{2} k_{z z}\right] d s} \\
\tilde{\mathcal{R}}_{1}=\binom{\dot{\xi} \int_{-T}^{t} p(s) k d s+\frac{(x-\xi)}{z^{2}}[(x-\xi) \dot{\xi}-\dot{\lambda} \lambda] \int_{-T}^{t} p(s) z k_{z} d s}{-\frac{y}{z^{2}}[(x-\xi) \dot{\xi}-\dot{\lambda} \lambda] \int_{-T}^{t} p(s) z k_{z} d s} .
\end{gathered}
$$

2.3. Estimate of the inner error. Now we compute the inner error $\mathcal{E}_{1}^{*}:=-\Phi_{t}^{*}+$ $\Delta \Phi^{*}-U_{t}$ as

$$
\begin{aligned}
& \mathcal{E}_{1}^{*}=-\Phi_{t}^{*}+\Delta \Phi^{*}-U_{t} \\
& =-\left[\Phi^{0}+Z^{*}\right]_{t}+\Delta\left[\Phi^{0}+Z^{*}\right]-U_{t} \\
& =\tilde{\mathcal{R}}_{0}+\tilde{\mathcal{R}}_{1}-U_{t} \\
& =\binom{-(x-\xi) \frac{p(t)}{z^{2}}+\frac{(x-\xi) \lambda^{2}}{z^{4}} \int_{-T}^{t} p(s)\left[z k_{z}-z^{2} k_{z z}\right] d s}{y \frac{p(t)}{z^{2}}-\frac{y \lambda^{2}}{z^{4}} \int_{-T}^{t} p(s)\left[z k_{z}-z^{2} k_{z z}\right] d s} \\
& +\binom{\dot{\xi} \int_{-T}^{t} p(s) k d s+\frac{(x-\xi)}{z^{2}}[(x-\xi) \dot{\xi}-\dot{\lambda} \lambda] \int_{-T}^{t} p(s) z k_{z} d s}{-\frac{y}{z^{2}}[(x-\xi) \dot{\xi}-\dot{\lambda} \lambda] \int_{-T}^{t} p(s) z k_{z} d s} \\
& -\binom{\frac{2(x-\xi)\left[(x-\xi)^{2}+\left(y^{2}-\lambda^{2}\right)\right]}{\left((x-\xi)^{2}+(y+\lambda)^{2}\right)^{2}}}{\frac{-2 y(y+\lambda)^{2}-2(x-\xi)^{2}(y+2 \lambda)}{\left((x-\xi)^{2}+(y+\lambda)^{2}\right)^{2}}} \dot{\lambda}-\binom{\frac{2 \lambda(x+y+\lambda-\xi)(x-y-\lambda-\xi)}{\left((x-\xi)^{2}+(y+\lambda)^{2}\right)^{2}}}{\frac{-4 \lambda(x-\xi)(y+\lambda)}{\left((x-\xi)^{2}+(y+\lambda)^{2}\right)^{2}}} \dot{\xi} \\
& =\binom{2(x-\xi) \frac{\dot{\lambda}}{z^{2}}+\frac{(x-\xi) \lambda^{2}}{z^{z^{4}}} \int_{-T}^{t} p(s)\left[z k_{z}-z^{2} k_{z z}\right] d s}{-2 y \frac{\dot{\lambda}}{z^{2}}-\frac{y \lambda^{2}}{z^{4}} \int_{-T}^{t} p(s)\left[z k_{z}-z^{2} k_{z z}\right] d s} \\
& +\binom{\dot{\xi} \int_{-T}^{t} p(s) k d s+\frac{(x-\xi)}{z^{2}}[(x-\xi) \dot{\xi}-\dot{\lambda} \lambda] \int_{-T}^{t} p(s) z k_{z} d s}{-\frac{y}{z^{2}}[(x-\xi) \dot{\xi}-\dot{\lambda} \lambda] \int_{-T}^{t} p(s) z k_{z} d s} \\
& -\binom{\frac{2(x-\xi)\left[(x-\xi)^{2}+\left(y^{2}-\lambda^{2}\right)\right]}{\left((x-\xi)^{2}+(y+\lambda)^{2}\right)^{2}}}{\frac{-2 y(y+\lambda)^{2}-2(x-\xi)^{2}(y+2 \lambda)}{\left((x-\xi)^{2}+(y+\lambda)^{2}\right)^{2}}} \dot{\lambda}-\binom{\frac{2 \lambda(x+y+\lambda-\xi)(x-y-\lambda-\xi)}{\left((x-\xi)^{2}+(y+\lambda)^{2}\right)^{2}}}{\frac{-4 \lambda(x-\xi)(y+\lambda)}{\left((x-\xi)^{2}+(y+\lambda)^{2}\right)^{2}}} \dot{\xi},
\end{aligned}
$$

## hence

$$
\begin{aligned}
\mathcal{E}_{1}^{*}= & \dot{\lambda}\binom{\frac{2(x-\xi)}{z^{2}}-\frac{2(x-\xi)\left[(x-\xi)^{2}+\left(y^{2}-\lambda^{2}\right)\right]}{\left((x-\xi)^{2}+(y+\lambda)^{2}\right)^{2}}}{\frac{-2 y}{z^{2}}+\frac{2 y(y+\lambda)^{2}+2(x-\xi)^{2}(y+2 \lambda)}{\left((x-\xi)^{2}+(y+\lambda)^{2}\right)^{2}}}-\dot{\xi}\binom{\frac{2 \lambda(x+y+\lambda-\xi)(x-y-\lambda-\xi)}{\left((x-\xi)^{2}+(y+\lambda)^{2}\right)^{2}}}{\frac{-4 \lambda(x-\xi)(y+\lambda))^{2}}{\left((x-\xi)^{2}+(y+\lambda)^{2}\right)^{2}}} \\
& +\frac{\lambda^{2}}{z^{4}} \int_{-T}^{t} p(s)\left[z k_{z}-z^{2} k_{z z}\right] d s\binom{x-\xi}{-y} \\
& +\frac{[(x-\xi) \dot{\xi}-\dot{\lambda} \lambda]}{z^{2}} \int_{-T}^{t} p(s) z k_{z} d s\binom{x-\xi}{-y}+\int_{-T}^{t} p(s) k d s\binom{\dot{\xi}}{0} \\
= & \dot{\lambda}\left(\begin{array}{l}
\frac{2(x-\xi)}{z^{2}}-\frac{2(x-\xi)\left[(x-\xi)^{2}+\left(y^{2}-\lambda^{2}\right)\right]}{\left((x-\xi)^{2}+(y+\lambda)^{2}\right)^{2}} \\
\left.\frac{-2 y}{z^{2}}+\frac{2 y(y+\lambda)^{2}+2(x-\xi)^{2}(y+2 \lambda)}{\left((x-\xi)^{2}+(y+\lambda)^{2}\right)^{2}}\right)-\dot{\xi}\binom{\frac{2 \lambda(x+y+\lambda-\xi)(x-y-\lambda-\xi)}{\left.\left((x-\xi)^{2}+(y+\lambda)^{2}\right)^{2}\right)}}{\frac{-4 \lambda(x-\xi)(y+\lambda))^{2}}{\left((x-\xi)^{2}+(y+\lambda)^{2}\right)^{2}}} \\
\end{array}+\frac{\rho}{\lambda\left(\rho^{2}+1\right)^{2}} \int_{-T}^{t} p(s)\left[z k_{z}-z^{2} k_{z z}\right] d s\binom{\frac{x-\xi}{r}}{-\frac{y}{r}}\right. \\
& +\frac{[(x-\xi) \dot{\xi}-\dot{\lambda} \lambda] r \int_{-T}^{t} p(s) z k_{z} d s\binom{\frac{x-\xi}{r}}{-\frac{y}{r}}+\int_{-T}^{t} p(s) k d s\binom{\dot{\xi}}{0} .}{} .
\end{aligned}
$$

Here we have used the notations $r=\sqrt{(x-\xi)^{2}+y^{2}}, \rho=r / \lambda$ and $r \lambda^{2} / z^{4}=$ $\frac{\rho}{\lambda\left(\rho^{2}+1\right)^{2}}$. Furthermore, we have

$$
\begin{aligned}
& \mathcal{E}_{1}^{*}=\dot{\lambda}\binom{\frac{2(x-\xi)}{z^{2}}-\frac{2(x-\xi)\left[(x-\xi)^{2}+\left(y^{2}-\lambda^{2}\right)\right]}{\left((x-\xi)^{2}+(y+\lambda)^{2}\right)^{2}}}{\frac{-2 y}{z^{2}}+\frac{2 y(y+\lambda)^{2}+2(x-\xi)^{2}(y+2 \lambda)}{\left((x-\xi)^{2}+(y+\lambda)^{2}\right)^{2}}}-\dot{\xi}\binom{\frac{2 \lambda(x+y+\lambda-\xi)(x-y-\lambda-\xi)}{\left((x-\xi)^{2}+(y+\lambda)^{2}\right)^{2}}}{\frac{-4 \lambda(x-\xi)(y+\lambda)}{\left((x-\xi)^{2}+(y+\lambda)^{2}\right)^{2}}} \\
& +\frac{\rho}{\lambda\left(\rho^{2}+1\right)^{2}} \int_{-T}^{t} p(s)\left[z k_{z}-z^{2} k_{z z}\right] d s\binom{\frac{x-\xi}{r}}{-\frac{y}{r}} \\
& +\frac{[(x-\xi) \dot{\xi}-\dot{\lambda} \lambda] r}{z^{2}} \int_{-T}^{t} p(s) z k_{z} d s\binom{\frac{x-\xi}{r}}{-\frac{y}{r}}+\int_{-T}^{t} p(s) k d s\binom{\dot{\xi}}{0} \\
& =\dot{\lambda}\binom{\frac{2(x-\xi)}{r}}{-\frac{2 y}{r}} r\left[\frac{1}{(x-\xi)^{2}+y^{2}+\lambda^{2}}-\frac{(x-\xi)^{2}+y^{2}}{\left[(x-\xi)^{2}+y^{2}+\lambda^{2}\right]^{2}}\right] \\
& +\dot{\lambda}\binom{2(x-\xi) \frac{(x-\xi)^{2}+y^{2}}{\left[(x-\xi)^{2}+y^{2}+\lambda^{2}\right]^{2}}-\frac{2(x-\xi)\left[(x-\xi)^{2}+\left(y^{2}-\lambda^{2}\right)\right]}{\left((x-\xi)^{2}+(y+\lambda)^{2}\right)^{2}}}{-2 y \frac{(x-\xi)^{2}+y^{2}}{\left[(x-\xi)^{2}+y^{2}+\lambda^{2}\right]^{2}}+\frac{2 y(y+\lambda)^{2}+2(x-\xi)^{2}(y+2 \lambda)}{\left((x-\xi)^{2}+(y+\lambda)^{2}\right)^{2}}} \\
& -\dot{\xi}\binom{\frac{2 \lambda(x+y+\lambda-\xi)(x-y-\lambda-\xi)}{\left((x-\xi)^{2}+(y+\lambda)^{2}\right)^{2}}}{\frac{-4 \lambda(x-\xi)(y+\lambda)}{\left((x-\xi)^{2}+(y+\lambda)^{2}\right)^{2}}} \\
& +\frac{\rho}{\lambda\left(\rho^{2}+1\right)^{2}} \int_{-T}^{t} p(s)\left[z k_{z}-z^{2} k_{z z}\right] d s\binom{\frac{x-\xi}{r}}{-\frac{y}{r}} \\
& +\frac{[(x-\xi) \dot{\xi}-\dot{\lambda} \lambda] r}{z^{2}} \int_{-T}^{t} p(s) z k_{z} d s\binom{\frac{x-\xi}{r}}{-\frac{y}{r}}+\int_{-T}^{t} p(s) k d s\binom{\dot{\xi}}{0} \\
& =\dot{\lambda} \frac{\rho}{\lambda\left(\rho^{2}+1\right)^{2}}\binom{\frac{2(x-\xi)}{r}}{-\frac{2 y}{r}} \\
& +\dot{\lambda}\binom{2(x-\xi) \frac{(x-\xi)^{2}+y^{2}}{\left[(x-\xi)^{2}+y^{2}+\lambda^{2}\right]^{2}}-\frac{2(x-\xi)\left[(x-\xi)^{2}+\left(y^{2}-\lambda^{2}\right)\right]}{\left((x-\xi)^{2}+(y+\lambda)^{2}\right)^{2}}}{-2 y \frac{(x-\xi)^{2}+y^{2}}{\left[(x-\xi)^{2}+y^{2}+\lambda^{2}\right]^{2}}+\frac{2 y(y+\lambda)^{2}+2(x-\xi)^{2}(y+2 \lambda)}{\left((x-\xi)^{2}+(y+\lambda)^{2}\right)^{2}}} \\
& -\dot{\xi}\binom{\frac{2 \lambda(x+y+\lambda-\xi)(x-y-\lambda-\xi)}{\left((x-\xi)^{2}+(y+\lambda)^{2}\right)^{2}}}{\frac{-4 \lambda(x-\xi)(y+\lambda)}{\left((x-\xi)^{2}+(y+\lambda)^{2}\right)^{2}}} \\
& +\frac{\rho}{\lambda\left(\rho^{2}+1\right)^{2}} \int_{-T}^{t} p(s)\left[z k_{z}-z^{2} k_{z z}\right] d s\binom{\frac{x-\xi}{r}}{-\frac{y}{r}} \\
& +\frac{[(x-\xi) \dot{\xi}-\dot{\lambda} \lambda] r}{z^{2}} \int_{-T}^{t} p(s) z k_{z} d s\binom{\frac{x-\xi}{r}}{-\frac{y}{r}}+\int_{-T}^{t} p(s) k d s\binom{\dot{\xi}}{0} \text {. }
\end{aligned}
$$

2.4. Estimate of the boundary error. Equation (2.8) can be approximated by the following linear problem

$$
0=\mathcal{E}_{2}^{*}+\frac{d}{d y} \Phi(x, 0, \tau)+L_{U}\left(\Pi_{U^{\perp}} \Phi\right)+N_{U}\left(\Pi_{U^{\perp}}\left(\Phi^{*}+\Phi\right)\right)+\tilde{b}(x, 0, t) U
$$

where

$$
\mathcal{E}_{2}^{*}=\frac{d}{d y} \Phi^{*}(x, 0, \tau)+L_{U}\left(\Pi_{U^{\perp}} \Phi^{*}\right)
$$

Now we compute the boundary error $\mathcal{E}_{2}^{*}$ with $\Phi^{*}=\Phi^{0}+Z^{*}$. First, we have

$$
\begin{aligned}
& \frac{d}{d y}\left[\Phi^{0}+Z^{*}\right]=\frac{d}{d y} \Phi^{0} \\
& =\frac{d}{d y}\binom{(x-\xi) \int_{-T}^{t} p(s) k(z(r), t-s) d s}{-y \int_{-T}^{t} p(s) k(z(r), t-s) d s} \\
& =\binom{0}{-\left.\int_{-T}^{t} p(s) k(z(r), t-s)\right|_{y=0} d s} \\
& =\binom{0}{-\int_{-T}^{t} p(s) k\left(\sqrt{(x-\xi)^{2}+\lambda^{2}}, t-s\right) d s}
\end{aligned}
$$

Then, when $T>0$ is sufficiently small, there holds

$$
\begin{aligned}
\mathcal{E}_{2}^{*}= & \frac{d}{d y} \Phi^{0}(x, 0, t) \\
& +\frac{1}{8 \pi}\left[\int_{0}^{+\infty} \int_{\mathbb{R}}|U(x, 0, t)-U(x-z, 0, t-\tau)|^{2} \frac{e^{-\frac{|z|^{2}}{4 \tau}}}{\tau^{2}} d z d \tau\right] \Pi_{U^{\perp}}\left[\Phi^{*}\right] \\
& +\frac{1}{4 \pi} \int_{0}^{+\infty} \int_{\mathbb{R}}(U(x, 0, t)-U(x-z, 0, t-\tau)) \\
& \cdot\left(\Pi_{U^{\perp}}\left[\Phi^{*}\right](x, 0, t)-\Pi_{U^{\perp}}\left[\Phi^{*}\right](x-z, 0, t-\tau)\right) \frac{e^{-\frac{|z|^{2}}{4 \tau}}}{\tau^{2}} d z d \tau U(x, 0, t) \\
\approx & \left.\left(-\int_{-T}^{t} p(s) k\left(\sqrt{(x-\xi)^{2}+\lambda^{2}}, t-s\right) d s\right)\right|_{y=\frac{x-\xi}{\lambda}} \\
& +\left.\frac{2}{1+y^{2}}\left(y \int_{-T}^{t} p(s) k\left(\sqrt{\lambda^{2} y^{2}+\lambda^{2}}, t-s\right) d s\right)\right|_{y=\frac{x-\xi}{\lambda}} \\
& +\left.\frac{2}{1+y^{2}} \frac{1}{\lambda}\binom{z_{1}^{*}(\xi+\lambda y, 0, t)}{z_{2}^{*}(\xi+\lambda y, 0, t)}\right|_{y=\frac{x-\xi}{\lambda}}+b(x, 0, t) U(x, 0, t)
\end{aligned}
$$

for some scalar function $b(x, 0, t)$ which depends on $\varphi(x, 0, t)$.
2.5. Improve error near the blow up point: choice of $\lambda$ and $\xi$. System (2.7) and (2.8) can be approximated by the following linear problem

$$
\begin{equation*}
0=-\partial_{t} \varphi+\Delta \varphi+\mathcal{E}_{1}^{*} \tag{2.10}
\end{equation*}
$$

and

$$
\begin{equation*}
0=\frac{d}{d y} \varphi(x, 0, t)+L_{U}(\varphi)+\mathcal{E}_{2}^{*}+b(x, 0, t) U, \quad \varphi(x, 0, t) \cdot U(x, 0, t)=0 \tag{2.11}
\end{equation*}
$$

A choice of the parameter functions is possible when suitable conditions $Z_{0}^{*}(x, y)$ are assumed. For a point $(q, 0) \in \partial \mathbb{R}_{+}^{2}$ and a smooth function

$$
\tilde{Z}_{0}(x, y)=\binom{\tilde{z}_{01}(x, y)}{\tilde{z}_{02}(x, y)}
$$

satisfying

$$
\tilde{Z}_{0}(q, 0)=\binom{0}{0}, \quad \partial_{x} \tilde{z}_{02}(q, 0)<0
$$

we define

$$
Z_{0}^{*}:=\delta \tilde{Z}_{0}(x, y)=\binom{z_{01}^{*}(x, y)}{z_{02}^{*}(x, y)}
$$

for a fixed but small number $\delta>0$.
If we write

$$
\varphi(x, y, t)=\phi(u, v, t), \quad u=\frac{x-\xi}{\lambda}, \quad v=\frac{y}{\lambda}
$$

then (2.10) and (2.11) becomes

$$
0=-\lambda^{2} \partial_{t} \phi+\Delta \phi+\lambda^{2} \mathcal{E}_{1}^{*}
$$

and

$$
0=\frac{d}{d v} \phi(u, 0, t)+L_{\omega}(\phi)+\lambda \mathcal{E}_{2}^{*}+b(u, 0, t) \omega, \quad \phi \cdot \omega=0
$$

Then an improvement of the approximation can be achieved if the following timeindependent problem

$$
\begin{gather*}
0=\Delta \phi+\lambda^{2} \mathcal{E}_{1}^{*}  \tag{2.12}\\
0=\frac{d}{d v} \phi(u, 0)+L_{\omega}(\phi)+\lambda \mathcal{E}_{2}^{*}, \quad \phi \cdot \omega=0 \tag{2.13}
\end{gather*}
$$

and

$$
\begin{equation*}
\lim _{|(u, v)| \rightarrow \infty} \phi(u, v)=0 \text { in } \mathbb{R}_{+}^{2} \tag{2.14}
\end{equation*}
$$

is satisfied approximately. Note that the decay condition (2.14) is needed to not essentially modify the size of error far away from $(q, 0)$.
2.5.1. Nondegeneracy of the half harmonic maps. It was proved in [22] that $\omega$ is nondegenerate, which is a crucial ingredient in the singularity formation problem of half-harmonic map flow ( [23]). Observe that $\omega$ is invariant under dilation, translation and rotation, equivalently, for $Q=\left(\begin{array}{cc}\cos \alpha & -\sin \alpha \\ \sin \alpha & \cos \alpha\end{array}\right) \in O(2), q \in \mathbb{R}$ and $\lambda \in \mathbb{R}^{+}$, the function

$$
Q \omega\left(\frac{x-q}{\lambda}\right)=\left(\begin{array}{cc}
\cos \alpha & -\sin \alpha \\
\sin \alpha & \cos \alpha
\end{array}\right) \omega\left(\frac{x-q}{\lambda}\right)
$$

is still a solution of problem (1.4). Differentiating with $\alpha, q$ and $\lambda$ respectively, then we set $\alpha=0, q=0, \lambda=1$ and obtain that the following three functions

$$
Z_{1}(x)=\binom{\frac{1-x^{2}}{x^{2}+1}}{\frac{2 x}{x^{2}+1}}, \quad Z_{2}(x)=\binom{\frac{2\left(x^{2}-1\right)}{\left(x^{2}+1\right)^{2}}}{\frac{-4 x}{\left(x^{2}+1\right)^{2}}}, \quad Z_{3}(x)=\binom{\frac{2 x\left(x^{2}-1\right)}{\left(x^{2}+1\right)^{2}}}{\frac{-4 x^{2}}{\left(x^{2}+1\right)^{2}}}
$$

which satisfy the linearized equation at $\omega$ of (1.4) defined by

$$
\begin{aligned}
(-\Delta)^{\frac{1}{2}} v(x)= & \left(\frac{1}{2 \pi} \int_{\mathbb{R}} \frac{|\omega(x)-\omega(y)|^{2}}{|x-y|^{2}} d y\right) v(x) \\
& +\left(\frac{1}{\pi} \int_{\mathbb{R}} \frac{(\omega(x)-\omega(y)) \cdot(v(x)-v(y))}{|x-y|^{2}} d y\right) \omega(x) \quad \text { in } \mathbb{R}
\end{aligned}
$$

for $v: \mathbb{R} \rightarrow T_{U} \mathbb{S}^{1}$. Using this harmonic extension (see [3] for generalization), we have the following extension form of $\omega$ and $Z_{1}(x), Z_{2}(x), Z_{3}(x)$,

$$
\omega(x)=\binom{\frac{2 x}{x^{2}+1}}{\frac{x^{2}-1}{x^{2}+1}} \rightarrow \omega(x, y)=\binom{\frac{2 x}{x^{2}+(y+1)^{2}}}{\frac{x^{2}+y^{2}-1}{x^{2}+(y+1)^{2}}}
$$

$$
\begin{gathered}
Z_{1}(x)=\binom{\frac{1-x^{2}}{x^{2}+1}}{\frac{2 x}{x^{2}+1}} \rightarrow Z_{1}(x, y)=\binom{\frac{1-x^{2}-y^{2}}{x^{2}+(y+1)^{2}}}{\frac{2 x}{x^{2}+(y+1)^{2}}}, \\
Z_{2}(x)=\binom{\frac{2\left(x^{2}-1\right)}{\left(x^{2}+1\right)^{2}}}{\frac{-4 x}{\left(x^{2}+1\right)^{2}}} \rightarrow Z_{2}(x, y)=\binom{\frac{2 x^{2}-2(y+1)^{2}}{\left(x^{2}+(y+1)^{2}\right)^{2}}}{\frac{-4 x x+1)}{\left(x^{2}+(y+1)^{2}\right)^{2}}}, \\
Z_{3}(x)=\binom{\frac{2 x\left(x^{2}-1\right)}{\left(x^{2}+1\right)^{2}}}{\frac{-4 x^{2}}{\left(x^{2}+1\right)^{2}}} \rightarrow Z_{3}(x, y)=\binom{\frac{2 x\left(x^{2}+y^{2}-1\right)}{\left(x^{2}+(y+1)^{2}\right)^{2}}}{-\frac{2\left(y(y+1)^{2}+x^{2}(2+y)\right)}{\left(x^{2}+(y+1)^{2}\right)^{2}}} .
\end{gathered}
$$

2.5.2. Choice of $\lambda$. Testing (2.12) with $Z_{3}(x, y)$ and integrating by parts, by the Stokes theorem and decay assumption (2.14), it holds that

$$
\begin{equation*}
\lambda \int_{\mathbb{R}_{+}^{2}} \mathcal{E}_{1}^{*} \cdot Z_{3} d u d v+\int_{\mathbb{R}} \mathcal{E}_{2}^{*} \cdot Z_{3} d u=0 \tag{2.15}
\end{equation*}
$$

From the computation of Section 2.3, we have

$$
\lambda \int_{\mathbb{R}_{+}^{2}} \mathcal{E}_{1}^{*} \cdot Z_{3} \approx \pi \dot{\lambda}+\pi \int_{-T}^{t} p(s) \Gamma\left(\frac{\lambda^{2}}{t-s}\right) \frac{d s}{t-s}
$$

where

$$
\Gamma(\tau)=\left.\int_{0}^{\infty} \frac{2 \rho^{2}}{\left(\rho^{2}+1\right)^{2}}\left[\zeta K_{\zeta}-\zeta^{2} K_{\zeta}^{2}\right]\right|_{\zeta=\tau\left(1+\rho^{2}\right)} d \rho
$$

On the other hand, from Section 2.4, we have

$$
\begin{aligned}
\int_{\mathbb{R}} \mathcal{E}_{2}^{*} \cdot Z_{3} & =\int_{\mathbb{R}}\left[\frac{4 x^{2}}{\left(x^{2}+1\right)^{2}} \int_{-T}^{t} p(s) k\left(\sqrt{\lambda^{2} x^{2}+\lambda^{2}}, t-s\right) d s\right] d x+2 \pi b_{2} \\
& =\int_{-T}^{t}\left[p(s) \int_{\mathbb{R}} \frac{4 x^{2}}{\left(x^{2}+1\right)^{2}} k\left(\sqrt{\lambda^{2} x^{2}+\lambda^{2}}, t-s\right) d x\right] d s+2 \pi b_{2} \\
& =\int_{-T}^{t} p(s) \Gamma_{b}\left(\frac{\lambda(t)^{2}}{t-s}\right) \frac{d s}{t-s}+2 \pi b_{2}
\end{aligned}
$$

where

$$
\Gamma_{b}(\tau)=\left.\int_{0}^{\infty} \frac{8 \rho^{2}}{\left(\rho^{2}+1\right)^{2}} \frac{1-e^{-\frac{\zeta}{4}}}{\zeta}\right|_{\zeta=\tau\left(1+\rho^{2}\right)} d \rho
$$

and $b_{2}=\left.\partial_{x} z_{02}^{*}\right|_{(q, 0)}$. Then (2.15) becomes

$$
\dot{\lambda}+\int_{-T}^{t} p(s) \Gamma\left(\frac{\lambda^{2}}{t-s}\right) \frac{d s}{t-s}+\frac{1}{\pi} \int_{-T}^{t} p(s) \Gamma_{b}\left(\frac{\lambda(t)^{2}}{t-s}\right) \frac{d s}{t-s}+2 b_{2}=0
$$

Hence

$$
\dot{\lambda}+\int_{-T}^{t} p(s) \Gamma_{0}\left(\frac{\lambda^{2}}{t-s}\right) \frac{d s}{t-s}+2 b_{2}=0
$$

where $\Gamma_{0}(\tau)=\Gamma(\tau)+\frac{1}{\pi} \Gamma_{b}(\tau)$. This function satisfies

$$
\Gamma_{0}(0)=c \neq 0, \quad \Gamma_{0}(\tau)=O\left(\frac{1}{\tau}\right) \text { as } \tau \rightarrow+\infty
$$

Denote

$$
\mathcal{A}[\lambda, \xi]=\dot{\lambda}+\int_{-T}^{t} p(s) \Gamma_{0}\left(\frac{\lambda^{2}}{t-s}\right) \frac{d s}{t-s}+2 b_{2} .
$$

Now we claim that by the simple ansatz

$$
\dot{\lambda}(t)=-\frac{\kappa|\log T|}{\log ^{2}(T-t)}
$$

for some constant $\kappa>0$, then

$$
\begin{equation*}
\mathcal{A}(\lambda)(t)=o(1) \tag{2.16}
\end{equation*}
$$

will be achieved, here $o(1)$ vanishes at $t=T$ and is uniformly small with $T$. Denote

$$
\mathcal{B}[\lambda, \xi](t):=\int_{-T}^{t} \dot{\lambda}(s) \Gamma_{0}\left(\frac{\lambda^{2}}{t-s}\right) \frac{d s}{t-s} .
$$

Similar arguments as [6] show that

$$
|\mathcal{B}[\lambda, \xi](t)-c \kappa| \lesssim \kappa \frac{\log (|\log T|)}{|\log T|}
$$

Therefore

$$
\mathcal{A}[\lambda, \xi]=c \kappa(1+o(1))+2 b_{2}
$$

Then we assume that $\frac{d}{d x} z_{02}^{*}(q, 0)<0,(2.16)$ is satisfied by choosing

$$
\kappa_{0}=-\frac{2}{c} \frac{d}{d x} z_{02}^{*}(q, 0)
$$

Define

$$
\begin{equation*}
\dot{\lambda}_{0}(t)=-\frac{\kappa_{0}|\log T|}{\log ^{2}(T-t)} \tag{2.17}
\end{equation*}
$$

2.5.3. Choice of $\xi$. Similarly, testing (2.12) with $Z_{2}(x, y)$ we get

$$
\begin{equation*}
\lambda \int_{\mathbb{R}_{+}^{2}} \mathcal{E}_{1}^{*} \cdot Z_{2} d y=\int_{\mathbb{R}} \mathcal{E}_{2}^{*} \cdot Z_{2} d y \tag{2.18}
\end{equation*}
$$

By direct computations, we have

$$
\lambda \int_{\mathbb{R}_{+}^{2}} \mathcal{E}_{1}^{*} \cdot Z_{2} \approx-\dot{\xi} \int_{\mathbb{R}_{+}^{2}} Z_{2}(u, v) \cdot Z_{2}(u, v) d u d v=-\pi \dot{\xi}
$$

and

$$
\int_{\mathbb{R}} \mathcal{E}_{2}^{*} \cdot Z_{2}=0
$$

Therefore (2.18) becomes

$$
-\pi \dot{\xi} \approx 0
$$

This can be achieved by simply choosing

$$
\begin{equation*}
\xi_{0}(t)=(q, 0) \tag{2.19}
\end{equation*}
$$

2.6. The final ansatz. Fix $\lambda_{0}(t)$ defined in (2.17) and $\xi_{0}(t)$ in (2.19). We write

$$
\lambda(t)=\lambda_{0}(t)+\lambda_{1}(t), \quad \xi(t)=\xi_{0}(t)+\xi_{1}(t)
$$

We are looking for a small solution $\varphi$ of

$$
\begin{equation*}
0=\mathcal{E}_{1}^{*}-\partial_{t} \varphi+\Delta \varphi \tag{2.20}
\end{equation*}
$$

and

$$
\begin{equation*}
0=\mathcal{E}_{2}^{*}+\frac{d}{d y} \varphi(x, 0, t)+L_{U}\left(\Pi_{U^{\perp}} \varphi\right)+N_{U}\left(\Pi_{U^{\perp}}\left(\Phi^{*}+\varphi\right)\right)+b(x, 0, t) U \tag{2.21}
\end{equation*}
$$

where

$$
\Phi^{*}=\Phi[\lambda, \xi]+Z^{*}
$$

In terms of problem (1.3), we let

$$
u=U+\Phi^{*}+\varphi
$$

solves the problem

$$
\left\{\begin{array}{l}
u_{t}=\Delta u \text { in } \mathbb{R}_{+}^{2} \times(0, T), \\
u(x, 0, t) \in \mathbb{S}^{1} \text { for all }(x, 0, t) \in \partial \mathbb{R}_{+}^{2} \times(0, T), \\
-\frac{d u}{d y}(x, 0, t)=\frac{1}{8 \pi}\left[\int_{0}^{+\infty} \int_{\mathbb{R}}|u(x, 0, t)-u(x-z, 0, t-\tau)|^{2} \frac{e^{-\frac{|z|^{2}}{4 \tau}}}{\tau^{2}} d z d \tau\right] u(x, 0, t) \\
\quad \text { for all }(x, 0, t) \in \partial \mathbb{R}_{+}^{2} \times(0, T), \\
u(x, y, t)=u_{0}(x, y) \text { for all }(x, y, t) \in \mathbb{R}_{+}^{2} \times(-\infty, 0] .
\end{array}\right.
$$

## 3. The outer-inner gluing scheme

By possibly modifying $b(x, 0, t)$, system (2.20)-(2.21) can be rewritten as

$$
\begin{equation*}
0=\mathcal{E}_{1}^{*}-\partial_{t} \varphi+\Delta \varphi \text { in } \mathbb{R}_{+}^{2} \times(0, T) \tag{3.1}
\end{equation*}
$$

and

$$
\begin{align*}
0= & \mathcal{E}_{2}^{*}+\frac{d}{d y} \varphi(x, 0, t) \\
& +\frac{2}{1+|(u, v)|^{2}} \Pi_{U \perp \varphi} \\
& +\frac{1}{\pi}\left[\int_{\mathbb{R}} \frac{(U(x, 0, t)-U(x-z, 0, t)) \cdot\left(\Pi_{U \perp} \varphi(x, 0, t)-\Pi_{U \perp} \varphi(x-z, 0, t)\right)}{|z|^{2}} d z\right] \\
& +\left[\frac{1}{8 \pi} \int_{0}^{+\infty} \int_{\mathbb{R}}|U(x, 0, t)-U(x-z, 0, t-\tau)|^{2} \frac{e^{-\frac{|z|^{2}}{4 \tau}}}{\tau^{2}} d z d \tau-\frac{2}{1+|(u, v)|^{2}}\right] \\
& +N_{U}\left(\Pi_{U \perp}\left(\Phi^{*}+\varphi\right)\right)+b(x, 0, t) U \text { in } \partial \mathbb{R}_{+}^{2} \times(0, T) .
\end{align*}
$$

Here and in the rest of this paper, we use the notation $u=\frac{x-\xi(t)}{\lambda(t)}$ and $v=\frac{y}{\lambda(t)}$.
Let $\eta_{0}(s)$ be a smooth cut-off function with $\eta_{0}(s)=1$ for $s<1$ and $=0$ for $s>\frac{3}{2}$. Consider an increasing function $R(t)$ satisfying

$$
R(t)>0, \quad R(t) \rightarrow \infty \text { as } t \nearrow T
$$

and define

$$
\eta(x, t):=\eta_{0}\left(\frac{x-\xi(t)}{R(t) \lambda(t)}\right), \quad \tau_{\lambda}(t)=\tau_{0}+\int_{0}^{t} \frac{d s}{\lambda^{2}(s)}
$$

such that

$$
\tau_{\lambda} \sim \tau_{0}+\frac{1}{\lambda_{0}} \frac{\log ^{2}(T-t)}{\log T}
$$

We decompose the function $\varphi(x, y, t)$ into the following form

$$
\begin{equation*}
\varphi(x, y, t)=\eta \phi\left(\frac{x-\xi(t)}{\lambda(t)}, \frac{y}{\lambda(t)}, \tau_{\lambda}(t)\right)+\psi(x, y, t) \tag{3.3}
\end{equation*}
$$

with $\phi(u, v, \tau)=0$ for $\tau \in\left(-\infty, \tau_{0}\right]$ and $\phi(u, 0, \tau) \cdot \omega(u, 0) \equiv 0$ for all $\tau \in\left(\tau_{0},+\infty\right)$. Then $\varphi(x, y, t)$ given by (3.3) solves (3.1)-(3.2) if the pair $(\phi, \psi)$ satisfies the following system of evolution equations

$$
\left\{\begin{array}{l}
\partial_{\tau} \phi=\Delta \phi+\chi_{\mathcal{D}_{2 R}} \lambda^{2} \mathcal{E}_{1}^{*} \text { in } \mathbb{R}_{+}^{2} \times\left(\tau_{0},+\infty\right),  \tag{3.4}\\
-\frac{d}{d v} \phi(u, 0, \tau)=\frac{2}{1+|u|^{2}} \phi \\
\quad+\frac{1}{\pi}\left[\int_{\mathbb{R}} \frac{(\omega(u, 0)-\omega(u-z, 0)) \cdot(\phi(u, 0, \tau)-\phi(u-z, 0, \tau))}{|z|^{2}} d z\right] \omega(u, 0) \\
\quad+\chi_{\mathcal{D}_{2 R} \cap\left(\partial \mathbb{R}_{+}^{2} \times\left(\tau_{0},+\infty\right)\right)}\left(\lambda \Pi_{\omega} \perp \mathcal{E}_{2}^{*}+\frac{2}{1+|u|^{2}} \Pi_{\omega} \perp \psi\right) \\
\quad+\chi_{\mathcal{D}_{2 R} \cap\left(\partial \mathbb{R}_{+}^{2} \times\left(\tau_{0},+\infty\right)\right)} \\
\quad \times\left(\frac{1}{\pi} \int_{\mathbb{R}} \frac{(\omega(u, 0)-\omega(u-z, 0)) \cdot\left(\Pi_{\omega} \perp \psi(u, 0, \tau)-\Pi_{\omega} \perp \psi(u-z, 0, \tau)\right)}{|z|^{2}} d z\right) \omega(u, 0) \\
\quad \text { in } \partial \mathbb{R}_{+}^{2} \times\left(\tau_{0},+\infty\right),
\end{array}\right.
$$

and

$$
\left\{\begin{align*}
& \partial_{t} \psi= \Delta \psi-\frac{\dot{\lambda}}{\lambda}(u, v) \cdot \nabla_{(u, v)} \phi-\frac{\dot{\xi}}{\lambda} \frac{d \phi}{d u}  \tag{3.5}\\
& \quad\left[\Delta \eta \phi+\frac{2}{\lambda} \nabla \eta \nabla \phi-\partial_{t} \eta \phi\right]+(1-\eta) \mathcal{E}_{1}^{*} \text { in } \mathbb{R}_{+}^{2} \times(0, T) \\
&-\frac{d}{d y} \psi(x, 0, t) \\
&=(1-\eta) \frac{2 \lambda}{\lambda^{2}+|x-\xi(t)|^{2}} \psi+(1-\eta) \Pi_{U^{\perp}} \mathcal{E}_{2}^{*} \\
& \quad+\left(\frac{d}{d y} \eta\right)(x, 0, t) \phi+N_{U}\left(\Pi_{U^{\perp}}\left(\Phi^{*}+\varphi\right)\right) \text { in } \partial \mathbb{R}_{+}^{2} \times(0, T) \\
& \psi= \psi_{0} \text { in } \mathbb{R}_{+}^{2} \times(-\infty, 0]
\end{align*}\right.
$$

Here $\psi_{0}$ is a small function which will be determined later, $\chi_{A}$ is the characteristic function of the set $A$, i.e., $\chi(z)=1$ if $z \in A, \chi(z)=0$ if $z \notin A, \psi_{\infty}$ is defined by

$$
\begin{gathered}
\psi_{\infty}[\lambda, \xi]=\left(u_{\infty}-U\right)-\Pi_{U^{\perp}}\left[\varphi^{*}\right]+\tilde{a}\left(u_{\infty}-U, \Pi_{U^{\perp}}\left[\varphi^{*}\right]\right) \\
u_{\infty}(x, y)=\frac{Z_{0}^{*}(x, y)+\vec{e}}{\left|Z_{0}^{*}(x, y)+\vec{e}\right|}, \quad \vec{e}=\binom{0}{1}
\end{gathered}
$$

Here $\tilde{a}(\cdot, \cdot)$ is determined by the following nonlinear equation

$$
\Pi_{U^{\perp}}[\varphi]=\left(u_{\infty}-U\right)-\Pi_{U^{\perp}}\left[\varphi^{*}\right]+a\left(\Pi_{U^{\perp}}\left[\varphi^{*}\right]+\Pi_{U^{\perp}}[\varphi]\right) U
$$

Here we also define the set $\mathcal{D}_{\gamma R}=\left\{(u, v, \tau)\left|\tau \in\left(\tau_{0},+\infty\right),(u, v) \in \mathbb{R}_{+}^{2},|(u, v)| \leq\right.\right.$ $\gamma R\}$ for $\gamma>0$.
(3.4) is the so-called inner problem and (3.5) is the outer problem. This is a highly nonlinear system, we will apply Schauder's fixed point theorem to solve it.

To this aim, we need a linear theory of the following equation

$$
\left\{\begin{array}{l}
\partial_{\tau} \phi=\Delta \phi+\chi_{\mathcal{D}_{2 R}} \lambda^{2} \mathcal{E}_{1}^{*} \text { in } \mathbb{R}_{+}^{2} \times\left(\tau_{0},+\infty\right), \\
\quad-\frac{d}{d v} \phi(u, 0, \tau)=\frac{2}{1+|u|^{2}} \phi \\
\quad+\frac{1}{\pi}\left[\int_{\mathbb{R}} \frac{(\omega(u, 0)-\omega(u-z, 0)) \cdot(\phi(u, 0, \tau)-\phi(u-z, 0, \tau))}{|z|^{2}} d z\right] \omega(u, 0) \\
\quad+G[\lambda, \xi, \psi](u, 0, \tau) \text { in } \partial \mathbb{R}_{+}^{2} \times\left(\tau_{0},+\infty\right), \\
\phi=0 \text { in } \mathbb{R}_{+}^{2} \times\left(-\infty, \tau_{0}\right]
\end{array}\right.
$$

where

$$
\begin{aligned}
& G[\lambda, \xi, \psi] \\
& =\chi_{\mathcal{D}_{2 R} \cap\left(\partial \mathbb{R}_{+}^{2} \times\left(\tau_{0},+\infty\right)\right)}\left(\lambda \Pi_{\omega^{\perp}} \mathcal{E}_{2}^{*}+\frac{2}{1+|u|^{2}} \Pi_{\omega^{\perp}} \psi\right) \\
& \quad+\chi_{\mathcal{D}_{2 R} \cap\left(\partial \mathbb{R}_{+}^{2} \times\left(\tau_{0},+\infty\right)\right) \times} \\
& \left(\frac{1}{\pi} \int_{\mathbb{R}} \frac{(\omega(u, 0)-\omega(u-z, 0)) \cdot\left(\Pi_{\omega} \perp \psi(u, 0, \tau)-\Pi_{\omega \perp} \psi(u-z, 0, \tau)\right)}{|z|^{2}} d z\right) \omega(u, 0) .
\end{aligned}
$$

In Section 4, we will construct a solution $\phi$ of the following equation

$$
\left\{\begin{array}{l}
\partial_{\tau} \phi=\Delta \phi+g(u, v, \tau) \text { in } \mathbb{R}_{+}^{2} \times\left(\tau_{0},+\infty\right)  \tag{3.6}\\
-\frac{d}{d v} \phi(u, 0, \tau)=\frac{2}{1+|u|^{2}} \phi+\mathcal{A}[\phi]+h(u, \tau) \text { in } \partial \mathbb{R}_{+}^{2} \times\left(\tau_{0},+\infty\right) \\
\phi=0 \text { in } \mathbb{R}_{+}^{2} \times\left(-\infty, \tau_{0}\right]
\end{array}\right.
$$

which defines a bounded linear operator of the functions $g$ (with compact support in $\mathcal{D}_{2 R}$ ) and $h$ (with compact support in $\mathcal{D}_{2 R} \cap\left(\partial \mathbb{R}_{+}^{2} \times\left(\tau_{0},+\infty\right)\right)$ ) satisfying good $L^{\infty}$-weight estimates when certain further orthogonality conditions hold. Here and in the following, we use the notation

$$
\mathcal{A}[\phi]:=\frac{1}{\pi}\left[\int_{\mathbb{R}} \frac{(\omega(u, 0)-\omega(u-z, 0)) \cdot(\phi(u, 0, \tau)-\phi(u-z, 0, \tau))}{|z|^{2}} d z\right] \omega(u, 0)
$$

In Section 5, we use Schauder's fixed point theorem to prove the existence of solution for (3.4) and (3.5). This provides a solution to (1.3) and Theorem 1 is concluded.

## 4. Linear theory for the inner problem

In this section, we consider (3.6). Our aim is to construct a solution for (3.6) which defines a bounded linear operator of $g, h$ and satisfies good bounds in suitable weighted norms. We divide the discussion into two cases.

- Case 1. The first component of the vector-valued function $\phi(u, v, \tau)$ is odd in the variable $u$, the second component of the vector-valued function $\phi(u, v, \tau)$ is even in the variable $u$. Correspondingly, we assume the first components of the vector-valued functions $g(u, v, \tau)$ and $h(u, \tau)$ are odd in the variable $u$, the second components of the vector-valued functions $g(u, v, \tau)$ and $h(u, \tau)$ are even in the variable $u$.
- Case 2. The first component of the vector-valued function $\phi(u, v, \tau)$ is even in the variable $u$, the second component of the vector-valued function $\phi(u, v, \tau)$ is odd in the variable $u$. Correspondingly, we assume the first components of the vector-valued functions $g(u, v, \tau)$ and $h(u, \tau)$ are even
in the variable $u$, the second components of the vector-valued functions $g(u, v, \tau)$ and $h(u, \tau)$ are odd in the variable $u$.
4.1. Case 1. This subsection is devoted to construct a solution to the initial value problem

$$
\left\{\begin{array}{l}
\partial_{\tau} \phi=\Delta \phi+g(u, v, \tau) \text { in } B_{2 R(\tau)}^{+} \times\left(\tau_{0},+\infty\right)  \tag{4.1}\\
-\frac{d}{d v} \phi=L_{\omega}[\phi]+h(u, \tau) \text { in }\left(B_{2 R(\tau)}^{+} \times\left(\tau_{0},+\infty\right)\right) \cap\left(\partial \mathbb{R}_{+}^{2} \times\left(\tau_{0},+\infty\right)\right) \\
\phi(u, v, \tau)=0 \text { in } B_{2 R(\tau)}^{+} \times\left(-\infty, \tau_{0}\right] \\
\phi \cdot \omega=0 \text { in }\left(B_{2 R(\tau)}^{+} \times\left(\tau_{0},+\infty\right)\right) \cap\left(\partial \mathbb{R}_{+}^{2} \times\left(\tau_{0},+\infty\right)\right)
\end{array}\right.
$$

for any given functions $g, h$ with $\|g\|_{a, \nu}<+\infty,\|h\|_{a, \nu}<+\infty$, the first components of $g$ and $h$ are even in the $u$ variable, we use the idea from [5] and [6].

Proposition 4.1. Let $1<a<2$ and $\nu>0$ be given positive numbers. Then, for any $g$, $h$ with $\|g\|_{a, \nu}<+\infty,\|h\|_{a, \nu}<+\infty$, the first components of $g$ and $h$ are odd in the $u$ variable, the second components of $g$ and $h$ are even in the $u$ variable, and satisfying

$$
\begin{equation*}
\int_{B_{2 R}^{+}} g(u, v, \tau) \cdot Z_{3}(u, v) d u d v+\int_{-2 R}^{2 R} h(u, \tau) \cdot Z_{3}(u) d u=0 \quad \text { for all } \tau \in\left(\tau_{0}, \infty\right) \tag{4.2}
\end{equation*}
$$

there exist $\phi=\phi[g, h]$ solving (4.1) which defines a bounded linear operator of $g$, $h$. Furthermore, the following estimate holds

$$
|\phi[g, h]| \lesssim \tau^{-\nu} R^{2} \log ^{2} R\left(\frac{\|h\|_{a, \nu}}{1+|u|^{a}}+\frac{R^{2-a}\|g\|_{a, \nu}}{1+|(u, v)|^{2}}\right)
$$

Proof of Proposition 4.1. We divide the proof into two steps. First, we construct a solution to (4.1) with zero boundary condition on $\mathbb{R}_{+}^{2} \backslash B_{2 R(\tau)}^{+}$and for $g$, $h$ not necessarily satisfying condition (4.2). Then, we use of this construction to solve (4.1).

Step 1. We claim that for any $G, H$ satisfying $\|G\|_{b, \nu}<+\infty,\|H\|_{c, \nu}<+\infty$, $b \in(-1,2), c \in(-1,1)$, there exists $\phi=\phi(u, v, \tau)$ solving

$$
\left\{\begin{array}{l}
\partial_{\tau} \phi=\Delta \phi+G(u, v, \tau) \text { in } B_{2 R(\tau)}^{+} \times\left(\tau_{0},+\infty\right)  \tag{4.3}\\
-\frac{d}{d v} \phi=L_{\omega}[\phi]+H(u, \tau) \text { in }\left(B_{2 R(\tau)}^{+} \times\left(\tau_{0},+\infty\right)\right) \cap\left(\partial \mathbb{R}_{+}^{2} \times\left(\tau_{0},+\infty\right)\right) \\
\phi=0 \text { on }\left(\mathbb{R}_{+}^{2} \backslash B_{2 R(\tau)}^{+}(0)\right) \times\left(\tau_{0},+\infty\right) \\
\phi(u, v, \tau)=0 \text { in } B_{2 R(\tau)}^{+} \times\left(-\infty, \tau_{0}\right]
\end{array}\right.
$$

and satisfying

$$
\begin{aligned}
(1+|(u, v)|) \mid & \nabla \phi(u, v, \tau)|+|\phi(u, v, \tau)| \\
& \lesssim \tau^{-\nu} R^{2} \log ^{2} R\left(R^{2-b}\|G\|_{b, \nu}+R^{1-c}\|H\|_{c, \nu}\right)
\end{aligned}
$$

Let $\eta(s)$ be a smooth cut-off function, for a fixed but large number $\ell$ independent from $R$, we define $\eta_{\ell}(u, v)=\eta(|(u, v)|-\ell)$. From standard parabolic theory, there
exists a unique solution $\phi_{*}[G, H]$ of

$$
\left\{\begin{array}{l}
\partial_{\tau} \phi=\Delta \phi+G(u, v, \tau) \text { in } B_{2 R(\tau)}^{+} \times\left(\tau_{0},+\infty\right) \\
-\frac{d}{d v} \phi=L_{\omega}\left[\left(1-\eta_{\ell}\right) \phi\right]+H(u, \tau) \text { in }\left(B_{2 R(\tau)}^{+} \times\left(\tau_{0},+\infty\right)\right) \cap\left(\partial \mathbb{R}_{+}^{2} \times\left(\tau_{0},+\infty\right)\right) \\
\phi=0 \text { on }\left(\mathbb{R}_{+}^{2} \backslash B_{2 R(\tau)}^{+}(0)\right) \times\left(\tau_{0},+\infty\right) \\
\phi(u, v, \tau)=0 \text { in } B_{2 R(\tau)}^{+} \times\left(-\infty, \tau_{0}\right]
\end{array}\right.
$$

The first component of $\phi_{*}[G, H]$ is even in the $u$ variable and satisfies

$$
\left|\phi_{*}[G, H]\right| \lesssim \tau^{-\nu}\left(R^{2-b}\|G\|_{b, \nu}+R^{1-c}\|H\|_{c, \nu}\right)
$$

Setting $\phi=\phi_{*}[G, H]+\tilde{\phi}$, then (4.3) is reduced to the following problem

$$
\left\{\begin{array}{l}
\partial_{\tau} \tilde{\phi}=\Delta \tilde{\phi}+G(u, v, \tau) \text { in } B_{2 R(\tau)}^{+} \times\left(\tau_{0},+\infty\right)  \tag{4.4}\\
-\frac{d}{d v} \tilde{\phi}=L_{\omega}[\tilde{\phi}]+\tilde{H}_{0}(u, \tau) \text { in }\left(B_{2 R(\tau)}^{+} \times\left(\tau_{0},+\infty\right)\right) \cap\left(\partial \mathbb{R}_{+}^{2} \times\left(\tau_{0},+\infty\right)\right) \\
\tilde{\phi}=0 \text { on }\left(\mathbb{R}_{+}^{2} \backslash B_{2 R(\tau)}^{+}(0)\right) \times\left(\tau_{0},+\infty\right) \\
\tilde{\phi}(u, v, \tau)=0 \text { in } B_{2 R(\tau)}^{+} \times\left(-\infty, \tau_{0}\right]
\end{array}\right.
$$

where $\tilde{H}_{0}=\frac{2}{1+|u|^{2}} \eta_{\ell} \phi_{*}[G, H]$. Notice that the first component of $\tilde{H}_{0}$ is even in $u$ variable and it is compactly supported with size controlled by $G$ and $H$. Hence, for any $m>0$, we have

$$
\begin{align*}
\left|\tilde{H}_{0}(u, v, \tau)\right| & \lesssim \frac{\tau^{-\nu}}{1+|(u, v)|^{m}}\left[\sup _{\tau>\tau_{0}} \tau^{\nu}\left|\phi_{*}[G, H](\cdot, \tau)\right|\right]  \tag{4.5}\\
& \lesssim \frac{\tau^{-\nu}}{1+|(u, v)|^{m}}\left(R^{2-b}\|G\|_{b, \nu}+R^{1-c}\|H\|_{c, \nu}\right)
\end{align*}
$$

Testing (4.4) against $\tilde{\phi}$ and integrating, we obtain

$$
\partial_{\tau} \int_{B_{2 R}^{+}} \tilde{\phi}^{2}+Q(\tilde{\phi}, \tilde{\phi})=\int_{B_{2 R}} G \tilde{\phi}+\int_{-2 R}^{2 R} \tilde{H}_{0} \tilde{\phi}
$$

here $Q$ is the quadratic form defined by

$$
Q(\phi, \phi):=\int_{B_{2 R}^{+}}|\nabla \phi|^{2} d u d v-\int_{-2 R}^{2 R} \frac{2}{1+|u|^{2}}|\phi|^{2} d u
$$

It is easy to check that there exists a constant $\beta>0$ such that, for any $\phi$ with $\int_{B_{2 R}^{+}} \phi \cdot Z_{3} d u d v=0$ and $\phi=0$ on $\mathbb{R}_{+}^{2} \backslash B_{2 R}^{+}$, we have

$$
Q(\phi, \phi) \geq \frac{\beta}{R^{2} \log R} \int_{B_{2 R}^{+}} \phi^{2} d u d v
$$

Thus for some $\beta^{\prime}>0$, thereholds

$$
\begin{equation*}
\partial_{\tau} \int_{B_{2 R}^{+}} \tilde{\phi}^{2}+\frac{\beta^{\prime}}{R^{2} \log R} \int_{B_{2 R}^{+}} \tilde{\phi}^{2} \lesssim R^{2} \log R\left(\int_{B_{2 R}^{+}} G^{2}+\int_{-2 R}^{2 R} \tilde{H}_{0}^{2}\right) \tag{4.6}
\end{equation*}
$$

Set

$$
K:=\left[\sup _{\tau>\tau_{0}} \tau^{\nu}\left\|\phi_{*}[G, H](\cdot, \tau)\right\|_{L^{\infty}}\right]
$$

On the other hand, using estimate (4.5) for a large $m$, we obtain

$$
\left(\int_{B_{2 R}^{+}} G^{2}+\int_{-2 R}^{2 R} \tilde{H}_{0}^{2}\right) \lesssim \tau^{-2 \nu} K^{2}
$$

By the fact that $\tilde{\phi}\left(\cdot, \tau_{0}\right)=0$ and Gronwall's inequality, we obtain from (4.6) that

$$
\|\tilde{\phi}(\cdot, \tau)\|_{L^{2}\left(B_{2 R}^{+}\right)} \lesssim \tau^{-\nu} K R^{2} \log R
$$

for all $\tau>\tau_{0}$. From standard parabolic estimates, we get

$$
\|\tilde{\phi}(\cdot, \tau)\|_{L^{\infty}\left(B_{M}\right)} \lesssim \tau^{-\nu} K R^{2} \log R \text { for all } \tau>\tau_{0}
$$

Therefore,

$$
\begin{aligned}
(1+|(u, v)|)|\nabla \tilde{\phi}(u, v, \tau)| & +|\tilde{\phi}(u, v, \tau)| \\
& \lesssim \tau^{-\nu} R^{2} \log ^{2} R\left[\sup _{\tau>\tau_{0}} \tau^{\nu}\left|\phi_{*}[G, H](\cdot, \tau)\right|\right] .
\end{aligned}
$$

From this estimate and (4.5), the function $\phi_{0}[G, H]:=\tilde{\phi}+\phi_{*}[G, H]$ solves (4.3) and satisfies

$$
\begin{aligned}
(1+|(u, v)|) \mid & \nabla \phi_{0}(u, v, \tau)\left|+\left|\phi_{0}(u, v, \tau)\right|\right. \\
& \lesssim \tau^{-\nu} R^{2} \log ^{2} R\left(R^{2-b}\|G\|_{b, \nu}+R^{1-c}\|H\|_{c, \nu}\right)
\end{aligned}
$$

Step 2. For bounded functions $g=g(u, v), h=h(u)$ in $B_{2 R}^{+}$whose first components are even in the $u$ variable and $\int_{B_{2 R}^{+}} g(u, v, \tau) \cdot Z_{3}(u, v) d u d v+\int_{-2 R}^{2 R} h(u, \tau)$. $Z_{3}(u) d u=0$. Let us extent $h$ as zero outside $B_{2 R}^{+}$and still denote the extended function as $h$. From standard elliptic estimate, the equation

$$
\left\{\begin{array}{l}
\Delta \phi=g(u, v, \tau) \text { in } \mathbb{R}_{+}^{2} \\
-\frac{d}{d v} \phi=L_{\omega}[\phi]+h(u, \tau) \text { in } \partial \mathbb{R}_{+}^{2} \\
\lim _{|(u, v)| \rightarrow+\infty} \phi(u, v)=0
\end{array}\right.
$$

has a solution $H=: L_{0}^{-1}[g, h]$ satisfying

$$
|H(u, v, \tau)| \lesssim \tau^{-\nu}\left(\frac{1}{(1+|(u, v)|)^{a-1}}\|h\|_{a, \nu}+\frac{1}{(1+|(u, v)|)^{a-2}}\|g\|_{a, \nu}\right)
$$

Let $\Phi_{0}$ be the unique solution in $B_{3 R}^{+}$of the problem

$$
\left\{\begin{array}{l}
\partial_{\tau} \phi=\Delta \phi+H(u, v, \tau) \text { in } B_{3 R(\tau)}^{+} \times\left(\tau_{0},+\infty\right) \\
-\frac{d}{d v} \phi=L_{\omega}[\phi]+H(u, 0, \tau) \text { in }\left(B_{3 R(\tau)}^{+} \times\left(\tau_{0},+\infty\right)\right) \cap\left(\partial \mathbb{R}_{+}^{2} \times\left(\tau_{0},+\infty\right)\right) \\
\phi=0 \text { on }\left(\mathbb{R}_{+}^{2} \backslash B_{3 R(\tau)}^{+}(0)\right) \times\left(\tau_{0},+\infty\right) \\
\phi(u, v, \tau)=0 \text { in } B_{3 R(\tau)}^{+} \times\left(-\infty, \tau_{0}\right]
\end{array}\right.
$$

From Step 1, $\Phi_{0}[H]$ defines a bounded linear operator of $H$ and satisfies the estimate

$$
\left|\Phi_{0}(u, v, \tau)\right| \lesssim \tau^{-\nu} R^{2} \log ^{2} R\left(R^{4-a}\|H(u, v, \tau)\|_{a-2, \nu}+R^{2-a}\|H(u, 0, \tau)\|_{a-1, \nu}\right)
$$

Now let us fix a vector $e$ with $|e|=1$, a large number $\rho>0$ with $\rho \leq 2 R$ and $\tau_{1} \geq \tau_{0}$. Consider the following change of variables

$$
\begin{aligned}
\Phi_{\rho}(z, t) & :=\Phi_{0}\left(\rho e+\rho z, \tau_{1}+\rho^{2} t\right) \\
G_{\rho}(z, t) & :=\rho^{2} H\left(\rho e+\rho z, \tau_{1}+\rho^{2} t\right) \\
H_{\rho}(z, t) & :=\rho H\left(\rho e+\rho z, 0, \tau_{1}+\rho^{2} t\right)
\end{aligned}
$$

Then $\Phi_{\rho}(z, t)$ satisfies

$$
\left\{\begin{array}{l}
\partial_{\tau} \Phi_{\rho}=\Delta_{z} \Phi_{\rho}+B_{\rho}(z, t) \Phi_{\rho}+G_{\rho}(z, t), \quad(z, t) \in B_{1}^{+}(0) \times(0,2) \\
-\frac{d}{d z_{2}} \phi=C_{\rho}(z, t) \Phi_{\rho}+H_{\rho}(z, t), \quad(z, t) \in(-1,1) \times\{0\} \times(0,2)
\end{array}\right.
$$

with $B_{\rho}=O\left(\rho^{-2}\right), C_{\rho}=O\left(\rho^{-2}\right)$ uniformly in $B_{1}^{+}(0) \times(0, \infty)$. From standard parabolic estimates, we have

$$
\begin{aligned}
\left\|\nabla_{z} \Phi_{\rho}\right\|_{L^{\infty}\left(B_{\frac{1}{2}}^{+}(0) \times(1,2)\right)} \lesssim & \left\|\Phi_{\rho}\right\|_{L^{\infty}\left(B_{1}^{+}(0) \times(0,2)\right)} \\
& +\left\|G_{\rho}\right\|_{L^{\infty}\left(B_{1}^{+}(0) \times(0,2)\right)}+\left\|H_{\rho}\right\|_{L^{\infty}((-1,1) \times\{0\} \times(0,2))} .
\end{aligned}
$$

Furthermore, there holds

$$
\begin{gathered}
\left\|G_{\rho}\right\|_{L^{\infty}\left(B_{1}^{+}(0) \times(0,2)\right)} \lesssim \rho^{1-a} \tau_{1}^{-\nu}\|H\|_{a, \nu}, \\
\left\|H_{\rho}\right\|_{L^{\infty}((-1,1) \times\{0\} \times(0,2))} \lesssim \rho^{1-a} \tau_{1}^{-\nu}\|H\|_{a, \nu}, \quad\left\|\Phi_{\rho}\right\|_{L^{\infty}\left(B_{1}^{+}(0) \times(0,2)\right)} \lesssim \tau_{1}^{-\nu} K(\rho)
\end{gathered}
$$

with

$$
\begin{equation*}
K(\rho)=R^{2} \log ^{2} R\left(R^{2-a}\|h\|_{a, \nu}+R^{4-a}\|g\|_{a, \nu}\right) . \tag{4.7}
\end{equation*}
$$

Hence

$$
\rho\left|\nabla \Phi_{0}\left(\rho e, \tau_{1}+\rho^{2}\right)\right| \lesssim \tau_{1}^{-\nu} K(\rho)
$$

Choose $\tau_{0} \geq R^{2}$, then we have

$$
(1+|(u, v)|)\left|\nabla \Phi_{0}(u, v, \tau)\right| \lesssim \tau^{-\nu} K(|(u, v)|)
$$

for any $\tau>2 \tau_{0}$ and $|(u, v)| \leq 3 R$.
Since $H$ is of class $C^{1}$ and $\|\nabla H\|_{a-1, \nu} \leq\|h\|_{a, \nu}+\|g\|_{a, \nu}$, we obtain

$$
\left(1+|(u, v)|^{2}\right)\left|D^{2} \Phi_{0}(u, v, \tau)\right| \lesssim \tau^{-\nu} K(|(u, v)|)
$$

for all $\tau>\tau_{0},|(u, v)| \leq 2 R$ with $K$ being defined in (4.7). Thus we have

$$
\begin{aligned}
\left(1+|(u, v)|^{2}\right) \mid & D^{2} \Phi_{0}(u, v, \tau)|+(1+|(u, v)|)| \nabla \Phi_{0}(u, v, \tau)\left|+\left|\Phi_{0}(u, v, \tau)\right|\right. \\
& \lesssim \tau^{-\nu} R^{2} \log ^{2} R\left(R^{2-a}\|h\|_{a, \nu}+R^{4-a}\|g\|_{a, \nu}\right)
\end{aligned}
$$

Therefore

$$
\left|L_{0}\left[\Phi_{0}\right](\cdot, \tau)\right| \lesssim \tau^{-\nu} R^{2} \log ^{2} R\left(\frac{R^{2-a}\|h\|_{a, \nu}}{1+|(u, v)|}+\frac{R^{4-a}\|g\|_{a, \nu}}{1+|(u, v)|^{2}}\right)
$$

Define

$$
\phi_{0}[g, h]:=L_{0}\left[\Phi_{0}\right] .
$$

Then $\phi_{0}[g, h]$ satisfies (4.1) and the proof is completed.
4.2. Case 2. The following proposition is valid.

Proposition 4.2. Let $1<a<2, \nu>0$ be given positive numbers. Then, for $R>0$ sufficiently large and any $g=g(u, v, \tau), h=h(u, \tau)$ with $\|g\|_{a, \nu}<+\infty$, $\|h\|_{a, \nu}<+\infty$, the first components of $g(u, v, \tau)$ and $h(u, \tau)$ are even in the $u$ variable for all $\tau$, the second components of $g(u, v, \tau)$ and $h(u, \tau)$ are odd in the $u$ variable for all $\tau$, and satisfying
$\int_{B_{2 R(\tau)}^{+}} g(u, v, \tau) \cdot Z_{2}(u, v) d u d v+\int_{-2 R}^{2 R} h(u, \tau) \cdot Z_{2}(u, 0) d u=0 \quad$ for all $\tau \in\left(\tau_{0}, \infty\right)$,
there exists $\phi=\phi[g, h]$ solving (3.6), which defines a linear operator of $g$ and $h$ satisfying

$$
|\phi(u, v, \tau)| \lesssim \tau^{-\nu}(1+|(u, v)|)^{-\sigma}\left(R^{2+\sigma-a}\|g\|_{a, \nu}+R^{1+\sigma-a}\|h\|_{a, \nu}\right)
$$

for some $\sigma \in(0,1)$.
To prove this proposition, first we consider the following problem in the whole half space

$$
\left\{\begin{array}{l}
\partial_{\tau} \phi=\Delta \phi+g(u, v, \tau) \text { in } \mathbb{R}_{+}^{2} \times\left(\tau_{0},+\infty\right),  \tag{4.8}\\
-\frac{d}{d v} \phi=\frac{2}{1+|u|^{2}} \phi+\mathcal{A}[\tilde{\phi}]+h(u, \tau) \text { in }\left(\mathbb{R}_{+}^{2} \times\left(\tau_{0},+\infty\right)\right) \cap\left(\partial \mathbb{R}_{+}^{2} \times\left(\tau_{0},+\infty\right)\right), \\
\phi(u, v, \tau)=0 \text { in } \mathbb{R}_{+}^{2} \times\left(-\infty, \tau_{0}\right] \\
\phi \cdot \omega=0 \text { in }\left(\mathbb{R}_{+}^{2} \times\left(\tau_{0},+\infty\right)\right) \cap\left(\partial \mathbb{R}_{+}^{2} \times\left(\tau_{0},+\infty\right)\right)
\end{array}\right.
$$

Then we have
Lemma 4.1. Let $0<\sigma<1, \nu>0$ be given positive numbers. Then, for $R>0$ sufficiently large and any $g=g(u, v, \tau), h=h(u, \tau)$ with $\|g\|_{2+\sigma, \nu}<+\infty$, $\|h\|_{1+\sigma, \nu}<+\infty$, the first components of $g(u, v, \tau)$ and $h(u, \tau)$ are even in the $u$ variable for all $\tau$, the second components of $g(u, v, \tau)$ and $h(u, \tau)$ are odd in the $u$ variable for all $\tau$, and satisfying

$$
\int_{\mathbb{R}_{+}^{2}} g(u, v, \tau) \cdot Z_{2}(u, v) d u d v+\int_{\mathbb{R}} h(u, \tau) \cdot Z_{2}(u, 0) d u=0 \text { for all } \tau \in\left(\tau_{0}, \infty\right)
$$

Then for sufficiently large $\tau_{1}>\tau_{0}$, the solution of (4.8) satisfies

$$
\begin{equation*}
\|\phi(u, v, \tau)\|_{\sigma, \tau_{1}} \lesssim\|g\|_{2+\sigma, \tau_{1}}+\|h\|_{1+\sigma, \tau_{1}} \tag{4.9}
\end{equation*}
$$

Here, $\|g\|_{b, \tau_{1}}:=\sup _{\tau \in\left(\tau_{0}, \tau_{1}\right)} \tau^{\nu}\left\|\left(1+|(u, v)|^{b}\right) g\right\|_{L^{\infty}\left(\mathbb{R}_{+}^{2}\right)}$.
Proof. First, we claim that $\|\phi\|_{\sigma, \tau_{1}}<+\infty$ holds for any given $\tau_{1}>\tau_{0}$. Given $R>0$ there exists a $K=K\left(R, \tau_{1}\right)>0$ such that

$$
|\phi(u, v, \tau)| \leq K \quad \text { in } B_{R}(0) \times\left(\tau_{0}, \tau_{1}\right] .
$$

Fix $R>0$ and $K_{1}>0$ sufficiently large, $K_{1} \rho^{-\sigma}(\rho=|(u, v)|)$ is a super-solution for (4.8). Therefore $|\phi| \leq 2 K_{1} \rho^{-\sigma}$ and $\|\phi\|_{\sigma, \tau_{1}}<+\infty$ for any $\tau_{1}>0$. We claim that

$$
\begin{equation*}
\int_{\mathbb{R}_{+}^{2}} \phi(u, v, \tau) \cdot Z_{2}(u, v) d u d v=0 \text { for all } \tau \in\left(\tau_{0}, \tau_{1}\right) \tag{4.10}
\end{equation*}
$$

Indeed, test the equation against

$$
Z_{2} \eta, \quad \eta(u, v)=\eta_{0}\left(\frac{\rho}{R}\right)
$$

with $\eta_{0}$ being a smooth cut-off function satisfying $\eta_{0}(r)=1$ for $r<1$ and $r=0$ for $r>2, R$ is a large constant. We obtain

$$
\begin{aligned}
\int_{\mathbb{R}_{+}^{2}} \phi(\cdot, \tau) \cdot Z_{2} \eta= & \int_{0}^{\tau} d s\left(\int_{\mathbb{R}_{+}^{2}} \phi \cdot \Delta\left(\eta Z_{2}\right) d u d v+\int_{\mathbb{R}_{+}^{2}} g \cdot \eta Z_{2} d u d v\right) \\
& +\int_{0}^{\tau} d s\left(\int_{\mathbb{R}} \phi \cdot\left(\frac{d}{d v}\left(\eta Z_{2}\right)+\frac{1}{1+|u|^{2}} \eta Z_{2}\right) d u+\int_{\mathbb{R}} h \cdot \eta Z_{2} d u\right) .
\end{aligned}
$$

On the other hand, we have

$$
\begin{aligned}
& \int_{\mathbb{R}_{+}^{2}} \phi \cdot \Delta\left(\eta Z_{2}\right) d u d v+\int_{\mathbb{R}_{+}^{2}} g \cdot \eta Z_{2} d u d v \\
& \quad+\int_{\mathbb{R}} \phi \cdot\left(\frac{d}{d v}\left(\eta Z_{2}\right)+\frac{1}{1+|u|^{2}} \eta Z_{2}\right) d u+\int_{\mathbb{R}} h \cdot \eta Z_{2} d u=O\left(R^{-\sigma}\right)
\end{aligned}
$$

uniformly on $\tau \in\left(0, \tau_{1}\right)$. Letting $R \rightarrow+\infty$, we then have (4.10).
Now we claim that for $\tau_{1}>\tau_{0}$ large enough, any solution $\phi$ of (4.8) with $\|\phi\|_{\sigma, \tau_{1}}<$ $+\infty$ and (4.10) satisfies the estimate

$$
\begin{equation*}
\|\phi\|_{\sigma, \tau_{1}} \lesssim\|h\|_{1+\sigma, \tau_{1}}+\|g\|_{2+\sigma, \tau_{1}} \tag{4.11}
\end{equation*}
$$

Therefore (4.9) is valid.
To prove (4.11), by contradiction, we assume that there exist sequences $\tau_{1}^{k} \rightarrow$ $+\infty$ and $\phi_{k}, g_{k}, h_{k}$ satisfying

$$
\begin{aligned}
& \partial_{\tau} \phi_{k}=\Delta \phi_{k}+g_{k} \text { in } \mathbb{R}_{+}^{2} \times\left(\tau_{0},+\infty\right) \\
& -\frac{d}{d v} \phi_{k}=\frac{2}{1+|u|^{2}} \phi_{k}+\mathcal{A}\left[\phi_{k}\right]+h_{k} \text { in }\left(\mathbb{R}_{+}^{2} \times\left(\tau_{0},+\infty\right)\right) \cap\left(\partial \mathbb{R}_{+}^{2} \times\left(\tau_{0},+\infty\right)\right), \\
& \int_{\mathbb{R}_{+}^{2}} \phi_{k}(u, v, \tau) \cdot Z_{2}(u, v) d u d v=0 \text { for all } \tau \in\left(\tau_{0}, \tau_{1}^{k}\right), \\
& \phi_{k}(u, v, \tau)=0 \text { for }(u, v, \tau) \in \mathbb{R}_{+}^{2} \times\left(-\infty, \tau_{0}\right]
\end{aligned}
$$

and

$$
\begin{equation*}
\left\|\phi_{k}\right\|_{\sigma, \tau_{1}^{k}}=1, \quad\left\|g_{k}\right\|_{2+\sigma, \tau_{1}^{k}} \rightarrow 0, \quad\left\|h_{k}\right\|_{1+\sigma, \tau_{1}^{k}} \rightarrow 0 \tag{4.12}
\end{equation*}
$$

First we claim that

$$
\begin{equation*}
\sup _{\tau_{0}<\tau<\tau_{1}^{k}} \tau^{\nu}\left|\phi_{k}(u, v, \tau)\right| \rightarrow 0 \tag{4.13}
\end{equation*}
$$

holds uniformly on compact subsets of $\mathbb{R}_{+}^{2}$. If not, for some $\left|\left(u_{k}, v_{k}\right)\right| \leq M$ and $\tau_{0}<\tau_{2}^{k}<\tau_{1}^{k}$, there holds

$$
\left(\tau_{2}^{k}\right)^{\nu}\left(1+\left|\left(u_{k}, v_{k}\right)\right|^{\sigma}\right)\left|\phi\left(u_{k}, v_{k}, \tau_{2}^{k}\right)\right| \geq \frac{1}{2}
$$

Clearly, $\tau_{2}^{k} \rightarrow+\infty$. Define

$$
\tilde{\phi}_{n}(u, v, \tau)=\left(\tau_{2}^{k}\right)^{\nu} \phi_{n}\left(u, v, \tau_{2}^{k}+\tau\right) .
$$

Then we have

$$
\partial_{\tau} \tilde{\phi}_{k}=\Delta \tilde{\phi}_{k}+\tilde{g}_{k} \quad \text { in } \mathbb{R}_{+}^{2} \times\left(\tau_{0}-\tau_{2}^{k}, 0\right]
$$

$-\frac{d}{d v} \tilde{\phi}_{k}=\frac{2}{1+|u|^{2}} \tilde{\phi}_{k}+\mathcal{A}\left[\tilde{\phi}_{k}\right]+\tilde{h}_{k}$ in $\left(\mathbb{R}_{+}^{2} \times\left(\tau_{0}-\tau_{2}^{k}, 0\right]\right) \cap\left(\partial \mathbb{R}_{+}^{2} \times\left(\tau_{0}-\tau_{2}^{k}, 0\right]\right)$
where $\tilde{h}_{k} \rightarrow 0$ uniformly on compact subsets of $\mathbb{R} \times(-\infty, 0]$ and

$$
\left|\tilde{\phi}_{k}(u, v, \tau)\right| \leq \frac{1}{1+|(u, v)|^{\sigma}} \text { in } \mathbb{R}_{+}^{2} \times\left(\tau_{0}-\tau_{2}^{k}, 0\right]
$$

By parabolic estimates and passing to a subsequence, $\tilde{\phi}_{k} \rightarrow \tilde{\phi}$ uniformly on compact subsets of $\mathbb{R}_{+}^{2} \times(-\infty, 0], \tilde{\phi} \neq 0$ and

$$
\begin{aligned}
& \partial_{\tau} \tilde{\phi}=\Delta \tilde{\phi} \text { in } \mathbb{R}_{+}^{2} \times(-\infty, 0] \\
& -\frac{d}{d v} \tilde{\phi}=\frac{2}{1+|u|^{2}} \tilde{\phi}+\mathcal{A}[\tilde{\phi}] \text { in } \mathbb{R} \times(-\infty, 0] \\
& \int_{\mathbb{R}_{+}^{2}} \tilde{\phi}(u, v, \tau) \cdot Z_{2}(u, v) d u d v=0 \text { for all } \tau \in(-\infty, 0] \\
& |\tilde{\phi}(u, v, \tau)| \leq \frac{1}{1+|(u, v)|^{\sigma}} \quad \text { in } \mathbb{R}_{+}^{2} \times(-\infty, 0]
\end{aligned}
$$

We prove that $\tilde{\phi}=0$ from which we get a contradiction. From standard parabolic regularity theory, $\tilde{\phi}(u, v, \tau)$ is smooth. Testing the first equation above with $\tilde{\phi}$ we have

$$
\frac{1}{2} \partial_{\tau} \int_{\mathbb{R}_{+}^{2}}\left|\tilde{\phi}_{\tau}\right|^{2}+B\left(\tilde{\phi}_{\tau}, \tilde{\phi}_{\tau}\right)=0
$$

where

$$
B(\tilde{\phi}, \tilde{\phi})=\int_{\mathbb{R}_{+}^{2}}|\nabla \tilde{\phi}|^{2} d u d v-\int_{\mathbb{R}} \frac{2}{1+|u|^{2}} \tilde{\phi}^{2}(u, 0) d u
$$

Clearly, $B(\tilde{\phi}, \tilde{\phi}) \geq 0$ and there holds

$$
\int_{\mathbb{R}_{+}^{2}}\left|\tilde{\phi}_{\tau}\right|^{2}=-\frac{1}{2} \partial_{\tau} B(\tilde{\phi}, \tilde{\phi})=0
$$

Therefore

$$
\partial_{\tau} \int_{\mathbb{R}_{+}^{2}}\left|\tilde{\phi}_{\tau}\right|^{2} \leq 0, \quad \int_{-\infty}^{0} d \tau \int_{\mathbb{R}_{+}^{2}}|\tilde{\phi}|^{2}<+\infty
$$

and hence $\tilde{\phi}_{\tau}=0$. Thus $\tilde{\phi}$ is independent of $\tau$ and

$$
\begin{array}{r}
\Delta \tilde{\phi}=0 \text { in } \mathbb{R}_{+}^{2} \times(-\infty, 0] \\
-\frac{d}{d v} \tilde{\phi}=\frac{2}{1+|u|^{2}} \tilde{\phi}+\mathcal{A}[\tilde{\phi}] \text { in } \partial \mathbb{R}_{+}^{2} \times(-\infty, 0]
\end{array}
$$

Since $\tilde{\phi}$ is bounded, the nondegeneracy result in [22] implies that $\tilde{\phi}=c Z_{2}$ for some constant $c$. Since $\int_{\mathbb{R}_{+}^{2}} \tilde{\phi} \cdot Z_{2} d u d v=0, \tilde{\phi}=0$, which is a contradiction. Thus (4.13) holds. From (4.12), for a certain $\left(u_{n}, v_{n}\right)$ with $\left|\left(u_{n}, v_{n}\right)\right| \rightarrow+\infty$ there holds

$$
\left(\tau_{2}^{k}\right)^{\nu}\left|\left(u_{k}, v_{k}\right)\right|^{\sigma}\left|\phi_{k}\left(u_{k}, v_{k}, \tau_{2}^{k}\right)\right| \geq \frac{1}{2}
$$

Define

$$
\tilde{\phi}_{n}(z, \tau):=\left(\tau_{2}^{k}\right)^{\nu}\left|\left(u_{k}, v_{k}\right)\right|^{\sigma} \phi_{k}\left(\left(u_{k}, v_{k}\right)+\left|\left(u_{k}, v_{k}\right)\right| z,\left|\left(u_{k}, v_{k}\right)\right| \tau+\tau_{2}^{k}\right),
$$

we have

$$
\begin{aligned}
\partial_{\tau} \tilde{\phi}_{k} & =\Delta \tilde{\phi}_{k}+\tilde{g}_{k}(z, \tau) \\
-\frac{d}{d v} \tilde{\phi}_{k} & =a_{k} \tilde{\phi}_{k}+\tilde{h}_{k}(z, \tau)
\end{aligned}
$$

with

$$
\tilde{h}_{k}(z, \tau)=\left(\tau_{2}^{k}\right)^{\nu}\left|\left(u_{k}, v_{k}\right)\right|^{1+\sigma} h_{k}\left(\left(u_{k}, v_{k}\right)+\left|\left(u_{k}, v_{k}\right)\right| z,\left|\left(u_{k}, v_{k}\right)\right| \tau+\tau_{2}^{k}\right)
$$

By the assumption on $h_{k}$, we obtain

$$
\left|\tilde{h}_{k}(z, \tau)\right| \lesssim o(1)\left|\left(\hat{u}_{k}, \hat{v}_{k}\right)+z\right|^{-1-\sigma}\left(\left(\tau_{2}^{k}\right)^{-1}\left|\left(u_{k}, v_{k}\right)\right| \tau+1\right)^{-\nu}
$$

with

$$
\left(\hat{u}_{k}, \hat{v}_{k}\right)=\frac{\left(u_{k}, v_{k}\right)}{\left|\left(u_{k}, v_{k}\right)\right|} \rightarrow-\hat{e}
$$

and $|\hat{e}|=1$. Thus $\tilde{h}_{k}(z, \tau) \rightarrow 0$ on compact subsets of $\mathbb{R} \backslash\{\hat{e}\} \times(-\infty, 0]$ uniformly. The same property holds for $a_{n}$. Moreover, $\left|\tilde{\phi}_{k}\right| \geq \frac{1}{2}$ and

$$
\left|\tilde{\phi}_{k}(z, \tau)\right| \lesssim\left|\left(u_{k}, v_{k}\right)+z\right|^{-\sigma}\left(\left(\tau_{2}^{k}\right)^{-1}\left|\left(u_{k}, v_{k}\right)\right| \tau+1\right)^{-\nu}
$$

Therefore, $\tilde{\phi}_{k} \rightarrow \tilde{\phi} \neq 0$ uniformly over compact subsets of $\mathbb{R} \backslash\{\hat{e}\} \times(-\infty, 0]$ and

$$
\begin{gather*}
\partial_{\tau} \tilde{\phi}=\Delta \tilde{\phi} \text { in } \mathbb{R}_{+}^{2} \times(-\infty, 0]  \tag{4.14}\\
-\frac{d}{d v} \tilde{\phi}=0 \quad \text { in } \mathbb{R} \backslash\{\hat{e}\} \times(-\infty, 0]  \tag{4.15}\\
|\tilde{\phi}(z, \tau)| \leq|z-\hat{e}|^{-\sigma} \text { in } \mathbb{R}_{+}^{2} \backslash\{\hat{e}\} \times(-\infty, 0] \tag{4.16}
\end{gather*}
$$

Note that $\tilde{\phi}$ is of form $\tilde{\phi}=\binom{\tilde{\phi}_{1}}{\tilde{\phi}_{2}}=\binom{\tilde{\phi}_{1}}{0}$ and $\tilde{\phi}_{1}$ is odd in the $u$ variable. By Lemma 4.2, functions $\tilde{\phi}$ satisfying (4.14)-(4.16) is zero, which is a contradiction. This completes the proof.

Lemma 4.2. Let $\phi=\phi(u, v, \tau)$ be a scalar solution of

$$
\left\{\begin{array}{l}
\partial_{\tau} \phi=\Delta \phi \text { in } \mathbb{R}_{+}^{2} \times(-\infty, 0]  \tag{4.17}\\
-\frac{d}{d v} \phi=0 \text { in } \partial \mathbb{R}_{+}^{2} \backslash\{(0,0)\} \times(-\infty, 0] \\
|\phi(u, v, \tau)| \leq|(u, v)|^{-\sigma} \text { in } \mathbb{R}_{+}^{2} \backslash\{(0,0)\} \times(-\infty, 0]
\end{array}\right.
$$

for $0<\sigma<1$ small enough, $\phi(u, v, \tau)$ is odd in the variable $u$ for all $v$ and $\tau$, then $\phi \equiv 0$ on $\mathbb{R}_{+}^{2} \times(-\infty, 0]$.
Proof. Inspired by the proof of Lemma 4.2 in [19], we set

$$
\Phi(u, v, \tau)=\frac{v^{\gamma}}{\left(u^{2}+v^{2}+\tau\right)^{\beta}}+\frac{\varepsilon v}{u^{2}+v^{2}}, \quad \gamma \in(0,1), \quad 2 \beta-\gamma=\sigma
$$

Then

$$
\begin{aligned}
- & \Phi_{\tau}+\Delta \Phi \\
= & v^{\gamma-2}\left(\tau+u^{2}+v^{2}\right)^{-\beta-2}\left(-\gamma\left(\tau+u^{2}+v^{2}\right)\left(\tau+u^{2}+(4 \beta+1) v^{2}\right)\right) \\
& +v^{\gamma-2}\left(\tau+u^{2}+v^{2}\right)^{-\beta-2}\left(\beta v^{2}\left((4 \beta+1)\left(u^{2}+v^{2}\right)-3 \tau\right)+\gamma^{2}\left(\tau+u^{2}+v^{2}\right)^{2}\right) \\
< & \beta\left(4 \beta-4 \gamma^{2}+1\right) v^{\gamma}\left(\tau+u^{2}+v^{2}\right)^{-\beta-1} \\
= & \beta\left(2 \sigma+2 \gamma-4 \gamma^{2}+1\right) v^{\gamma}\left(\tau+u^{2}+v^{2}\right)^{-\beta-1}<0 .
\end{aligned}
$$

if we choose $\sigma$ sufficiently small and $\gamma \in(0,1)$ sufficiently close to 1 . Then the function $\Phi(u, v, \tau+M)$ is a positive super-solution of equation (4.17) in $\mathbb{R}_{+}^{2} \times$ $[-M, 0]$. Hence $|\phi(u, v, \tau)| \leq \Phi(u, v, \tau+M)$. Letting $M \rightarrow+\infty$ we have

$$
|\phi(u, v, \tau)| \leq \frac{\varepsilon v}{u^{2}+v^{2}}
$$

Since $\varepsilon$ is arbitrary, $\phi \equiv 0$.
Proof of Proposition 4.2. Let $\phi$ be the unique solution of (4.8), from Lemma 4.1, for any $\tau_{1}>0$, we have

$$
|\phi(u, v, \tau)| \leq C \tau^{-\nu}(1+|(u, v)|)^{-\sigma}\left(\|g\|_{2+\sigma, \tau_{1}}+\|h\|_{1+\sigma, \tau_{1}}\right)
$$

Since $\|g\|_{a, v}<+\infty$, we get

$$
|g(u, v, \tau)| \leq C \tau^{-\nu}(1+|(u, v)|)^{-a}\|g\|_{a, \nu}
$$

and

$$
\|g\|_{2+\sigma, \tau_{1}} \leq R^{2+\sigma-a}\|g\|_{a, \nu}
$$

Similarly, we have

$$
\|h\|_{1+\sigma, \tau_{1}} \leq R^{1+\sigma-a}\|h\|_{a, \nu}
$$

Therefore

$$
|\phi(u, v, \tau)| \leq C \tau^{-\nu}(1+|(u, v)|)^{-\sigma}\left(R^{2+\sigma-a}\|g\|_{a, \nu}+R^{1+\sigma-a}\|h\|_{a, \nu}\right)
$$

4.3. The whole linear theory. Combine Propositions 4.1 and 4.2, we obtain the main result of this section.
Proposition 4.3. Let $1<a<2, \nu>0$ be given positive numbers. Then, for any $g$, $h$ with $\|g\|_{a, \nu}<+\infty,\|h\|_{a, \nu}<+\infty$ and satisfying

$$
\begin{array}{ll}
\int_{B_{2 R}^{+}} g(u, v, \tau) \cdot Z_{2}(u, v) d u d v+\int_{-2 R}^{2 R} h(u, \tau) \cdot Z_{2}(u) d u=0 & \text { for all } \tau \in\left(\tau_{0}, \infty\right) \\
\int_{B_{2 R}^{+}} g(u, v, \tau) \cdot Z_{3}(u, v) d u d v+\int_{-2 R}^{2 R} h(u, \tau) \cdot Z_{3}(u) d u=0 & \text { for all } \tau \in\left(\tau_{0}, \infty\right) \tag{4.18}
\end{array}
$$

there exist $\phi=\phi[g, h]$ solving (3.6) which defines a bounded linear operators of $g$ and $h$. Furthermore, for some $\sigma \in(0,1)$, we have the following estimate

$$
\begin{aligned}
& |\phi[g, h]| \lesssim \\
& \quad \tau^{-\nu} R^{2} \log ^{2} R\left(\frac{R^{2-a}\left\|h^{0}\right\|_{a, \nu}}{1+|(u, v)|}+\frac{R^{4-a}\left\|g^{0}\right\|_{a, \nu}}{(1+|(u, v)|)^{2}}\right) \\
& \quad+\tau^{-\nu}\left(\frac{R^{1+\sigma-a}\left\|h^{1}\right\|_{a, \nu}}{(1+|u|)^{\sigma}}+\frac{R^{2+\sigma-a}\left\|g^{1}\right\|_{a, \nu}}{(1+|(u, v)|)^{\sigma}}\right) .
\end{aligned}
$$

Here $g=g^{0}+g^{1}$, the first component of $g^{0}$ and the second component of $g^{1}$ are odd in the $u$ variable, the second component of $g^{0}$ and the first component of $g^{1}$ are even in the $u$ variable. We decompose $h=h^{0}+h^{1}$ similarly.
Remark 4.1. If conditions (4.18) and (4.19) are not satisfied, by the same argument of Step 1 in Proposition 4.1, we find a solution $\phi$ of (3.6) satisfying

$$
\begin{aligned}
(1+|(u, v)|) \mid & \nabla \phi(u, v, \tau)|+|\phi(u, v, \tau)| \\
& \lesssim \tau^{-\nu} R^{2} \log ^{2} R\left(R^{2-a}\|g\|_{a, \nu}+(1+|u|)^{1-a}\|h\|_{a, \nu}\right)
\end{aligned}
$$

We will use this fact in Section 5.

## 5. Solving the inner-outer gluing system

We separate the proof of Theorem 1 into the following steps.
Step 1. We formulate the inner-outer system (3.4)-(3.5) into a fixed point problem in a suitable space.

- The inner problem. Define

$$
\begin{aligned}
& \quad G_{1}[\lambda, \xi, \psi](u, v, \tau)=\chi_{\mathcal{D}_{2 R}} \lambda^{2} \mathcal{E}_{1}^{*} \text { in } \mathbb{R}_{+}^{2} \times\left(\tau_{0},+\infty\right) \\
& G_{2}[\lambda, \xi, \psi](u, 0, \tau) \\
& =\chi_{\mathcal{D}_{2 R} \cap\left(\partial \mathbb{R}_{+}^{2} \times\left(\tau_{0},+\infty\right)\right)}\left(\lambda \Pi_{\omega^{\perp}} \mathcal{E}_{2}^{*}+\frac{2}{1+|u|^{2}} \Pi_{\omega^{\perp}} \psi\right) \\
& \quad+\chi_{\mathcal{D}_{2 R} \cap\left(\partial \mathbb{R}_{+}^{2} \times\left(\tau_{0},+\infty\right)\right) \times} \\
& \left(\frac{1}{\pi} \int_{\mathbb{R}} \frac{(\omega(u, 0)-\omega(u-z, 0)) \cdot\left(\Pi_{\omega \perp} \psi(u, 0, \tau)-\Pi_{\omega \perp} \psi(u-z, 0, \tau)\right)}{|z|^{2}} d z\right) \omega(u, 0)
\end{aligned}
$$

$$
\begin{aligned}
c[\lambda, \xi, \psi](\tau)= & \frac{1}{\int_{B_{2 R}^{+}} \chi Z_{2}^{2}+\int_{-2 R}^{2 R} \chi Z_{2}^{2}} \times \\
& \quad\left(\int_{B_{2 R}^{+}} G_{1}[\lambda, \xi, \psi] \cdot Z_{2} d u d v+\int_{-2 R}^{2 R} G_{2}[\lambda, \xi, \psi] \cdot Z_{2} d u\right), \\
d[\lambda, \xi, \psi](\tau)= & \frac{1}{\int_{B_{2 R}^{+}} \chi Z_{3}^{2}+\int_{-2 R}^{2 R} \chi Z_{3}^{2}} \times \\
& \quad\left(\int_{B_{2 R}^{+}} G_{1}[\lambda, \xi, \psi] \cdot Z_{3} d u d v+\int_{-2 R}^{2 R} G_{2}[\lambda, \xi, \psi] \cdot Z_{3} d u\right), \\
& \bar{G}_{1}[\lambda, \xi, \psi](u, v, \tau)=c(\tau) \chi Z_{2}(u, v)+d(\tau) \chi Z_{3}(u, v) \\
& \quad \bar{G}_{2}[\lambda, \xi, \psi](u, \tau)=c(\tau) \chi Z_{2}(u)+d(\tau) \chi Z_{3}(u) .
\end{aligned}
$$

Here $\chi(u, v)=\frac{1}{1+|(u, v)|}$. Then $\phi$ solves equation (3.4) if $\phi_{1}$ and $\phi_{2}$ solve

$$
\left\{\begin{array}{l}
\partial_{\tau} \phi_{1}=\Delta \phi_{1}+\left(G_{1}-\bar{G}_{1}\right)[\lambda, \xi, \psi](u, v, \tau) \text { in } \mathbb{R}_{+}^{2} \times\left(\tau_{0},+\infty\right) \\
\quad-\frac{d}{d v} \phi_{1}(u, 0, \tau)=\frac{2}{1+|u|^{2}} \phi_{1} \\
\quad+\frac{1}{\pi}\left[\int_{\mathbb{R}} \frac{(\omega(u, 0)-\omega(u-z, 0)) \cdot\left(\phi_{1}(u, 0, \tau)-\phi_{1}(u-z, 0, \tau)\right)}{|z|^{2}} d z\right] \omega(u, 0) \\
\quad+\left(G_{2}-\bar{G}_{2}\right)[\lambda, \xi, \psi](u, 0, \tau) \text { in } \partial \mathbb{R}_{+}^{2} \times\left(\tau_{0},+\infty\right) \\
\phi_{1}=0 \text { in } \mathbb{R}_{+}^{2} \times\left(-\infty, \tau_{0}\right]
\end{array}\right.
$$

and

$$
\left\{\begin{array}{l}
\partial_{\tau} \phi_{2}=\Delta \phi_{2}+\bar{G}_{1}[\lambda, \xi, \psi](u, v, \tau) \text { in } \mathbb{R}_{+}^{2} \times\left(\tau_{0},+\infty\right) \\
\quad-\frac{d}{d v} \phi_{2}(u, 0, \tau)=\frac{2}{1+|u|^{2}} \phi_{2} \\
\quad+\frac{1}{\pi}\left[\int_{\mathbb{R}} \frac{(\omega(u, 0)-\omega(u-z, 0)) \cdot\left(\phi_{2}(u, 0, \tau)-\phi_{2}(u-z, 0, \tau)\right)}{|z|^{2}} d z\right] \omega(u, 0) \\
\quad+\bar{G}_{2}[\lambda, \xi, \psi](u, 0, \tau) \text { in } \partial \mathbb{R}_{+}^{2} \times\left(\tau_{0},+\infty\right), \\
\phi_{2}=0 \text { in } \mathbb{R}_{+}^{2} \times\left(-\infty, \tau_{0}\right]
\end{array}\right.
$$

respectively. Let $\phi=: \mathcal{T}[g, h]$ be the bounded linear operator constructed in Proposition 4.3 , then (3.4) is equivalent to the following fixed point problem

$$
\left\{\begin{array}{l}
\phi_{1}=\mathcal{T}\left[\left(G_{1}-\bar{G}_{1}\right)(\lambda, \xi, \psi),\left(G_{2}-\bar{G}_{2}\right)(\lambda, \xi, \psi)\right] \\
\phi_{2}=\mathcal{T}\left[\bar{G}_{1}(\lambda, \xi, \psi), \bar{G}_{2}(\lambda, \xi, \psi)\right] .
\end{array}\right.
$$

- The outer problem. Rewrite equation (3.5) as

$$
\left\{\begin{array}{l}
\partial_{t} \psi=\Delta \psi+H_{1}[\psi, \phi, \lambda, \xi](x, 0, t) \text { in } \mathbb{R}_{+}^{2} \times(0, T),  \tag{5.1}\\
-\frac{d}{d y} \psi(x, 0, t)=H_{2}[\psi, \phi, \lambda, \xi](x, 0, t) \text { in } \partial \mathbb{R}_{+}^{2} \times(0, T),
\end{array}\right.
$$

where

$$
\begin{gathered}
H_{1}[\psi, \phi, \lambda, \xi](x, 0, t)=-\frac{\dot{\lambda}}{\lambda} \eta(u, v) \cdot \nabla_{(u, v)} \phi-\eta \frac{\dot{\xi}}{\lambda} \frac{d \phi}{d u} \\
+\left[\Delta \eta \phi+\frac{2}{\lambda} \nabla \eta \nabla \phi-\partial_{t} \eta \phi\right]+(1-\eta) \mathcal{E}_{1}^{*} \\
H_{2}[\psi, \phi, \lambda, \xi](x, 0, t)=(1-\eta) \frac{2 \lambda}{\lambda^{2}+|x-\xi(t)|^{2}} \psi+(1-\eta) \Pi_{U^{\perp}} \mathcal{E}_{2}^{*} \\
+\left(\frac{d}{d y} \eta\right)(x, 0, t) \phi+N_{U}\left(\Pi_{U^{\perp}}\left(\Phi^{*}+\varphi\right)\right)
\end{gathered}
$$

To solve (5.1), we first consider the corresponding linear problem

$$
\left\{\begin{array}{l}
\psi_{t}=\Delta \psi+f(x, y, t) \text { in } \mathbb{R}_{+}^{2} \times(0, T)  \tag{5.2}\\
-\frac{d}{d y} \psi=g(x, t), x \in \mathbb{R} \times(0, T) \\
\psi(q, 0, T)=0 \\
\psi(x, y, 0)=\left(c_{1} \mathbf{e}_{\mathbf{1}}+c_{2} \mathbf{e}_{\mathbf{2}}\right) \eta_{1} \text { in } \mathbb{R}_{+}^{2}
\end{array}\right.
$$

for suitable constants $c_{1}, c_{2}$, where

$$
\mathbf{e}_{1}=\binom{1}{0}, \quad \mathbf{e}_{2}=\binom{0}{1}
$$

and $\eta_{1}$ is a smooth cut off function with compact support and $\eta_{1} \equiv 1$ in a neighborhood of $(q, 0)$. For a function $f(x, y, t)$, define the $L^{\infty}$-weighted norm as follows

$$
\|f\|_{* *}:=\sup _{\mathbb{R}_{+}^{2} \times(0, T)}\left(1+\sum_{i=1}^{3} \varrho_{i}(x, y, t)\right)^{-1}|f(x, y, t)|
$$

Here $\varrho_{1}:=\lambda_{0}^{\Theta-2} R^{-a} \chi_{\left\{r<2 R \lambda_{0}\right\}}, \varrho_{2}:=T^{-\sigma_{0}}(1-\eta) \frac{\lambda_{0}}{r^{2}+\lambda_{0}^{2}}, \varrho_{3}:=1, \sigma_{0}$ and $\Theta>0$ are small. Also, for $\gamma \in\left(0, \frac{1}{2}\right)$, we define

$$
\begin{align*}
\|\psi\|_{a, \Theta, \gamma}= & \frac{1}{\lambda_{0}(0)^{\Theta} R(0)^{2-a}|\log T|} \sup _{\mathbb{R}_{+}^{2} \times(0, T)}|\psi(x, y, t)| \\
& +\sup _{\mathbb{R}_{+}^{2} \times(0, T)} \frac{1}{\lambda_{0}(t)^{\Theta} R(t)^{2-a}|\log (T-t)|}|\psi(x, y, t)-\psi(x, y, T)| \\
& +\sup _{\mathbb{R}_{+}^{2} \times(0, T)} \frac{1}{\lambda_{0}(t)^{\Theta-1} R(0)^{1-a}}|\nabla \psi(x, y, t)|  \tag{5.3}\\
& +\sup _{\mathbb{R}_{+}^{2} \times(0, T)} \frac{1}{\lambda_{0}(t)^{\Theta-1} R(t)^{1-a}}|\nabla \psi(x, y, t)-\nabla \psi(x, y, T)| \\
& +\sup _{\mathbb{R}_{+}^{2} \times(0, T)} \frac{1}{\lambda_{0}(t)^{\Theta-1-2 \gamma} R(t)^{1-a-2 \gamma}} \frac{\left|\nabla \psi(x, y, t)-\nabla \psi\left(x^{\prime}, y^{\prime}, t\right)\right|}{\left|(x, y)-\left(x^{\prime}, y^{\prime}\right)\right|^{2 \gamma}} \\
& +\sup ^{\frac{1}{\lambda_{0}(t)^{\Theta-1-2 \gamma} R(t)^{1-a-2 \gamma}} \frac{\left|\nabla \psi\left(x, y, t_{2}\right)-\nabla \psi\left(x, y, t_{1}\right)\right|}{\left(t_{2}-t_{1}\right)^{\gamma}},}
\end{align*}
$$

where the last supremum is taken over $(x, y) \in \mathbb{R}_{+}^{2}, 0 \leq t_{1}<t_{2} \leq T$ and $t_{2}-t_{1} \leq$ $\frac{1}{10}\left(T-t_{2}\right)$. Then by minor modifications of [6], we have

Proposition 5.1. For $T, \varepsilon>0$, there exists a linear operator mapping functions $f: \mathbb{R}_{+}^{2} \times(0, T) \rightarrow \mathbb{R}^{2}, g: \partial \mathbb{R}_{+}^{2} \times(0, T) \rightarrow \mathbb{R}^{2}$ with $\|f\|_{* *}<\infty,\|g\|_{* *}<\infty$ into $\psi$, $c_{1}, c_{2}$ so that (5.2) is satisfied and the following estimate holds

$$
\|\psi\|_{a, \Theta, \gamma} \leq C\left(\|f\|_{* *}+\|g\|_{* *}\right)
$$

Let $\psi=\mathcal{S}[f, g]$ be the operator defined in Proposition 5.1, then (5.1) is equivalent to

$$
\psi=\mathcal{S}\left[H_{1}, H_{2}, \psi_{\infty}\right](\phi, \psi, \lambda, \xi)
$$

- The choice of $\lambda$. To make $d(\tau)$ as small as possible, we solve the following equation approximately,

$$
\begin{equation*}
\int_{B_{2 R}^{+}} G_{1} \cdot Z_{3} d u d v+\int_{-2 R}^{2 R} G_{2} \cdot Z_{3} d u=0 . \tag{5.4}
\end{equation*}
$$

This is the case $\alpha=0$ of $\lambda$ - $\alpha$ system in [6], hence (5.4) is equivalent to the fixed point problem

$$
\lambda=\mathcal{A}_{1}(\psi, \lambda, \xi)
$$

We refer the readers to [6] for details.

- The choice of $\xi$. To make $c(\tau)$ as small as possible, we solve the following equation

$$
\begin{equation*}
\int_{B_{2 R}^{+}} G_{1} \cdot Z_{2} d u d v+\int_{-2 R}^{2 R} G_{2} \cdot Z_{2} d u=0 \tag{5.5}
\end{equation*}
$$

which is equivalent to a nonlinear ODE for form

$$
\dot{\xi}=\frac{1}{\int_{B_{2 R}^{+}} Z_{2} \cdot Z_{2} d u d v}\left(\int_{B_{2 R}^{+}}\left(G_{1}+\dot{\xi} Z_{2}\right) \cdot Z_{2} d u d v+\int_{-2 R}^{2 R} G_{2} \cdot Z_{2} d u\right)
$$

This can be rewritten as a fixed point problem

$$
\xi=\mathcal{A}_{2}(\psi, \lambda, \xi)
$$

Combine the above arguments, the inner-outer system (3.4)-(3.5) is equivalent to the following fixed point problem

$$
\begin{gather*}
\psi=\mathcal{S}\left[H_{1}, H_{2}, \psi \infty\right](\psi, \phi, \lambda, \xi),  \tag{5.6}\\
\phi_{1}=\mathcal{T}\left[\left(G_{1}-\bar{G}_{1}\right)(\lambda, \xi, \psi),\left(G_{2}-\bar{G}_{2}\right)(\lambda, \xi, \psi)\right]  \tag{5.7}\\
\phi_{2}=\mathcal{T}\left[\bar{G}_{1}(\lambda, \xi, \psi), \bar{G}_{2}(\lambda, \xi, \psi)\right]  \tag{5.8}\\
\lambda=\mathcal{A}_{1}(\psi, \lambda, \xi)  \tag{5.9}\\
\xi=\mathcal{A}_{2}(\psi, \lambda, \xi) \tag{5.10}
\end{gather*}
$$

Step 2. To set up the fixed point problem (5.6)-(5.10), we give a description of the relevant functional space . First, set

$$
R(t)=\lambda_{0}(t)^{-\beta}, \beta=\frac{1}{4}+\sigma
$$

and

$$
a=2-\sigma
$$

for a small but fixed number $\sigma>0$. Take $\phi$ in the following space

$$
X(a, \nu)=\left\{\phi \in C\left(\overline{\mathcal{D}}_{2 R}\right): \nabla \phi \in C\left(\overline{\mathcal{D}}_{2 R}\right),\|\phi\|_{X(a, \nu)}<\infty\right\}
$$

where

$$
\|\phi\|_{X(a, \nu)}=\sup _{(u, v, \tau) \in \mathcal{D}_{2 R}} \frac{1}{\lambda_{0}^{\nu} \frac{R^{6-a} \log ^{2} R}{1+|(u, v)|^{2}}}[(1+|(u, v)|)|\nabla \phi(u, v, \tau)|+|\phi(u, v, \tau)|]
$$

$a \in(1,2)$ is close to 2 and $\nu \in(0,1)$ is close to 1 . Also we take $\psi$ in the space

$$
Y\left(a^{\prime}, \Theta, \gamma^{\prime}\right)=\left\{\psi \in C\left(\mathbb{R}_{+}^{2} \times[0, T)\right): \nabla \psi \in C\left(\mathbb{R}_{+}^{2} \times[0, T)\right),\|\psi\|_{a^{\prime}, \Theta, \gamma^{\prime}}<\infty\right\}
$$

for parameters $a^{\prime}<a$ and $\gamma^{\prime}<\gamma$. Note that the norm $\|\cdot\|_{a^{\prime}, \Theta, \gamma^{\prime}}$ is weaker than $\|\cdot\|_{a, \Theta, \gamma}$, and the inclusion $Y(a, \nu, \gamma) \hookrightarrow Y\left(a^{\prime}, \nu, \gamma^{\prime}\right)$ is compact.

We assume that the parameter $\lambda$ is in the space of $C^{1}[-T, T]$ functions satisfying $\lambda(T)=0$ with norm

$$
\|g\|_{\mu}=\sup _{t \in[-T, T]}(T-t)^{-\mu}|g(t)|
$$

for $\mu \in(0,1)$ small, while $\xi$ is in the space $C^{1}([0, T])$ satisfying $\xi(T)=q$ with norm

$$
\|\xi\|_{\sigma}=\sup _{t \in[0, T]}(T-t)^{-\sigma}|\dot{\xi}(t)|
$$

for some $\sigma>0$ fixed.
For $R_{1}>0$ small but fixed, let us define the set

$$
\begin{gathered}
A=\left\{\left(\psi, \phi_{1}, \phi_{2}, \lambda, \xi\right) \in Y\left(a^{\prime}, \Theta, \gamma^{\prime}\right) \times X(a, \nu) \times X(a, \nu) \times C^{1}[-T, T] \times C^{1}[0, T] \mid\right. \\
\left.\left\|\phi_{1}\right\|_{X(a, \nu)}+\left\|\phi_{2}\right\|_{X(a, \nu)}+\|\psi\|_{Y\left(a^{\prime}, \Theta, \gamma^{\prime}\right)}+\|\lambda\|_{\mu}+\|\xi\|_{\sigma} \leq T^{\sigma_{0}}+R_{1}\right\}
\end{gathered}
$$

Let $(\psi, \phi, \lambda, \xi) \mapsto \mathcal{F}(\psi, \phi, \lambda, \xi)$ be the map defined by (5.6)-(5.10).
Step 3. We show that $\mathcal{F}$ maps the set $A$ into itself and it is a compact operator. To this aim, we should estimate (5.6)-(5.10) respectively.
Estimations for (5.6). We claim if $R_{1}>0$ is fixed and small, there holds

$$
\begin{equation*}
\left\|H_{1}(\psi, \phi, \lambda, \xi)\right\|_{* *} \leq C\left(T^{\sigma_{0}}+R_{1}\right) \tag{5.11}
\end{equation*}
$$

First we consider the term $(1-\eta) \frac{2 \lambda}{\lambda^{2}+|x-\xi(t)|^{2}} \psi$. Since $\psi(q, 0, T)=0$ and from the definition of $\left\|\|_{a^{\prime}, \Theta, \gamma^{\prime}}\right.$, we have

$$
\begin{aligned}
|\psi(x, 0, t)| & \leq(|\psi(x, 0, t)-\psi(x, 0, T)|+|\psi(x, 0, T)-\psi(q, 0, T)| \\
& \leq\left(r+\lambda_{0}^{\Theta}(t) R(t)^{2-a^{\prime}}|\log (T-t)|\right)\|\psi\|_{a^{\prime}, \Theta, \gamma^{\prime}} .
\end{aligned}
$$

Hence

$$
\begin{aligned}
& \left|(1-\eta) \frac{2 \lambda}{\lambda^{2}+|x-\xi(t)|^{2}} \psi\right| \\
& \leq(1-\eta) \frac{2 \lambda_{0}}{\left(r+\lambda_{0}\right)^{2}}(|\psi(x, 0, t)-\psi(x, 0, T)|+|\psi(x, 0, T)-\psi(q, 0, T)|) \\
& \leq C(1-\eta) \frac{\lambda_{0}}{\left(r+\lambda_{0}\right)^{2}}\left(r+\lambda_{0}^{\Theta}(t) R(t)^{2-a^{\prime}}|\log (T-t)|\right)\|\psi\|_{a^{\prime}, \Theta, \gamma^{\prime}} \\
& \leq C\left(\varrho_{2}+\varrho_{3}\right)\|\psi\|_{a^{\prime}, \Theta, \gamma^{\prime}}
\end{aligned}
$$

and

$$
\left\|(1-\eta) \frac{2 \lambda}{\lambda^{2}+|x-\xi(t)|^{2}} \psi\right\|_{* *} \leq C\|\psi\|_{Y\left(a^{\prime}, \nu, \gamma^{\prime}\right)}
$$

Next we consider $\Delta \eta \phi$. From the definition of $\|\cdot\|_{X(a, \nu)}$, when $R \leq|(u, v)| \leq 2 R$, we have

$$
|\phi(u, v, \tau)|+(1+|(u, v)|)|\nabla \phi(u, v, \tau)| \leq\|\phi\|_{X(a, \nu)} \lambda_{0}^{\nu} R^{4-a} \log ^{2} R
$$

Hence

$$
\begin{aligned}
|\Delta \eta \phi| & \leq \frac{1}{\lambda^{2} R^{2}} \chi_{\{|(x, y)-(\xi, 0)| \leq 2 \lambda R\}}|\phi(y, \tau)| \\
& \leq C \lambda_{0}^{\nu-2} R^{2-a} \log ^{2} R \chi_{\left\{|(x, y)-(q, 0)| \leq C \lambda_{0} R\right\}}\|\phi\|_{X(a, \nu)} \\
& \leq C \lambda_{0}^{\Theta-2} R^{-a^{\prime}} \chi_{\left\{|(x, y)-(q, 0)| \leq C \lambda_{0} R\right\}}\|\phi\|_{X(a, \nu)} \\
& \leq C \varrho_{1}\|\phi\|_{X(a, \nu)}
\end{aligned}
$$

and

$$
\|\Delta \eta \phi\|_{* *} \leq C\|\phi\|_{X(a, \nu)}
$$

Similarly, we have

$$
\left\|\left(\frac{d}{d y} \eta\right)(x, 0, t) \phi\right\|_{* *}+\left\|\left(\partial_{t} \eta\right) \phi\right\|_{* *}+\left\|\lambda^{-1} \nabla \eta \nabla \phi\right\|_{* *} \leq C\|\phi\|_{X(a, \nu)}
$$

For the term $-\frac{\dot{\lambda}}{\lambda} \eta(u, v) \cdot \nabla_{(u, v)} \phi-\frac{\dot{\xi}}{\lambda} \eta \frac{d \phi}{d u}$, since $|\dot{\lambda}| \leq C$, we have

$$
\left|\frac{\dot{\lambda}}{\lambda} \eta(u, v) \cdot \nabla_{(u, v)} \phi\right| \leq C \lambda_{0}^{\nu-1} R^{6-a} \log ^{2} R \chi_{\left\{|x-q| \leq 2 \lambda_{0}(t) R(t)\right\}}\|\phi\|_{X(a, \nu)}
$$

Similarly,

$$
\left|\frac{\dot{\xi}}{\lambda} \eta \frac{d \phi}{d u}\right| \leq C \lambda_{0}^{\nu-1} R^{6-a} \log ^{2} R \chi_{\left\{|x-q| \leq 2 \lambda_{0}(t) R(t)\right\}}\|\phi\|_{X(a, \nu)}
$$

Therefore,

$$
\left\|-\frac{\dot{\lambda}}{\lambda} \eta(u, v) \cdot \nabla_{(u, v)} \phi-\frac{\dot{\xi}}{\lambda} \eta \frac{d \phi}{d u}\right\|_{* *} \leq C\|\phi\|_{X(a, \nu)}
$$

For $(1-\eta) \Pi_{U \perp} \mathcal{E}_{2}^{*}$, we have

$$
\left|(1-\eta) \Pi_{U \perp} \mathcal{E}_{2}^{*}\right| \leq(1-\eta) \frac{\lambda_{0}}{r^{2}+\lambda_{0}^{2}}
$$

hence

$$
\left\|(1-\eta) \Pi_{U \perp} \mathcal{E}_{2}^{*}\right\|_{* *} \leq C T^{\sigma_{0}}
$$

Similarly,

$$
\left\|(1-\eta) \mathcal{E}_{1}^{*}\right\|_{* *} \leq C T^{\sigma_{0}}
$$

The proof of the estimate

$$
\left\|N\left(\varphi^{*}+\psi+\eta Q_{\alpha} \phi\right)\right\|_{* *} \leq C\left(\|\psi\|_{a^{\prime}, \Theta, \gamma^{\prime}}+\|\phi\|_{X(a, \nu)}\right)
$$

is analogous as the previous terms, so we omit the details. From the above estimates, we obtain (5.11). By (5.11) and Proposition (5.1), there holds

$$
\begin{equation*}
\left\|\mathcal{S}\left[H_{1}, H_{2}, \psi_{\infty}\right](\phi, \psi, \lambda, \xi)\right\|_{a^{\prime}, \Theta, \gamma^{\prime}} \leq C R_{1} \tag{5.12}
\end{equation*}
$$

Estimations for (5.7). Now we consider (5.7). By Lemma 3.2 in [23], there holds

$$
\left|\tilde{L}_{w}[\psi]\right| \leq C \frac{\lambda_{0}}{1+\rho^{2}}\|\nabla \psi\|_{L^{\infty}} \leq C \frac{\lambda_{0}}{1+\rho^{2}} T^{\Theta}\|\psi\|_{Y\left(a^{\prime}, \nu, \gamma^{\prime}\right)}
$$

Fix $a_{1} \in(a, 2)$ and $\nu_{1} \in(\nu, 1)$, which implies

$$
\left\|G_{1}(\lambda, \xi, \psi)\right\|_{a_{1}, \nu_{1}} \leq C T^{1-\nu_{1}}+C T^{\Theta} R_{1}
$$

and

$$
\left\|G_{2}(\lambda, \xi, \psi)\right\|_{a_{1}, \nu_{1}} \leq C T^{1-\nu_{1}}+C T^{\Theta} R_{1}
$$

Therefore

$$
\begin{equation*}
\left\|\mathcal{T}\left[G_{1}(\lambda, \xi, \psi), G_{2}(\lambda, \xi, \psi)\right]\right\|_{X\left(a_{1}, \nu_{1}\right)} \leq C T^{1-\nu_{1}}+C T^{\nu-1+\beta\left(a^{\prime}-1\right)} R_{1} \tag{5.13}
\end{equation*}
$$

Estimations for (5.8). From the choice of $\xi, c(\tau)=0$ and from the result of [6],

$$
|d(\tau)| \leq C \lambda_{0}(T-t)^{\sigma_{2}} R(t)^{1-a^{\prime}}\left(\|a(\cdot)-a(T)\|_{\mu, l-1}+\|a(\cdot)-a(T)\|_{\gamma^{\prime}, m, l-1}\right)
$$

and

$$
\|a(\cdot)-a(T)\|_{\mu, l-1}+\|a(\cdot)-a(T)\|_{\gamma^{\prime}, m, l-1} \leq C\|\psi\|_{a^{\prime}, \Theta, \gamma^{\prime}} \leq C R_{1}
$$

Hence we have

$$
\begin{equation*}
\left.\left\|\tilde{\phi}_{2}\right\|_{X\left(a_{1}, \nu_{1}\right)}=\mathcal{T}\left[c_{l j}(\Theta(\lambda, \alpha, \xi, \psi), \psi)\right) \chi Z_{l j}\right] \leq C R_{1} \tag{5.14}
\end{equation*}
$$

which holds since the decay of $\chi Z_{3}$ is $\frac{1}{1+\rho^{2}}$ and $\nu_{1}$ is close to $\nu$ depending on $\sigma$.
Estimations for (5.9). From Proposition 6.1 in [6], we obtain

$$
\begin{equation*}
\|\lambda\|_{\mu} \leq C|\log T|^{\beta\left(a^{\prime}-1\right)} \tag{5.15}
\end{equation*}
$$

for $\mu=\beta(a-1)$.
Estimations for (5.10). The definition of $\|\psi\|_{a^{\prime}, \Theta, \gamma^{\prime}}$ implies that

$$
\begin{equation*}
\|\xi\|_{\mu_{1}} \leq C R_{1} \tag{5.16}
\end{equation*}
$$

for $\mu_{1}=\nu-1+\beta(a-1)$.
From the estimates (5.12), (5.13), (5.14), (5.15), (5.16) and standard parabolic estimates, $\mathcal{F}$ is compact from the set $A$ into itself. The existence of a solution follows then from Schauder's fixed point theorem, which completes the proof of Theorem 1.
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