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Abstract. In this paper, we consider the problem of the existence of positive
weak solutions of {

(−∆)su = up in Ω

u = 0 on Rn\Ω
having prescribed isolated interior singularities.

We prove that if n
n−2s

< p < p1 for some critical exponent p1 defined in

the introduction which is related to the stability of the singular solution us,

and if S is a closed subset of Ω, then there are infinitely many positive weak
solutions with S as its singular set.

We also show the existence of solutions to the fractional Yamabe problem
with singular set to be the whole space Rn. These results are the extension of

Chen and Lin’s result [9] to the fractional case.

1. Introduction

In this paper we are concerned with the existence of positive weak solutions with
a prescribed singular set of the fractional version of the Lane-Emden equation{

(−∆)su = up in Ω,

u = 0 in Rn\Ω,
(1.1)

where 0 < s < 1, Ω is a smooth open set in Rn with n ≥ 2 and

(−∆)su(x) = cn,sPV

∫
Rn

u(x)− u(y)

|x− y|n+2s
dy

is the fractional Laplacian. Here cn,s is a normalization constant.
First, let us recall some results for the classical case when s = 1. Consider the

Lane-Emden equation {
∆u+ up = 0 in Ω,

u = 0 on ∂Ω.
(1.2)

The corresponding equation to (1.2) in Rn for n
n−2 < p < n+2

n−2 when n ≥ 3 with an
isolated singularity at the origin,

∆u+ up = 0 in Rn\{0},
u > 0 in Rn\{0},
lim

|x|→0
u(x) = +∞,

(1.3)
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is studied in [5] and [9]. The following result classifies all solutions of (1.3):

Proposition 1.1 ([9]). Suppose that n
n−2 < p < n+2

n−2 and u is a solution of (1.3).
Then either

u(x) = cp,|x|−
2

p−1 ,

where cp,n = [ 1
p−1 (n− 2− 2

p−1 )]
1

p−1 , or there exists a constant α > 0 such that

lim
|x|→∞

u(x)|x|n−2 = α.

Conversely, for any α > 0, there exists a unique solution uα(x) of (1.3) such
that

lim
|x|→∞

u(x)|x|n−2 = α.

Using this proposition, Chen and Lin [9] constructed positive weak solutions
of (1.2) with prescribed interior singular set. The basic cells in the construction
of Chen and Lin are the radially symmetric solutions uα of (1.3) which have the
following asymptotic behaviour at 0 and ∞:

uα(x) =

{
cp,n|x|−

2
p−1 as |x| → 0,

α|x|−(n−2) as |x| → ∞.
(1.4)

These solutions have the same behaviour near the origin but they converge uni-
formly to 0 on any compact subset of Rn\{0} as α → 0. Thus given k different
points x1, · · · , xk ∈ Ω, the function

u∗(x) =

k∑
i=1

uα(x− xi) (1.5)

constitutes for α small, a good approximate solution to (1.2) with isolated singular-
ities at the points x1, . . . xk. Then a variational argument establishes the existence
of actual singular solution to (1.2) near u∗(x). So the key point in the proof is the
existence of a solution to (1.3) which satisfies (1.4).

A related question is to look at the Yamabe problem on Rn for the scalar cur-
vature

−∆u = u
n+2
n−2 , u > 0, (1.6)

and consider the measure dµ = (1 + |x|2)−n−2
2 dx. Through stereographic projec-

tion, this problem is equivalent to the Yamabe problem on the sphere Sn with its
canonical metric. Schoen and Yau conjectured in [28] that weak solutions for (1.6)

that satisfy u ∈ L
n+2
n−2 (Rn, dµ) must have a singular set of Hausdorff dimension

less or equal than n−2
2 . A counterexample was provided by [26] in dimensions 4

and 6, while [9] gave examples of weak solutions that are singular in the whole

Rn. However, in all these examples the conformal metric gu = u
n+2
n−2 |dx|2 is not

complete.

On the other hand, complete metrics that are solutions to (1.6) have been con-
structed by Mazzeo and Pacard [25] when the singular set is a smooth submanifold
of dimension less than n−2

2 . By the work of Schoen and Yau [28] for complete met-
rics, this dimension is sharp. The construction in [25] also relies on the existence
of ODE solutions with the asymptotic behavior (1.4) which allow to construct a
suitable approximate solution that is singular along the prescribed submanifold.
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Finally, the Yamabe problem on Rn with isolated singularities has been consid-
ered in [27, 24].

Let us go back to the non-local equation (1.1). In this paper, we would like
to obtain similar results as in Chen-Lin [9] for the fractional case 0 < s < 1. As
we have mentioned before, the key point is the existence of fast decaying singular
entire solutions to 

(−∆)su = up in Rn\{0},
u > 0 in Rn\{0},
lim

|x|→0
u(x) = +∞.

(1.7)

For this equation, it is known in [17] that

us(x) = Ap,n|x|−
2s

p−1 , (1.8)

where
Ap−1

p,n = λ
(
n−2s

2 − 2s
p−1

)
(1.9)

and

λ(α) = 22s
Γ(n+2s+2α

4 )Γ(n+2s−2α
4 )

Γ(n−2s−2α
4 )Γ(n−2s+2α

4 )
,

is a singular solution to (1.7). By virtue of the following Hardy’s inequality [20, 16]

Λn,s

∫
Rn

ϕ2

|x|2s
dx ≤ ∥ϕ∥2Hs(Rn) (1.10)

with the optimal constant given by

Λn,s = 22s
Γ(n+2s

4 )2

Γ(n−2s
4 )2

,

this solution us is stable if
Λn,s > pAp−1

p,n , (1.11)

which is equivalent to
H(n, s) > pK(n, p, s),

where

H(n, s) :=
Γ(n+2s

4 )2

Γ(n−2s
4 )2

, K(n, p, s) :=
Γ(n2 − s

p−1 )Γ(s+
s

p−1 )

Γ( s
p−1 )Γ(

n−2s
2 − s

p−1 )
.

Concerning the roots of

H(n, s) = pK(n, p, s), (1.12)

recently, Luo, Wei and Zou [23] have proved the following classification result: there
exists n0(s) ∈ N+, such that for n ≤ n0(s), there exists only one root p1 of (1.12)
and it satisfies n

n−2s < p1 < n+2s
n−2s . On the contrary, for n > n0(s), there exist

exactly two roots p1, p2 and they satisfy n
n−2s < p1 < n+2s

n−2s < p2 < +∞ (for the

explicit expression of p1 and p2, see Theorem 1.1 in [23]). In summary there exists
a unique p1 ∈ ( n

n−2s ,
n+2s
n−2s ) such that for n

n−2s < p < n+2s
n−2s ,

us is stable if and only if
n

n− 2s
< p < p1.

In order to find a good approximate solution for our problem, it is crucial that
there exists an entire solution to (1.7) which has the same asymptotic behaviour as
us(x) in (1.8) near 0, but which has a faster decay at ∞.
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Our first result shows that:

Theorem 1.2. Suppose n
n−2s < p < p1. Then for every α ∈ (0,∞), there exists a

solution uα of (1.7) with the following asymptotic behaviour:

uα(x) =

{
Ap,n|x|−

2s
p−1 as |x| → 0,

α|x|−(n−2s) as |x| → ∞.

Moreover, we have 0 < uα(x) < us(x) for 0 < α < ∞, and

lim
α→0

uα(x) = 0, lim
α→∞

uα(x) = us(x)

uniformly in any compact set in Rn\{0}.

Unlike the corresponding result when s = 1 which can be proved by a simple
phase-plane analysis, the proof of Theorem 1.2 is quite involved: first we use Kelvin
transformation to a subcritical problem with a weight. Then we use a blow up
argument to establish the existence of entire solutions to this subcritical problem.

We conjecture that outside the stability regime, i.e., for p1 ≤ p < n+2s
n−2s , this

theorem is also true. We hope to return to this problem elsewhere.

Using Theorem 1.2, we follow the arguments in Chen-Lin [9] to prove the fol-
lowing existence results. While the general scheme of the proofs in [9] is also valid
in the fractional case, there are extra difficulties and subtleties that come from the
non-locality of the operator (−∆)s, for instance when handling cutoff functions.

Theorem 1.3. Suppose that 0 < s < 1, n
n−2s < p < p1, Ω is a bounded smooth

domain in Rn and S is a closed subset of Ω.
Then there exist two distinct sequences of solutions of (1.1) having S as their

singular set such that one sequence converges to 0 in Lq(Ω), and the other sequence

converges to a smooth positive solution of (1.1) in Lq(Ω) for 1 < q < p∗ := n(p−1)
2s .

The next result concerns the existence of weak solutions to the fractional Yamabe
problem

(−∆)su = u
n+2s
n−2s in Rn, u > 0, (1.13)

with prescribed singular set. For the regular case, see the references [19, 21, 22].

In the case of an isolated singularity for (1.13), the authors have established in
[6] the asymptotic behavior of solutions in the spirit of [5], while radially symmetric
solutions have been constructed in [13, 14]. In addition, Ao, Dela Torre, González
and Wei [1] have recently proved the existence of solutions to 1.13 that are singular
at a prescribed set of isolated points through a gluing method together with a
Lyapunov-Schimidt reduction.

In this paper we are interested in the existence of solutions to (1.13) with non-
isolated singular sets, in fact, when the Hausdorff dimension dimH of the singular
set is greater than 0. In the case of complete metrics that are singular along a
smooth submanifold S, a dimension estimate was shown in [18], and it includes,
in particular, the case dimH(S) < n−2γ

2 . On the contrary, if one removes the
completeness assumption, one may have very general singular sets as in the classical
Yamabe problem. This is our next result:

Let dµ = (1 + |x|2)−n−2s
2 dx, and assume that s ∈

(
0,min{1, n

4 }
)
satisfies the

following:
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H. There exists an integer m > n+2s
2 such that

Γ(m+2s
4 )2

Γ(m−2s
4 )2

> p
Γ(m2 − s

p−1 )Γ(s+
s

p−1 )

Γ( s
p−1 )Γ(

m−2s
2 − s

p−1 )

for p = n+2s
n−2s .

Theorem 1.4. Suppose 0 < s < min
{
1, n

4

}
satisfies assumption H. above. Then

there exist positive weak solutions of (1.13) in L
n+2s
n−2s (Rn, dµ) whose singular set is

the whole Rn.

Remark 1.5. For s = 1, it is shown in [9] that for n ≥ 9, assumption H. is
satisfied for m = n+3

2 for n odd and m = n+4
2 for n even. So at least for s close to

1 and n ≥ 9, we can find some m such that H. is satisfied.

The paper is organized as follows. In Section 2, we will deal with fast decaying
entire solutions of (1.7) and give the proof of Theorem 1.2. Instead of ODE meth-
ods, we use a blow up argument which has been used in [12] to prove this result.
Once the existence of singular entire solutions is obtained, we then follow the idea
in Chen and Lin’s paper [9]. We use these entire solutions to construct approxi-
mate solutions for (1.1) with finitely many isolated singular points in Section 3. In
Section 4, we give complete proofs of Theorems 1.3 and 1.4.

2. Proof of Theorem 1.2: Construction of entire radial singular
solutions of (1.7)

In this section, we consider the entire solutions for (1.7). We will use the Kelvin
transform and a blow up argument in [12] to prove Theorem 1.2.

It is known [17] that

(−∆)su = up in Rn (2.1)

has a singular solution of the form

us(r) = Ap,nr
− 2s

p−1 ,

where r = |x| and the constant Ap,n is defined in (1.9). We would like to construct
another singular solution to (2.1) with fast decay at infinity. More precisely,

uα(r) =

{
Ap,nr

− 2s
p−1 as r → 0,

αr−(n−2s) as r → ∞.
(2.2)

First of all, the Kelvin transform v(x) = |x|−(n−2s)u
(

x
|x|2
)
of u(x) satisfies

(−∆)sv(x) = |x|βvp(x) in Rn, (2.3)

where β = p(n− 2s)− (n+ 2s). The corresponding singular solution is

vs(x) = Ap,n|x|
2s

p−1−(n−2s),

since p > n
n−2s implies 2s

p−1 − (n− 2s) < 0.

We show that under the conditions n
n−2s < p < n+2s

n−2s and

Γ(n+2s
4 )2

Γ(n−2s
4 )2

> p
Γ(n2 − s

p−1 )Γ(s+
s

p−1 )

Γ( s
p−1 )Γ(

n−2s
2 − s

p−1 )
, (2.4)
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vs is a stable solution to (2.3). Indeed, the corresponding quadratic form is given
by

Q(vs)(ϕ) =

∫
Rn

(−∆)sϕ · ϕ− p|x|βvp−1
s ϕ2

= ∥ϕ∥2Hs − p

∫
Rn

|x|βvp−1
s ϕ2

= ∥ϕ∥2Hs − pAp−1
p,n

∫
Rn

|x|−2sϕ2 dx.

By Hardy’s inequality

Λn,s

∫
Rn

ϕ2

|x|2s
≤ ∥ϕ∥2Hs ,

we have

Q(vs)(ϕ) ≥

(
1−

pAp−1
p,n

Λn,s

)
∥ϕ∥2Hs > 0,

provided that Λn,s > pAp−1
p,n , which is equivalent to (2.4) by direct calculation. This

implies that vs is stable.

So we have proven that under (2.4), vs is a stable singular solution of (2.3). We
will use this singular solution to construct an entire stable radial solution to (2.3)
following the idea in [12].

We will work with the localized extension problem which is due to Caffarelli-
Silvestre [7]. Write X = (x, t) ∈ Rn+1

+ . For 0 < s < σ < 1, and u ∈ C2σ(Rn) ∩
L1(Rn, (1 + |y|)−(n+2s) dy), the s-harmonic extension v̄(X) of u(x) is given by

v̄(X) =

∫
Rn

P (X, y)u(y) dy,

where

P (X, y) = pn,st
2s |X − (y, 0)|−(n+2s)

and pn,s is chosen so that
∫
Rn P (X, y) dy = 1. Then v̄ ∈ C2(Rn+1

+ ) ∩ C(Rn+1
+ ),

t1−2s∂tv̄ ∈ C(Rn+1
+ ) and v̄ satisfies

∇ · (t1−2s∇v̄) = 0 in Rn+1
+

v̄ = v on ∂Rn+1
+

− lim
t→0

t1−2s∂tv̄ = κs(−∆)sv on ∂Rn+1
+ ,

where

κs =
21−2sΓ(1− s)

Γ(s)
.

In our case, let λ ∈ (0, 1) and denote by Bn+1
r the ball in Rn+1 of radius r

centered at the origin. Writing v̄s as the s-harmonic extension of vs, we consider
the extension problem in the unit ball

∇ · (t1−2s∇v̄) = 0 in Bn+1
1 ∩ Rn+1

+

v̄ = λv̄s on ∂Bn+1
1 ∩ Rn+1

+

− lim
t→0

t1−2s∂tv̄ = κs |x|β vp on Bn+1
1 ∩ ∂Rn+1

+ .

(2.5)
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Since v̄s is a positive super-solution of (2.5), we get a minimal solution v = vλ.
The family (vλ) is non-decreasing in λ. Moreover, by the truncation method (see
[2], [11]), vλ is bounded for each fixed λ ∈ (0, 1). The moving plane method (see,
for instance, [4]) shows that vλ is axially symmetric in x with respect to the t-
axis and is decreasing in |x|. Since vs is stable, we have vλ ↑ v̄s as λ ↑ 1 by the
classical convexity argument. The readers are referred to [3] or Section 3.2.2 in the

monograph [15]. Note also that having |x|β in the equation does not modify the
arguments.

Now we perform a blow-up argument to obtain a radial entire stable solution.
Let λj ↑ 1 and

mj =
∥∥vλj

∥∥
L∞ = vλj (0), Rj = m

p−1
2s

j ,

so that mj , Rj → ∞ as j → ∞. Define

V̄j(x) = m−1
j vλj

(
x

Rj

)
.

Then 0 ≤ V̄j ≤ min {1, v̄s} solves
∇ · (t1−2s∇V̄j) = 0 in Bn+1

Rj
∩ Rn+1

+

V̄j = λj v̄s on ∂Bn+1
Rj

∩ Rn+1
+

− lim
t→0

t1−2s∂tV̄j = κs |x|β V̄ p
j on Bn+1

Rj
∩ ∂Rn+1

+

By elliptic estimates, we can extract a subsequence of (V̄j) converging in Cloc(Rn+1
+ )

to some axially symmetric function V̄ which satisfies 0 ≤ V̄ ≤ min {1, v̄s}, V̄ (0) = 1
and solves {

∇ · (t1−2s∇V̄ ) = 0 in Rn+1
+

− lim
t→0

t1−2s∂tV̄ = κs |x|β V̄ p on ∂Rn+1
+ .

Therefore, it trace v = V̄ (·, 0) is a bounded, smooth and radially decreasing solution
to

(−∆)sv = |x|β vp in Rn.

Moreover, from v ≤ vs one also deduces that v is stable.
It has the following asymptotic behaviour

v(x) =

{
1 +O(|x|2) as |x| → 0,

Ap,n|x|
2s

p−1−(n−2s) as |x| → ∞.

If we denote vα(x) = αv
(
α

p−1
p(n−2s)−nx

)
, then vα(x) is also solution to (2.3) and

the corresponding solution uα(x) = |x|−(n−2s)vα(
x

|x|2 ) is a solution of (2.1) which

satisfies

uα(x) =

{
Ap,n|x|−

2s
p−1 as |x| → 0,

α|x|−(n−2s) as |x| → ∞.
(2.6)

Moreover, by the above argument and the maximum principle, one can check that
0 < uα(x) < us(x) for 0 < α < ∞, and

lim
α→0

uα(x) = 0, lim
α→∞

uα(x) = us(x)

uniformly in any compact set in Rn\{0}.
Thus we finish the proof of Theorem 1.2.
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3. Construction of approximate solutions

We construct approximate solutions of (1.1) in this section. The ideas here
follow closely [9]; our new difficulty is to estimate the non-local terms that come
from (−∆)s and ∥ · ∥Hs .

A pair of functions (ū, f̄) is called quasi-solution of (1.1) if

(−∆)sū = ūp + f̄ in Ω.

Given the family of solutions {uα} that we have just constructed, we have

lim
α→0

∫
Rn

uq
α dx = 0 (3.1)

for 0 < q < p∗, where p∗ is defined by

p∗ =
n(p− 1)

2s
.

Under our hypothesis n
n−2s < p < p1, which yields the stability condition (1.11),

let ε0 be

ε0 = 1−
pAp−1

p,n

Λn,s
> 0.

The reason for this choice will become clear in the proof.

Lemma 3.1. Fix p0, q0 > 0 such that p < p0 < p∗, 2n
n+2s < q0 < n

2s . Let η > 0 and

{x̄1, · · · , x̄k} ⊂ Ω.
Then a quasi-solution (ū, f̄) of (1.1) can be constructed to satisfy the following:

(i) ū := ūk is smooth except at x̄j, 1 ≤ j ≤ k. At x̄j, ūk has the asymptotic
behavior

lim
x→x̄j

ūk(x)|x− x̄j |
2s

p−1 = Ap,n. (3.2)

(ii) ∫
Ω

ūp0

k dx < η,

∫
Ω

f̄q0
k dx < η. (3.3)

(iii) Set

Qk(ϕ) =

1 +
k∑

j=1

3−jε0 − ε0

 ∥ϕ∥2Hs − p

∫
Ω

ūp−1
k ϕ2 dx, (3.4)

for ϕ ∈ Hs
0(Ω). Then Qk is positive definite and equivalent to the Hs

0 -norm
in Hs

0(Ω).

Proof. We will construct (ūk, f̄k) by induction on k. First we note that for α ∈
(0,∞), we have

p

∫
Rn

up−1
α (x)ϕ2(x) dx ≤ p

∫
Rn

up−1
s (x)ϕ2(x) dx

= pAp,n

∫
Rn

|x|−2sϕ2(x) dx

= (1− ε0)∥ϕ∥2Hs ,

(3.5)

for any ϕ ∈ C∞
0 (Rn). Here we have used Hardy’s inequality (1.10) in the last step.

Now let χ(x) = χ(|x|) be a smooth cut-off function such that χ(t) = 1 for
0 ≤ t ≤ 1

2 and χ(t) = 0 for t ≥ 1. For r > 0, we denote χr(x) = χ(xr ).
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For k = 0, the pair (0, 0) is a (trivial) quasi-solution and satisfies (i)-(iii) of
Lemma 3.1.

Next, suppose that the conclusions of Lemma 3.1 hold true for (k − 1) points
(x̄1, · · · , x̄k−1) and (ūk−1, f̄k−1) is a quasi-solution satisfying (i)-(iii). Let

0 < rk < 1
2 min{dist(x̄k, ∂Ω), |x̄k − x̄j |, 1 ≤ j ≤ k − 1}

and define

ūk = ūk−1 + χrk(x− x̄k)uα(x− x̄k) (3.6)

where rk, α are to be chosen later. Then

∥ūk − ūk−1∥Lp0 ≤ ∥uα∥Lp0 .

If α is small enough, we have

∥uα∥Lp0 < 1
2 (η − ∥ūk−1∥Lp0 ),

which yields

∥ūk∥Lp0 < 1
2 (η + ∥ūk−1∥Lp0 ) < η.

For simplicity, denote χk := χrk , we may also take x̄k = 0. Set

f̄k = (−∆)sūk − ūp
k

= f̄k−1 − (ūp
k − ūp

k−1 − χp
ku

p
α)

+
[
(χk − χp

k)u
p
α + cn,sPV

∫
Ω

uα(y)(χk(x)− χk(y))

|x− y|n+2s
dy
]

=: fk−1 − g1 + g2.

We note that ūk−1 is smooth in B(x̄k, rk). Hence,∫
Ω

gq01 dx =

∫
B(x̄k,rk)

|g1|q0 dx ≤ C

∫
B(x̄k,rk)

(1 + u(p−1)q0
α ) dx, (3.7)

which can be small if both rk, α are small and 2n
n+2s ≤ q0 < n

2s . Moreover,

∥g2∥L∞ ≤ ∥(χk − χp
k)u

p
α∥L∞ +

∥∥∥cn,sPV

∫
Ω

uα(y)(χk(x)− χk(y))

|x− y|n+2s
dy
∥∥∥
L∞

≤ C(∥uα∥L∞(Dk) + ∥uα∥Lq ),

(3.8)

where Dk = {x ∈ Rn, rk
2 < |x| < rk} for some 1 < q < p∗, which is small if α is

small enough by (3.1). We conclude from (3.7) and (3.8) that

∥fk∥Lq0 ≤ ∥fk−1∥Lq0 + ∥g1∥Lq0 + ∥g2∥Lq0 < η.

This proves 3.3 for ūk and f̄k.

The proof of (iii) is divided into two steps:

Step 1. There exists a constant C0 > 0 independent of α such that

p

∫
Ω

ūp−1
k ϕ2 dx ≤ (1 +

k−1∑
j=1

3−jε0 − ε0)∥ϕ∥2Hs + C0

∫
Ω

ϕ2 dx (3.9)

holds true for any ϕ ∈ Hs
0(Ω).
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Let χi ∈ C∞(Ω), i = 1, 2, such that χ2
1 +χ2

2 = 1 and the support of χ1 is disjoint
from B(x̄k, rk) and the support of χ2 is disjoint from {x̄1, · · · , x̄k−1}. Then, by our
induction hypothesis and the initial claim (3.5),

p

∫
Ω

ūp−1
k ϕ2 dx = p

∫
Ω

ūp−1
k χ2

1ϕ
2 dx+ p

∫
Ω

ūp−1
k χ2

2ϕ
2 dx

≤ (1 +

k−1∑
j=1

3−jε0 − ε0)∥χ1ϕ∥2Hs + (1− ε0)∥χ2ϕ∥2Hs + C

∫
Ω

ϕ2 dx

≤ (1 +
k−1∑
j=1

3−jε0 − ε0)(∥χ1ϕ∥2Hs + ∥χ2ϕ∥2Hs) + C

∫
Ω

ϕ2 dx

≤ (1 +
k∑

j=1

3−jε0 − ε0)∥ϕ∥2Hs + C

∫
Ω

ϕ2 dx.

Here we have used that

∥χ1ϕ∥2Hs + ∥χ2ϕ∥2Hs

= ∥ϕ∥2Hs +
cn,s
2

∫
Ω

∫
Ω

ϕ(x)ϕ(y)[(χ1(x)− χ1(y))
2 + (χ2(x)− χ2(y))

2]

|x− y|n+2s
dxdy

≤ ∥ϕ∥2Hs + C

∫
Ω

ϕ2 dx.

Step 2. Denote δ0 = 1 +
∑k−1

j=1 3
−jε0 − ε0. We can find a finite dimensional

subspace N of Hs
0(Ω) such that

C0

∫
Ω

ϕ2 dx ≤ 3−(k+1)δ−1
0 ε0Qk−1(ϕ) (3.10)

for all ϕ ∈ Hs
0(Ω) which is orthogonal to N with respect to the quadratic form

Qk−1 and C0 is the constant stated in (3.9).

Consider, for instance, the k-th eigenspace N̄ for (−∆)s with Dirichlet conditions
for k ≥ l with l large. Since the eigenvalues of (−∆)s increases to +∞, we can take
N = N̄⊥ with respect to Qk−1 in Hs

0(Ω).

For any ϕ ∈ Hs
0(Ω), decompose ϕ = ϕ1 + ϕ2 where ϕ1 ∈ N and ϕ2 ∈ N⊥ (with

respect to Qk−1). Let ūk = ūk−1 + vk and Bk = B(x̄k, rk). Then,

p

∫
Ω

ūp−1
k ϕ2 dx = p

∫
Ω

ūp−1
k (ϕ1 + ϕ2)

2 dx

= p

∫
Ω

ūp−1
k ϕ2

1 dx+ p

∫
Ω

ūp−1
k ϕ2

2 dx+ 2p

∫
Ω

ūp−1
k ϕ1ϕ2 dx

≤ p

∫
Ω

ūp−1
k ϕ2

2 dx+ p

∫
Ω

ūp−1
k−1ϕ

2
1 dx+ 2p

∫
Ω

ūp−1
k−1ϕ1ϕ2 dx

+ C

(∫
Ω

vp−1
k ϕ2

1 dx+

∫
Ω

vp−1
k ϕ1ϕ2 dx+

∫
Bk

(ϕ2
1 + ϕ1ϕ2) dx

)
,

(3.11)

where we have used that ūk = ūk−1 outside Bk, and that in Bk,

ūp−1
k = (ūk−1 + vk)

p−1 ≤ C(1 + vp−1
k ).
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To estimate the sum of the first three terms in the last step of (3.11), we utilize
Step 1 and the induction hypothesis to obtain

p

∫
Ω

ūp−1
k ϕ2

2 dx+ p

∫
Ω

ūp−1
k−1ϕ

2
1 dx+ 2p

∫
Ω

ūp−1
k−1ϕ1ϕ2 dx

≤ δ0(∥ϕ1∥2Hs + ∥ϕ2∥2Hs) + 2p

∫
Ω

ūp−1
k−1ϕ1ϕ2 dx+ C0

∫
Ω

ϕ2
2 dx.

(3.12)

Since ϕ1 ⊥ ϕ2, by the definition of the quadratic form Qk−1 and its associated
bilinear form we have

p

∫
Ω

ūp−1
k−1ϕ1ϕ2 = δ0

∫
Ω

∫
Ω

(ϕ1(x)− ϕ1(y))(ϕ2(x)− ϕ2(y))

|x− y|n+2s
dxdy. (3.13)

Therefore, recalling the definition of the Hs norm, we have from (3.12) and (3.10),

p

∫
Ω

ūp−1
k ϕ2

2 dx+ p

∫
Ω

ūp−1
k−1ϕ

2
1 dx+ 2p

∫
Ω

ūp−1
k−1ϕ1ϕ2 dx

≤ δ0∥ϕ∥2Hs + C0

∫
Ω

ϕ2
2 dx

≤ δ0∥ϕ∥2Hs + 3−(k+1)δ−1
0 ε0Qk−1(ϕ)

≤ (δ0 + 3−(k+1)ε0)∥ϕ∥2Hs .

Now we estimate the last line in (3.11). For any ε̃ > 0, using Hölder’s inequality
and (3.5) we have∫

Ω

vp−1
k (|ϕ1ϕ2|+ ϕ2

1) dx ≤ ε̃

∫
Ω

vp−1
k ϕ2 dx+ Cε̃

∫
Ω

vp−1
k ϕ2

1 dx

≤ Cε̃(1− ε0)∥ϕ∥2Hs + Cε̃

∫
Ω

vp−1
k ϕ2

1 dx

≤ 3−(k+1)

2
ε0∥ϕ∥2Hs + Cε̃

∫
Bk

vp−1
k ϕ2

1 dx,

provided that ε̃ is small enough. Next, for the last two terms of (3.11),∫
Bk

(ϕ2
1 + |ϕ1ϕ2|) dx ≤ Cε̃

∫
Bk

ϕ2
1 dx+ ε̃

∫
Ω

ϕ2 dx ≤ Cε̃

∫
Bk

ϕ2
1 dx+ C1ε∥ϕ∥2Hs

≤ 3−(k+1)

2
ε0∥ϕ∥2Hs + Cε̃

∫
Bk

ϕ2
1 dx.

In conclusion, we have that (3.11) can be estimated by

p

∫
Ω

ūp−1
k ϕ2 dx ≤

(
δ0 + 2 · 3−(k+1)ε0

)
∥ϕ∥2Hs + C1

∫
Bk

(vp−1
k ϕ2

1 + ϕ2
1) dx,

where C is a constant independent of α and rk. Since N has finite dimension, rk
can be chosen so small such that

C1

∫
Bk

ϕ2
1 dx ≤ 2−13−(k+1)ε0Qk−1(ϕ1) ≤ 2−13−(k+1)ε0∥ϕ∥2Hs .
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After fixing rk, we may choose α small, then by Theorem 1.2 and (3.5), we have

C1

∫
vp−1
k ϕ2

1 dx ≤ 2−13−(k+1)ε0Qk−1(ϕ1) dx

≤ 2−13−(k+1)ε0Qk−1(ϕ) dx

≤ 2−13−(k+1)ε0∥ϕ∥2Hs .

This completes the proof of the Lemma. �

Let (ū, f̄) be a quasi-solution. If u = ū+ v is a solution, then v satisfies
(−∆)sv + ūp − (ū+ v)p + f̄ = 0 in Ω,

ū+ v > 0 in Ω,

v = 0 on ∂Ω

(3.14)

Define

E(ϕ) =
1

2
∥ϕ∥2Hs −

∫
Ω

F (ū, ϕ) dx+

∫
Ω

f̄ϕ dx (3.15)

for ϕ ∈ Hs
0(Ω), where

F (s, t) =
1

p+ 1

(
|s+ t|p(s+ t)− sp+1 − (p+ 1)spt

)
. (3.16)

Lemma 3.2. E ∈ C1(Hs
0 ;R) and any critical point v of E satisfies

(−∆)sv − |ū+ v|p − ūp + f̄ = 0 in Ω,

v̄ + v > 0 in Ω,

v = 0 on ∂Ω.

(3.17)

Moreover, E satisfies (P.S.) condition.

Proof. The first part of this lemma is standard. To prove the Palais-Smale condi-
tion, suppose that there is a sequence {vj} ⊂ Hs

0(Ω) such that

E(vj) → C and E′(vj) → 0 in Hs
0(Ω) (3.18)

as j → ∞. We would like to show that there exists a strongly convergent sequence
of {vj}. It is straightforward to calculate

⟨E′(vj), ϕ⟩ =
cn,s
2

∫
Ω

∫
Ω

(ϕ(x)− ϕ(y))(vj(x)− vj(y))

|x− y|n+2s
dxdy

−
∫
Ω

(|ū+ vj |p − ūp)ϕdx+

∫
Ω

f̄ϕ dx.

(3.19)

Case 1. Let p ≤ 2. A direct computation shows that

E(vj)−
1

p+ 1
⟨E′(vj), vj⟩

=
p− 1

2(p+ 1)
∥vj∥2Hs −

1

p+ 1

∫
Ω

[
|ū+ vj |pū− ūp+1 − pūpvj

]
dx

+
p

p+ 1

∫
Ω

f̄vj dx.

Since p ≤ 2, there holds the inequality∣∣|ū+ vj |pū− ūp+1 − pūpvj
∣∣ ≤ p(p− 1)

2
ūp−1v2j .
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So we have by (3.18) that,

p− 1

2(p+ 1)

[
∥vj∥2Hs − p

∫
Ω

ūp−1v2j

]
≤ C(1 + ∥vj∥Hs). (3.20)

By Lemma 3.1,

∥vj∥2Hs − p

∫
Ω

ūp−1v2j dx ≥ C∥vj∥2Hs . (3.21)

Combining the above two estimates, we have the boundedness of ∥vj∥Hs . Further-
more, by (3.19), we have

⟨E′(vi)− E′(vj), vi − vj⟩ = ∥vi − vj∥2Hs

−
∫
Ω

(|vi + ū|p − |vj + ū|p)(vi − vj) dx.
(3.22)

Since ∣∣|1 + x|p − |1 + y|p
∣∣ ≤ pmax{(1 + |x|)p−1, (1 + |y|)p−1}|x− y|
≤ p|x− y|+ C(|x|p−1 + |y|p−1)|x− y|,

we have from (3.22)

∥vi − vj∥2Hs − p

∫
Ω

ūp−1|vi − vj |2 dx ≤ C

∫
Ω

(|vi|p−1 + |vj |p−1)(vi − vj)
2 dx

+ o(1)∥vi − vj∥Hs .

(3.23)

By Hölder’s inequality, the first term of the right hand side can be estimated by∫
Ω

(|vi|p−1 + |vj |p−1)|vi − vj |2 dx

≤
(∫

Ω

(|vi|p−1 + |vj |p−1)q
′
dx

) 1
q′
(∫

Ω

|vi − vj |2q dx
) 1

q

dx

≤ C

(∫
Ω

|vi|q
′(p−1) + |vj |q

′(p−1) dx

) 1
q′

∥vi − vj∥2L2q ,

where 1
q′ +

1
q = 1, 1

q = 1− (n−2s)(p−1)
2n > 1− 2s

n , so that 2q < 2n
n−2s and q′(p− 1) =

2n
n−2s .

By construction, there exists a subsequence of {vj}, still denoted by vj , which
converges in L2q(Ω). Then by the above inequality, from (3.23) we have that {vj}
strongly converges in Hs

0(Ω).

Case 2. Let p > 2. We first use (3.19) with ϕ = v−j to get

⟨E′(vj), v
−
j ⟩ = −∥v−j ∥

2
Hs +

∫
Ω

(ūp −
∣∣ū− v−j

∣∣p)v−j dx+

∫
Ω

f̄v−j dx.

Here we have used the fact that ⟨v+j , v
−
j ⟩ = 0. Since 1− |1− x|p ≤ px for all x ≥ 0,

we have

(1− o(1))
∥∥v−j ∥∥2Hs

− p

∫
Ω

ūp−1(v−j )
2 dx ≤ C

∥∥v−j ∥∥Hs
,
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as j → ∞. Now the boundedness of
∥∥v−j ∥∥Hs

follows from Lemma 3.1(iii). Once we

have that, it is easy to see∣∣∣∣∫
Ω

F (ū,−v−j )

∣∣∣∣ ≤ C

∫
Ω

∣∣v−j ∣∣p+1
+ ūp−1(v−j )

2 dx

≤ C

∫
Ω

(∥∥v−j ∥∥p+1

Hs
+
∥∥v−j ∥∥2Hs

)
≤ C

so that

E(vj)

=
1

2

∥∥v+j ∥∥2Hs
+

1

2

∥∥v−j ∥∥2Hs
−
∫
Ω

F (ū, v+j ) dx−
∫
Ω

F (ū, v−j ) dx+

∫
Ω

f̄(v+j − v−j ) dx

= E(v+j ) +O(1)

as j → ∞.
Next we look for a bound of

∥∥v+j ∥∥Hs
by putting ϕ = v+j in (3.19), which yields

⟨E′(vj), v
+
j ⟩ = ∥v+j ∥

2
Hs −

∫
Ω

(|ū+ v+j |
p − ūp)v+j dx+

∫
Ω

f̄v+j dx. (3.24)

From the elementary inequality

(1 + x)px− x− 2

p+ 1
((1 + x)p+1 − 1− (p+ 1)x) ≥ p− 1

p+ 1
xp+1,

which holds for x ≥ 0, we have

p− 1

p+ 1

∫
Ω

(v+j )
p+1 ≤ 2E(vj)− ⟨E′(vj), v

+
j ⟩ −

∫
Ω

f̄v+j dx+O(1). (3.25)

For any ε > 0, there exists Cε > 0 such that

((ū+ v+j )
p − ūp)v+j ≤ (p+ ε)ūp−1(v+j )

2 + Cε(v
+
j )

p+1.

By (3.24),

∥v+j ∥
2
Hs − (p+ ε)

∫
Ω

ūp−1(v+j )
2 dx

≤ ⟨E′(vj), v
+
j ⟩ −

∫
Ω

f̄v+j dx+ Cε

∫
Ω

(v+j )
p+1 dx+O(1).

Together with Lemma 3.1 and (3.25) we see for any fixed ε > 0 small,

∥v+j ∥
2
Hs ≤ C(1 + ∥v+j ∥Hs)

for all sufficiently large j. Hence we have established the boundedness of ∥vj∥Hs =√∥∥v+j ∥∥2Hs
+
∥∥v−j ∥∥2Hs

. We can use the argument in Case 1 to obtain strongly con-

vergence in Hs
0(Ω). Therefore, the (P.S.) condition is satisfied and the proof is

complete.
�

Lemma 3.3. Let {x̄1, · · · , x̄k} be any set of finite points in Ω. Then there exists
at least two distinct solutions having {x̄1, · · · , x̄k} as its singular set.
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Proof. We claim that there exist positive numbers η0, ρ, θ > 0 such that if (ū, f̄) is
a quasi-solution of (1.1) with 0 < η < η0, then

E(u) ≥ θ > 0

for u ∈ Hs
0(Ω) such that ρ ≤ ∥u∥Hs

0
≤ 2ρ. After the claim, the existence part

follows immediately. Indeed, one solution can be obtained from minimizing

min
∥u∥Hs≤ρ

E(u) ≤ E(0) = 0 < θ,

and the other solution obtained from the mountain pass lemma.

First, for any ε > 0, there exists Cε > 0 such that

|F+(s, t)| ≤
p

2
(1 + ε)sp−1t2 + Cεt

p+1.

Thus

2E(v) ≥ ∥v∥2Hs − p(1 + ε)

∫
Ω

ūp−1v2 dx− Cε

∫
Ω

vp+1 dx− 2η0

(∫
Ω

v
2n

n−2s dx
)n−2s

2n

,

using Lemma 3.1 to estimate f̄ . By Sobolev’s embedding and Lemma 3.1 again,
for ε > 0 small

2E(v) ≥ C1∥v∥2Hs − C2

(
∥v∥p+1

Hs + η0∥v∥Hs

)
.

Then the claim follows easily.

Suppose that u = ū+ v is any solution of (1.1) with v ∈ Hs
0(Ω). Since p < n+2s

n−2s

is subcritical, a standard bootstrap argument shows that v ∈ C∞(Ω\{x̄1, · · · , x̄k})
(see, for instance, [14] for the regularity of equation (1.1)).

If we assume that x̄j is a removable singularity for u, by (i) of Lemma 3.1,
−ū ≤ v ≤ c− ū in a neighborhood of x̄j which implies that v /∈ Lp+1(Ω) (note that
2s(p+1)
p−1 > n). This contradicts the fact that v ∈ Hs

0(Ω) since p + 1 < 2n
n−2s , and

completes the proof of the Lemma.
�

Lemma 3.4. Let v be a solution of (3.14) and v ∈ Hs
0(Ω). Then |v|a ∈ Hs

0(Ω) for
some a > 1. The constant a depends on p, q0 and n.

Proof. By Lemma 3.3, we know v ∈ C∞(Ω\{x̄1, · · · , x̄k}). We claim that there

exists δ = δ(p, q0, n) > 0 such that |x− x̄i|−δv ∈ L
2n

n−2s (Ω) for 1 ≤ i ≤ k.

Let η(x) = (|x − x̄i|2 + σ2)−
δ
2 , 1 ≤ i ≤ k, for σ > 0 small. Using the weak

formulation of (3.14) with the test function η2v we have

∥ηv∥2Hs −
cn,s
2

∫
Ω

∫
Ω

v(x)v(y)(η(x)− η(y))2

|x− y|n+2s
dxdy

=

∫
Ω

[(ū+ v)p − ūp]η2v dx−
∫
Ω

f̄η2v dx

≤ (p+ ε)

∫
Ω

ūp−1η2v2 dx+ Cε

∫
Ω

η2vp+1 dx−
∫
Ω

f̄η2v dx.
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By the elementary inequality 2xy ≤ x2 + y2 and similar argument in the proof of
Lemma 2.2 of [12], we have

cn,s
2

∫
Ω

∫
Ω

v(x)v(y)(η(x)− η(y))2

|x− y|n+2s
dxdy

≤ C

∫
Ω

∫
Ω

(
v(x)2

(η(x)− η(y))2

|x− y|n+2s + v(y)2
(η(x)− η(y))2

|x− y|n+2s

)
dxdy

≤ C

∫
Ω

v(x)2

(σ2 + |x− x̄i|2)δ+s
dx

≤ C.

Thus, using Lemma 3.1, we deduce that for ε small enough,

∥ηv∥2Hs ≤ C + C

(∫
Ω

η2q dx

) 1
q
(∫

Ω

v
2n

n−2s dx

) (n−2s)(p+1)
2n

+ C

(∫
Ω

(f̄η2)
2n

n+2s dx

)n+2s
2n
(∫

Ω

v
2n

n−2s dx

)n−2s
2n

,

(3.26)

where we have applied Hölder’s inequality with exponents 1
q′ = (n−2s)(p+1)

2n , 1
q =

1 − (n−2s)(p+1)
2n for the first integral, and with exponents q′ = 2n

n−2s , q = 2n
n+2s for

the second one.
Since f̄ ∈ Lq0 with q0 > 2n

n+2s , δ can be chosen so small that the integrands
involving η are integrable around x̄i even if σ = 0, so that the right hand side of
the above (3.26) has an upper bounded independent of σ. In other words, if δ is
small then we have

∥ηv∥2Hs ≤ C.

Letting σ → 0, we have |x− xi|−δv ∈ Hs
0(Ω), and the claim is proved.

Recalling (3.2), we know that |v| ≤ C|x − x̄i|−τ for τ ≥ 2s
p−1 . Then the above

claim implies that v ∈ L
2n

n−2sa0 for some a0 > 1 which depends only on p, q0, n, s. To
estimate ∥|v|a1∥Hs for 1 < a1 < a0, we use a pointwise inequality from [8] originally
due to Córdoba-Córdoba [10], which states that for any φ ∈ C2(Rn) convex and u
such that (−∆)su and (−∆)sφ(u) both exist, there holds

(−∆)sφ(u) ≤ φ′(u)(−∆)su.

With φ(v) = |v|a1 , we compute

(−∆)s |v|a1 ≤ a1 |v|a1−2
v(−∆)sv
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and hence

∥ |v|a1 ∥2Hs =

∫
Ω

|v|a1 (−∆)s |v|a1 dx

≤ a1

∫
Ω

|v|2a1−1|(−∆)sv| dx

≤ a1

∫
Ω

|v|2a1−1|f̄ | dx+ C

∫
Ω

(ūp−1|v|2a1 + |v|2a1−1+p) dx

≤ C

[(∫
Ω

|v|(2a1−1) 2n
n−2s dx

)n−2s
2n
(∫

Ω

f̄
2n

n+2s dx

)n+2s
2n

+

(∫
Ω

ū
q

q−1 (p−1) dx

) q−1
q
(∫

Ω

|v|2a1q dx

) 1
q

+

∫
Ω

|v|2a1−1+p dx

]
.

If we choose 1 < a1 < a0 such that 2a1 < a0 + 1 and 2a1 − 1 + p ≤ 2na0

n−2s , then

using the fact that ū ∈ Lq for q < p∗, v ∈ L
2na0
n−2s and f̄ ∈ Lq0 for 2n

n+2s ≤ q0 < n
2s ,

we get that the above estimate is finite. Thus for some a1 > 1, both ∥|v|a1∥Hs and
∥va1∥

L
2n

n−2s
are finite. The proof is completed.

�

4. Proofs of Theorem 1.3 and 1.4

In this section we complete the proofs of Theorem 1.3 and 1.4. Here we also
follow very closely the arguments in [9], making the necessary modifications to
handle the non-local terms.

Proof of Theorem 1.3. First we give a proof of the existence of weak solutions
with prescribed singular set.

If the singular set S consists of a finite number of points, then the existence of
two distinct solutions is proved in Lemma 3.2.

Let {x̄1, . . . , x̄k, . . . } be a countable dense subset of S, and let pk be an increasing
sequence satisfying limk→∞ pk = p∗. For η > 0, by Lemma 3.1, we can construct a
sequence of quasi-solutions (ūk, f̄k) with singular set {x̄1, · · · , x̄k} such that∫

Ω

|ūk+1 − ūk|pk dx ≤ η

2k
,

∫
Ω

|f̄k+1 − f̄k|q0 dx ≤ η

2k
,

where q0 is a fixed constant such that 2n
n+2s ≤ q0 < n

2s . Hence {ūk} converges

strongly to ū in Lq(Ω) for q < p∗. When η is small, by Lemma 3.3, we can find two
sequences of solutions {ui

k} of (1.1) such that ui
k = ūk + vik, i = 1, 2, satisfying

∥v1k∥2Hs ≤ ρ0 ≤ ∥v2k∥2Hs ≤ ρ1,

where ρ1 > ρ0 are two constants independent of k. Letting vk be one of these two
solutions, we have

∥ |vk|a1 ∥2Hs ≤ C (4.1)

for some a1 > 1 and C > 0 are independent of k. By Sobolev’s embedding and

Hölder’s inequality, we may further assume that {vk} converges in L
2na
n−2s and weakly

converges to v in Hs
0 for any 1 < a < a1. We wish to prove that vk → v strongly

in Hs
0 . By elliptic estimates (see the summary in [14], for instance), it suffices to
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show that |ūk + vk|p − ūp
k converges strongly in L

2n
n+2s . This statement is proved in

the following two steps:

Step 1. {ūp−1
k vk} strongly converges to ūp−1v in L

2n
n+2s .

We have∫
Ω

|ūp−1vk − ūp−1v|
2n

n+2s dx

≤ C

∫
Ω

|ūp−1
k − ūp−1|

2n
n+2s v

2n
n+2s

k dx+

∫
Ω

ū(p−1) 2n
n+2s |vk − v|

2n
n+2s dx

≤ C

[(∫
Ω

|ūp−1
k − ūp−1|

2nq′
n+2s dx

) 1
q′
(∫

Ω

v
2na
n−2s

k dx

) n−2s
a(n+2s)

+

(∫
Ω

ū(p−1) 2nq′
n+2s dx

) 1
q′
(∫

Ω

|vk − v|
2na
n−2s dx

) n−2s
a(n+2s)

]
,

where
1

q′
= 1− n− 2s

a(n+ 2s)
>

4s

n+ 2s
.

Since ūk → ū in Lq(Ω) as k → ∞ for any q < p∗ = n(p−1)
2s , and the exponent 2nq′

n+2s

satisfies

(p− 1)
2nq′

n+ 2s
<

n(p− 1)

2s
= p∗,

we have ∫
Ω

|ūp−1
k − ūp−1|

2nq′
n+2s dx+

∫
Ω

|vk − v|
2na
n−2s dx → 0

as k → ∞. Step 1 is proved.

Step 2. Since∣∣∣|ūk + vk|p − ūp
k − pūp−1

k vk

∣∣∣ p+1
p ≤ C(ūp−1

k v2k + vp+1
k ),

by Step 1 and Lebesgue’s dominated convergence theorem, we have∫
Ω

∣∣∣(|ūk + vk|p − ūp
k − pūp−1

k vk)− (|ū+ v|p − ūp + pūp−1v)
∣∣∣ p+1

p

dx → 0.

Moreover, since p+1
p = 1 + 1

p > 2n
n+2s and |ūk + vk|p − ūp

k can be written as the

sum of |ūk + vk|p − ūp
k − pūp−1

k vk and pūp−1
k vk, we conclude that {|ūk + vk|p − ūp

k}
strongly converges in L

2n
n+2s (Ω). By elliptic estimates, {vk} converges to v strongly

in Hs
0(Ω), and the limits satisfy v1 ̸= v2.

Let us show that both solutions are singular in the set S. Set u = ū + v where
v is one of vi obtained above. Then u is a solution of (1.1). It is obvious that
u ∈ C∞(Ω\S). For any x0 ∈ S, any open neighborhood of x0 contains x̄k for some
k. If u is bounded in this neighborhood,

|v| ≥ ū− C ≥ C0|x− xk|−
2s

p−1 − C,

in view of (i) of Lemma 3.1, which is a contradiction to v ∈ Lp+1. Therefore, the
singular set of u is exactly equal to S.
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Finally, let η0 = 1
k where k is a large positive integer. By the above argument,

we can construct two sequences of solutions {ui
k}, i = 1, 2, such that ui

k = ūi
k + vik

with vik ∈ Hs
0(Ω) which satisfies

∥ūk∥pk

Lpk ≤ 1

k
, ∥v1k∥2Hs ≤ ρk ≤ ρ0 ≤ ∥v2k∥2Hs ≤ ρ1,

where pk → p∗ and limk→∞ ρk = 0; both ρ0, ρ1 are two constants independent of
k. Thus u1

k → 0 in Lq(Ω) for q < p∗.

On the other hand, as in the proof of Steps 1 and 2, v2k → v2 in Hs
0 and

∥v2∥2Hs ≥ ρ0. This implies that v2 is a weak solution of (1.1). Since v2 ∈ Hs
0(Ω),

by a bootstrap argument, we can show that v2 ∈ C∞(Ω).

The proof of Theorem 1.3 is finished.
�

Proof of Theorem 1.4. We follow the same procedure as in the proof of the
previous theorems.

By the assumption H, let m > n+2s
2 be positive integer such that the following

holds:
Γ(m+2s

4 )2

Γ(m−2s
4 )2

> p
Γ(m2 − s

p−1 )Γ(s+
s

p−1 )

Γ( s
p−1 )Γ(

m−2s
2 − s

p−1 )
.

We let p := n+2s
n−2s here and in the following.

Let Sn−m be a (n − m)-dimensional sphere in Rn and p0 ∈ Sn−m. Using the
Kelvin transform for the solution of (1.7) above, we can construct a family of
solutions {uα, α > 0} of

(−∆)suα = up
α in Rn

satisfying properties (4.2)-(4.4) below:

lim
x→Sn−m

uα(x)d(x)
n−2s

2 = Ap,m (4.2)

uniformly in any compact set of Sn−m\{p0} where d(x) denotes the distance from
x to Sn−m. Moreover,

lim
α→0

uα(x) = 0 and lim
α→0

∫
Rn

up
α(x) dx = 0, (4.3)

uniformly in any compact set of (Rn ∪ {∞})\Sn−m.

Moreover, thanks to statement (3.5) in Lemma 3.1, for ϕ ∈ Hs(Rn),

p

∫
Rn

up−1
α ϕ2 dx ≤ (1− ε0)∥ϕ∥2Hs (4.4)

for some positive constant ε0 depending on m,n.
Let us show the above claims. For this, let ũα(x, y) = ũα(x) where ũα is the

entire radial solution of

(−∆Rm)sũα(x) = ũ
n+2s
n−2s
α (x) in Rm,

ũα(x) > 0 in Rm,

lim
|x|→0

|x|
2s

p−1 ũα(x) = Ap,m,

lim
|x|→∞

|x|m−2s
ũα(x) = α,

(4.5)
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for x ∈ Rm and y ∈ Rn−m. The existence comes from Theorem 1.2, since 2m >
n+ 2s, and H. is satisfied, we have m

m−2s < n+2s
n−2s < p1(m).

We will show that ũα(x) is a weak solution of

(−∆Rm)sũα(x) = ũ
n+2s
n−2s
α (x) in Rm,

Indeed, following Lemma 2.1 in [5], for any ε > 0, we set

ζ(x) = 1−
(
1 +

∣∣ε−1x
∣∣2)−(m+2s)

.

so that ζ(x) → 1 for all x ∈ Rm\ {0} as ε → 0. Let φ ∈ C∞
c (B1). Testing (4.5)

with ζφ, we have∫
B1

ζφũ
n+2s
n−2s
α dx =

∫
B1

ζφ(−∆)sũα dx

=

∫
Rm

ũα(−∆)s(ζφ) dx

=

∫
Rm

ũα

(
ζ(−∆)sφ+ cn,s

∫
Rm

φ(y)
ζ(x)− ζ(y)

|x− y|n+2s dy

)
dx

Thus,∫
Rm

ζ

(
φũ

n+2s
n−2s
α − ũα(−∆)sφ

)
dx =

∫
Rm

ũα

(
cn,s

∫
B1

φ(y)
ζ(x)− ζ(y)

|x− y|n+2s dy

)
dx

A slight modification of the proof of Lemma 3.13 in [14] shows that∣∣∣∣∣
∫
B1

φ(y)
ζ(x)− ζ(y)

|x− y|m+2s dy

∣∣∣∣∣ ≤ Cε−2s
(
1 +

∣∣ε−1x
∣∣2)−(m+2s)

,

which implies∣∣∣∣∫
Rm

ζ

(
φũ

n+2s
n−2s
α − ũα(−∆)sφ

)
dx

∣∣∣∣ = C

∫
Rm

|ũα| ε−2s
(
1 +

∣∣ε−1x
∣∣2)−(m+2s)

dx

Note that ũα ∈ Lq(Rm) where q = n+2s
n−2s ∈

(
m

m−2s ,
m+2s
m−2s

)
. By Hölder’s inequality,

we have ∣∣∣∣∫
Rm

ζ

(
φũ

n+2s
n−2s
α − ũα(−∆)sφ

)
dx

∣∣∣∣
≤ C ∥ũα∥Lq(Rm)

∥∥∥ε−2s(1 +
∣∣ε−1x

∣∣)−(m+2s)
∥∥∥
L

q
q−1 (Rm)

It suffices to show that the right hand side is o(1) as ε → 0. But it is clear that

ε−
2sq
q−1

∫
Rm

1(
1 + |ε−1x|2

) (m+2s)q
q−1

dx = εm− 2sq
q−1

∫
Rm

1(
1 + |y|2

) (m+2s)q
q−1

dy → 0

as ε → 0 since m > n+2s
2 . This proves that ũα(x) is a weak solution of

(−∆Rm)sũα(x) = ũ
n+2s
n−2s
α (x) in Rm,

and hence ũα(x, y) is a weak solution of

(−∆Rn)sũα(x, y) = ũ
n+2s
n−2s
α (x, y) in Rn.
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Let e = (1, 0, · · · , 0) and uα(x) = 1
|x−x0|n−2s ũα

(
x−x0

|x−x0|2 + e
)
for x ∈ Rn and

x0 /∈ Rn−m. Then uα(x) is a weak solution of{
(−∆)suα = u

n+2s
n−2s
α (x) in Rn,

uα(x) = O(|x|−(n−2s)) as |x| → ∞.
(4.6)

Let S̃n−m be the pre-image of Rn−m under the mapping x → x−x0

|x−x0|2 + e. It is easy

to see that S̃n−m is an (n−m)-dimensional sphere in Rn and uα(x) is a family of
weak solutions of

(−∆)su = u
n+2s
n−2s in Rn

satisfying (4.2)-(4.4). For (4.4), it is easy to check with both sides of (4.4) are

invariant under the Kelvin transformation. Since S̃n−m is congruent to any (n−m)-
sphere, the above claim follows easily.

Step 1. Let S1, . . . , Sk be a sequence of disjoint (n−m)-dimensional spheres. Fix
a small positive number η > 0 which will be determined later. We construct here
a sequence of positive approximate solutions {(ūk, f̄k)} satisfying (4.7), (4.8) and
(4.9).

Fix pk ∈ Sk, k = 1, 2, . . ., we have

lim
x→Sj ,x/∈Sj

ūk dj(x)
2s

p−1 = Ap,m (4.7)

uniformly in any compact set of Sj\{pj}, j = 1, . . . , k, where dj(x) denotes the
distance from x to Sj .

Denote f̄k = (−∆)sūk − ūp
k. We have
∫
Rn ūp

k dx < η,
∫
Rn f̄

2n
n+2s dx < η,

ūk → ū in Lp(Rn),

Supp{f̄k} ⊂
∪k

j=1 B(Sj , rj),
(4.8)

where B(Sj , rj) = {x ∈ Rn | dj(x) ≤ rj} and limj→∞ rj = 0.
The quadratic form

Q(ϕ) =

1 +
k∑

j=1

3−jε0 − ε0

 ∥ϕ∥2Hs − p

∫
Rn

ūp−1
k ϕ2 dx (4.9)

is positive definite and equivalent to the Hs(Rn)-norm.

The construction of ūk is exactly the same as in Lemma 3.1 except that the
cut-off function χk(x − x̄k) is replaced by χk(dk(x)). To prove (4.9), it suffices to
note the inequality (3.9) becomes

p

∫
Rn

ūp−1
k ϕ2 dx ≤

(
1 +

k−1∑
j=1

3−jε0 − ε0

)
∥ϕ∥2Hs + C

∫
K

ϕ2 dx, (4.10)

where C is a constant independent of α and K is a bounded set independent of α.
Then the rest of the proof can go through without any modification.

Next, let

E(ϕ) =
1

2
∥ϕ∥2Hs −

∫
Rn

F (ūk, ϕ) +

∫
Rn

f̄kϕdx
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for ϕ ∈ Hs(Rn) where

F (s, t) =
1

p+ 1

{
|s+ t|p(s+ p)− sp+1 − (p+ 1)spt

}
.

It is not difficult to see that E(ϕ) is continuous in the strong topology of Hs(Rn).

Now, for any ε > 0, there exists Cε > 0 such that

|F (x, t)| ≤ p
2 (1 + ε)sp−1t2 + Cε|t|p+1,

which yields

2E(ϕ) ≥ ∥ϕ∥2Hs − p(1 + ε)

∫
Rn

ūp−1
k ϕ2 dx− Cε

∫
Rn

|ϕ|p+1 dx

− 2

(∫
Rn

f̄
2n

n+2s

k dx

)n+2s
2n
(∫

Rn

|ϕ|p+1 dx

) 1
p+1

.

Fix ε1 > 0 so that, by (4.10),

∥ϕ∥2Hs − p(1 + ε1)

∫
Rn

ūp−1
k ϕ2 dx ≥ ε1∥ϕ∥2Hs .

By Sobolev’s embedding theorem, we have

2E(ϕ) ≥ ε1∥ϕ∥2Hs − C1

(
∥ϕ∥p+1

Hs + 2η∥ϕ∥Hs

)
.

Therefore, there exists small ρ = ρ(η) such that

inf
∥ϕ∥Hs=ρ

E(ϕ) ≥ ε1
4
ρ2 > 0

with lim
η→0

ρ(η) = 0.

Step 2. We claim that there exists v0 ∈ Hs(Rn) with ∥v0∥Hs < ρ such that

E(v0) = inf
∥v∥Hs≤ρ

E(v) < 0. (4.11)

Let vj ∈ Hs(Rn) with ∥vj∥Hs < ρ and lim
j→∞

E(vj) = inf
∥v∥Hs≤ρ

E(v). Since {vj} is

bounded in Hs(Rn), we can assume that vj → v0 weakly for some v0 ∈ Hs(Rn). If
vj → v0 strongly, we are done. Hence we may assume that ϕj = vj − v0 is weakly

convergent to 0 in L
2n

n−2s (Rn) as well but 0 < limj→∞ ∥vj∥Hs =: ρ̄. In order to
obtain a contradiction, we compute,

E(v0 + ϕj)− E(v0) =
1

2
∥ϕj∥2Hs −

∫
Rn

[F (ū, v0 + ϕj)− F (ū, v0)] dx+ o(1).

Because f̄k ∈ L
2n

n+2s (Rn), we decompose the second term of the right hand side
above into two terms:

F (ū, v0 + ϕj)− F (ū, v0)

=
1

p+ 1

{
|ū+ v0 + ϕj |p(ū+ v0 + ϕj)− |ū+ v0|p(ū+ v0)− (p+ 1)|ū+ v0|pϕj

}
+
{
|ū+ v0|p − ūp

}
ϕj

=: g1 + g2ϕj .
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For g1, we have that for any ε > 0, there exists Cε > 0 such that

|g1| ≤
p+ ε

2
|ū+ v0|p−1ϕ2

j + Cε|ϕj |p+1

≤ p+ 2ε

2
ūp−1ϕ2

j + Cε

(
|v0|p−1ϕ2

j + |ϕj |p+1
)
.

Therefore,∫
Rn

|g1| dx ≤ p+ 2ε

2

∫
Rn

ūp−1ϕ2
j dx+ Cε

∫
Rn

(
|v0|p−1ϕ2

j + |ϕj |p+1
)
dx

≤ p+ 2ε

2

∫
Rn

ūp−1ϕ2
j dx+ Cερ

p−1∥ϕj∥2Hs .

For g2, we note that p ≤ 2 (n ≥ 4s), and∣∣|ū+ v0|p − ūp − pūp−1v0
∣∣ ≤ C|v0|p

for some constant C > 0. By Sobolev’s embedding, we have

|ū+ v0|p − ūp − pūp−1v0 ∈ L
p+1
p (Rn).

Therefore,∫
Rn

g2ϕj dx =

∫
Rn

(|ū+ v0|p − ūp − pūp−1v0)ϕj dx+ p

∫
Rn

ūp−1v0ϕj dx = o(1).

Combining the above two estimates, we have

E(v0 + ϕj)− E(v0) ≥
1

2
∥ϕj∥2Hs −

p+ 2ε

2

∫
Rn

ūp−1ϕ2
j dx− Cερ

p−1∥ϕj∥2Hs + o(1).

Choose ε = pε1
2 and η small enough such that Cερ

p−1 < ε1
4 , then we have

lim
j→∞

E(v0 + ϕj) > E(v0)

which is a contradiction. Hence Step 2 is proved.

Finally, let vk be a solution of E(vk) = inf
∥v∥Hs≤ρ

E(v). Then by the maximum

principle, we can show that uk = ūk + vk is a positive solution of

(−∆)su = up in Rn.

Since vk is bounded in Hs(Rn), we can assume that, after passing to a subsequence,
vk → v ∈ Hs(Rn) in Lp(K) for any compact set K of Rn. Hence u = ū + v is a
non-negative weak solution of (1.13). Since v ∈ Hs(Rn) ∩ Lp(Rn), we have

v ∈ L
n+2s
n−2s (dµ), hence u ∈ L

n+2s
n−2s (dµ).

We claim that the singular set of u must include ∪∞
j=1Sj . If, on the contrary, there

exists a point q ∈ Sj\{pj}, q outside the singular set of u, then there exists a
neighborhood U of q such that u(x) ≤ C in U . This implies

− ū ≤ v ≤ C − ū (4.12)

or |v| ≥ ū − C ≥ ūj − C. However, v ∈ L
n+2s
n−2s (U) implies ūj ∈ L

2n
n−2s (U) which

is impossible since m < 2s(p+1)
p−1 . Therefore, ∪Sj is contained in the singular set of

u. Suppose that ∪Sj is dense in Rn. Because the singular set of u is closed, we
conclude that the singular set of u is the whole space Rn.

�
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M. González - Universidad Autónoma de Madrid, Departamento de Matemáticas,
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