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Abstract

This paper describes a novel numerical algorithm for simulating interfacial dynamics of non-Newtonian fluids. The
interface between two immiscible fluids is treated as a thin mixing layer across which physical properties vary steeply
but continuously. The property and evolution of the interfacial layer is governed by a phase-field variable / that obeys
a Cahn–Hilliard type of convection-diffusion equation. This circumvents the task of directly tracking the interface, and
produces the correct interfacial tension from the free energy stored in the mixing layer. Viscoelasticity and other types
of constitutive equations can be incorporated easily into the variational phase-field framework. The greatest challenge
of this approach is in resolving the sharp gradients at the interface. This is achieved by using an efficient adaptive meshing
scheme governed by the phase-field variable. The finite-element scheme easily accommodates complex flow geometry and
the adaptive meshing makes it possible to simulate large-scale two-phase systems of complex fluids. In two-dimensional
and axisymmetric three-dimensional implementations, the numerical toolkit is applied here to drop deformation in shear
and elongational flows, rise of drops and retraction of drops and torii. Some of these solutions serve as validation of the
method and illustrate its key features, while others explore novel physics of viscoelasticity in the deformation and evolution
of interfaces.
� 2006 Elsevier Inc. All rights reserved.
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1. Introduction

When two immiscible fluids are in contact, the interface often plays a central role in the fluid dynamics and
rheology of the mixture system. The interface can be relatively well behaved and regular as in stratified
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two-phase flows or coextrusion of polymers, or highly irregular and transient as the internal phase boundaries
in an emulsion, foam, or polymer blend. In general, the mathematical treatment of such moving boundary
problems is complicated by the fact that the position of the interface is not known a priori. Rather it evolves
according to the flow within both fluid components. In many industrial materials involving fluid mixtures, the
components are often non-Newtonian complex fluids. The focus of this study is the interfacial dynamics in
viscoelastic fluids.

A conceptually straightforward method for handling moving boundaries is to keep track of the motion of
material points residing on the interface. Numerically, this may be realized by using a moving grid with grid
points moving either according to the local fluid velocity or a mesh velocity [1,2]. This Lagrangian approach is
often known as interface tracking [3]. Difficulties arise, however, when interfacial deformation becomes severe
as to cause mesh entanglement. Typically a new mesh is laid down by remeshing and interpolation, with added
cost and errors. An alternative to interface tracking is to compute the fluid flow of both components on a fixed
Eulerian grid, with the interface being determined or reconstructed at each time step by using a scalar indica-
tor function. Examples of this class of methods are the volume-of-fluid (VoF) method, the level-set method
and the phase-field method.

The phase-field method stands out in its treatment of the interface as a physically diffuse thin layer. This
differs from other fixed-grid methods where the interface is sharp conceptually but regularized numerically
by spreading the interfacial force over a volume. Also known as the diffuse-interface method, the phase-field
method dates back to van der Waals’ great insight that the interface is in reality diffuse with a certain amount
of mixing between any fluid pair. By introducing a phase-field parameter to distinguish the phases, one may
construct a free energy – the mixing energy – that governs the dynamics of the diffuse interface. Interfacial
tension, not surprisingly, can be identified with the mixing energy over the interfacial layer.

In recent years, several groups have applied the diffuse-interface method to two-phase flows [4–9]. In par-
ticular, Yue et al. [10] recognized the potential of this approach for treating microstructured fluids. The
energy-based formalism of the theory makes it easy to incorporate complex rheology; the free energy of the
microstructure can be directly added to the mixing energy to form the total free energy of the multi-phase
system. Then a formal variational procedure will produce the proper constitutive equation for the fluid in
addition to the evolution equation of the phase-field variable. Thus, the interfacial dynamics and non-New-
tonian rheology are treated in a unified theoretical framework. Dissipative effects such as viscous stresses,
of course, have to be accounted for separately, e.g., via the standard irreversible thermodynamic procedure [5].

Using a spectral discretization, Yue and coworkers have applied the phase-field method to simulate drop
deformation, relaxation and collision in viscoelastic fluids and nematic liquid crystals [10–14]. These explora-
tions have demonstrated the advantages of the model as well as its limitations, the most important of which is
a stringent requirement on interfacial resolution [15]. In reality, the thickness of the mixing layer dm between
nominally immiscible liquids is on the order of tens of nanometers. The great disparity between dm and the
macroscopic flow scale DM presents perhaps the most serious challenge for the diffuse-interface method. So
far, this has been handled by using a thicker interface dn in the simulations and select the model parameters
such that the proper interfacial tension is recovered [6,10]. Since the diffuse-interface model converges to the
sharp-interface one in the limit of dn! 0, one should use as small a dn as is computationally affordable.
Besides, dn also sets the lower limit on resolvable features of the system. For instance, a droplet smaller than
dn essentially consists of interfaces only; its dimension and even its very existence are questionable.

Yue and coworkers found their spectral representation a handicap in this regard [15]. Its high accuracy
derives from the requirements of a regular mesh, a simply shaped computational domain and spatial period-
icity. Thus, to resolve dn at the interface entails a dense grid throughout the domain. This has led to large prob-
lem sizes even in two dimensions (2D). It has become clear that mesh adaptivity is essential for generalizing
our algorithm to flow systems of larger scale, with complex and multiple interfaces and/or in three dimensions
(3D). We also need the flexibility of an unstructured mesh to accommodate complex geometry for application
to industrial flows.

This paper represents the first step in accomplishing these daunting goals. We have adopted a finite-element
method which easily allows complex domains and unstructured mesh, and have developed an adaptive mesh-
ing scheme using the phase-field parameter as the criterion for dynamic refinement and coarsening of the grid.
The objectives of this paper are: (a) to describe the new methodology, nicknamed AMPHI for Adaptive Mesh-
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ing for Phase Field (/); (b) to validate the theoretical and numerical models as well as the code by simulating
benchmark problems; and (c) to use the unique capability of the simulation toolkit to explore how viscoelas-
ticity impacts interfacial dynamics. The numerical results will be in 2D or axisymmetric 3D; extension to full
3D is underway and the results will be reported in a future communication.
2. Theoretical model

The diffuse-interface method as applied to two-phase flows has been described previously by a number of
authors [4–6]. Yue et al. [10,12] have shown how the model can be extended to non-Newtonian fluids. In this
section, we will briefly summarize the main ideas and list the governing equations, using the mixture of a
Newtonian and an Oldroyd-B fluid as an example. The method accommodates other types of complex fluids
such as nematic liquid crystals [12], but we will confine this paper to blends of a viscoelastic Oldroyd-B fluid
with a Newtonian fluid.

The Newtonian and Oldroyd-B components are immiscible except in a very thin interfacial region, inside
which the two components mix and store a mixing energy. An Oldroyd-B fluid is a dilute suspension of poly-
mer chains, modeled as linear Hookean dumbbells, in a Newtonian solvent [16]. The total free energy of the
mixture thus comprises two parts: mixing energy of the interface and elastic energy for the dumbbells. We
introduce a phase-field variable / such that the concentrations of the Oldroyd-B and Newtonian components
are (1 + /)/2 and (1 � /)/2, respectively. For the mixing energy, we adopt the familiar Ginzburg–Landau
form:
fmixð/;r/Þ ¼ 1

2
kjr/j2 þ k

4�2
ð/2 � 1Þ2; ð1Þ
where k is the mixing energy density with the dimension of force, and � is a capillary width that scales with the
thickness of the diffuse interface. As �! 0, the ratio k/� produces the interfacial tension r in the classical sense
[6,10]:
r ¼ 2
ffiffiffi
2
p

3

k
�

. ð2Þ
The evolution of / is governed by the Cahn–Hilliard equation:
o/
ot
þ v � r/ ¼ cr2G; ð3ÞR
where G ¼ d fmix dX

d/ ¼ k½�r2/þ /ð/2�1Þ
�2
� is the chemical potential and c is the mobility [10]. For an ensemble of

dumbbells with an elastic constant H and a configuration distribution W(Q) about the connector vector Q, the
average energy is
fd ¼
Z

R3

kT ln Wþ 1

2
HQ �Q

� �
WdQ; ð4Þ
where k is the Boltzmann constant and T is the temperature, and the integration is over all possible configu-
rations of Q. Now the total free energy density of the two-phase system is:
f ¼ fmix þ
1þ /

2
nf d; ð5Þ
where n is the number density of the dumbbells.
A variational procedure applied to the total free energy will yield the elastic stress tensor for the system. The

stress tensor due to fmix has been derived by Yue et al. [10], but in this paper we use the equivalent form of a
body force:
Bmix ¼ �
d
R

fmix dX
dx

¼ Gr/. ð6Þ
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This form facilitates an energy law to be satisfied by the finite-element weak form; more details will be given
in relation to Eq. (18). The elastic stress due to the dumbbell energy fd turns out to be the Kramers expression
for the polymer elastic stress tensor [11]:
sd ¼ �nkT I þ nHhQQi; ð7Þ
where hQQi ¼
R

R3 QQWdQ and I is the identity tensor. sd obeys the Maxwell equation:
sd þ kHsdð1Þ ¼ lp½rvþ ðrvÞT�; ð8Þ
where the subscript (1) denotes the upper convected derivative, kH = f/(4H) is the relaxation time, f being the
friction coefficient between the dumbbell beads and the suspending solvent, and lp = nkTkH is the polymer
viscosity. Adding the proper viscous stresses, we obtain the total stress tensor (excluding the part due to mix-
ing energy):
s ¼ 1� /
2

ln þ
1þ /

2
ls

� �
½rvþ ðrvÞT� þ 1þ /

2
sd; ð9Þ
where ln is the viscosity of Newtonian component and ls is the viscosity of the Newtonian solvent.
Thus the momentum equation can be written as:
q
ov

ot
þ v � rv

� �
¼ r � ð�pI þ sÞ þ Gr/þ qg; ð10Þ
where q is the density of mixture: q ¼ 1þ/
2

q1 þ 1�/
2

q2, q1 and q2 being the densities for the Oldroyd-B and
Newtonian components, and g is the gravitational acceleration. Eqs. (3), (8), (9) and (10), along with the
continuity equation $ Æ v = 0, form the governing equations for our two-phase system.
3. Numerical method

The current algorithm has two major ingredients: a finite-element flow solver and an adaptive meshing
scheme. The former is based on a Navier–Stokes solver that Hu and coworkers [2,17] have used for simulating
particle motion in Newtonian and viscoelastic fluids, while the latter is based on the mesh generator
GRUMMP developed by Ollivier-Gooch and coworker [18]. Each ingredient has been generalized and
adapted for the current purpose, and the two are then fused together.

3.1. Finite-element formulation

The discretization of the governing equations follows the standard Galerkin formalism [2]. However, the
Cahn–Hilliard equation requires special attention. With C0 elements, which are smooth within each element
and continuous across their boundaries, one cannot represent spatial derivatives of higher order than 2. Thus
the fourth-order Cahn–Hilliard equation has been decomposed into two second-order equations:
o/
ot
þ v � r/ ¼ ck

�2
Dðwþ s/Þ; ð11Þ

w ¼ ��2D/þ ð/2 � 1� sÞ/; ð12Þ
where s is a positive number that enhances the convergence of the iterative solution of the final linear system
(see below). For all the calculations in this paper, s = 0.5 is used. The chemical potential G in Eq. (10) is now
simply G ¼ k

�2 ðwþ s/Þ.
We seek the following weak solution: ðv; p; sd;/;wÞ 2 U�P�T�S�S. For 2D flows, the solution

spaces satisfy U 2 H 1ðXÞ2, P 2 L2ðXÞ, T 2 L2ðXÞ3 (L2(X)4 for axisymmetric flow), and S 2 H 1ðXÞ. Using
basis functions ð~v; ~p;~s; ~/; ~wÞ, we write the following weak forms of the governing equations:
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Z
X

q
ov

ot
þ v � rv� g

� �
� Gr/

� �
� ~vþ ð�pI þ sÞ : r~v

� �
dX ¼ 0; ð13Þ

Z
X
ðr � vÞ~p dX ¼ 0; ð14Þ

Z
X
fsd þ kHsdð1Þ � lp½rvþ ðrvÞT�g : ð~sþ av � r~sÞdX ¼ 0; ð15Þ

Z
X

o/
ot
þ v � r/

� �
~/þ ck

�2
rðwþ s/Þ � r~/

� �
dX ¼ 0; ð16Þ

Z
X
f½w� ð/2 � 1� sÞ/�~w� �2r/ � r~wgdX ¼ 0. ð17Þ
Note that we have adopted the streamline upwind Petrov–Galerkin scheme for the constitutive equations to
improve stability [19]. The parameter a ¼ h

jvj, h being the length scale of elements in the v direction.
One advantage of this weak formulation is that it satisfies an energy law [10,15]. If we take ~v ¼ v and

~w ¼ k
�2
ðwþ s/Þ (noting that / and w belong to the same function space S), and add Eqs. (13) and (16)

together, setting sd = 0 for the moment, we arrive at an energy law that specifies the dissipation of the total
energy of a Newtonian–Newtonian mixture:
d

dt

Z
X

1

2
qjvj2 þ fmix

� �
dX ¼ �

Z
X

1� /
2

ln þ
1þ /

2
ls

� �
rv : rvþ cjrGj2

� �
dX. ð18Þ
If the polymer stress is retained, a similar energy law, albeit in a much more complex form, can be written
for a Newtonian–Oldroyd-B system that also includes the elastic energy of the dumbbells. Eq. (18) guarantees
that the total energy of the system (excluding thermal energy) will decrease from internal dissipation. In gen-
eral, such energy laws play an important role in the existence and convergence of finite-dimensional solutions
to partial differential equations [10]. Note that the use of the body force G$/ in Eq. (10), instead of the diver-
gence of an interfacial stress tensor, eliminates the second-order derivatives which cannot be handled by C0

elements. In treating similar problems for liquid-crystal flows, Liu and Walkington [20,21] employed Hermite
elements and a mixed method to comply with an energy law.

In the derivation of the weak formulation, all surface integration has been neglected for simplicity, which
implies that natural boundary conditions are satisfied. The boundary conditions can be thus summarized as:
v ¼ vg; onðoXÞu ð19Þ
ð�pI þ sÞ � n ¼ 0; onðoXÞs ð20Þ
sd ¼ sin; onðoXÞin ð21Þ
r/ � n ¼ rw � n ¼ 0; on oX ð22Þ
where oX = (oX)u ¨ (oX)s and (oX)u ˙ (oX)s = ;, (oX)in is the inflow boundary, and n is the unit normal to the
boundary. The zero-flux conditions in Eq. (22) help maintain volume conservation of the phases. This point
will be revisited at the end of this section.

On an unstructured triangular mesh (see Section 3.2), we have used piecewise quadratic (P2) elements for v,
/ and w, and piecewise linear (P1) elements for p and sd. After spatial discretization of Eqs. (13)–(17), the non-
linear algebraic system can be written in the following general form:
K � oU

ot

� �nþ1

þ FðUnþ1Þ ¼ 0; ð23Þ
where U is the solution vector, known at time step n and unknown at the next step n + 1, K is a diagonal
matrix with 1 or 0 on the diagonal depending on whether the corresponding U component appears in a time
derivative, and F(U) contains all the other terms. For temporal discretization, we have used the Crank–
Nicholson scheme and the three-point backward difference scheme [2], and these second-order implicit
schemes give nearly identical results. Eq. (23) is solved using an inexact Newton’s method with backtracking
[22] for enhanced convergence and stability. To save computational cost, the Jacobian matrix is updated once



52 P. Yue et al. / Journal of Computational Physics 219 (2006) 47–67
in several iterations. Within each Newton iteration, the sparse linear system is solved by preconditioned
Krylov methods such as the generalized minimum residual (GMRES) method and the biconjugate gradient
stabilized (BCGSTAB) method. ILU(0) and ILUT preconditioners are found to be robust for the calculations
in this paper. By design, our grid size varies greatly from the interface to the bulk. This gives rise to a highly ill-
conditioned sparse matrix, which is treated by a scaling procedure whereby a diagonal scaling matrix is left-
multiplied to the mass matrix prior to applying the aforementioned preconditioners. Thus, each row of the
matrix is scaled by the inverse of the sum of the absolute values of the entries in that row before the linear
system is sent to the preconditioned Krylov solvers.

The phase-field theory introduces three model parameters that do not have direct counterparts in classical
fluid dynamics: k, � and c. The capillary width � will be chosen as small as possible to approximate the sharp-
interface limit. This point will be amplified in Subsection 4.1. Once � is chosen, the mixing energy density k is
determined, via Eq. (2), by the requirement to match a prescribed interfacial tension. The choice of the mobil-
ity c is one of the subtleties of the diffuse-interface model. It determines the time scale of Cahn–Hilliard dif-
fusion, which is not measurable in macroscopic experiments. Thus, c has been chosen pragmatically, large
enough for diffusion to maintain a more or less constant interfacial thickness, but small enough to avoid exces-
sive damping [6,10].

The latter requirement is essential for conserving the volume of the drops. As is well known, the Cahn–
Hilliard dynamics is conservative in the sense that

R
/dX remains a constant in the absence of boundary fluxes

[7]. However, as the interfacial profile evolves in a flow field, Cahn–Hilliard diffusion may shift the interface
contour / = 0 and effectively change the volume of a drop. This effect can be minimized by using a sufficiently
small c. For the simulations reported in this paper, we have used c values ranging from 10�5 to 10�2. The vol-
ume change of drops is typically on the order of 1%.

3.2. Adaptive mesh generation

As mentioned in Section 1, the phase-field model allows one to use a fixed Eulerian mesh to capture moving
internal boundaries. We need a mesh with dense grids covering the interfacial region and coarser grids in the
bulk. As the interface moves out of the fine mesh, the mesh in front needs to be refined while that left behind
needs to be coarsened. Such adaptive meshing is achieved by using a general-purpose mesh generator
GRUMMP, which stands for Generation and Refinement of Unstructured Mixed-Element Meshes in Parallel
[18]. GRUMMP generates a mesh by using Delaunay refinement, and allows control of the internal grid size
by using a scalar field. Our phase-field variable / can easily be used to compute such a field. GRUMMP
produces triangular elements in 2D and tetrahedral elements in 3D but the latter are not used in this work.

The basic schemes in GRUMMP follow the work of Ruppert [23] and Shewchuk [24], with several signif-
icant improvements in the areas of cell size and grading control [25] and meshing from curved boundaries [26].
Ruppert’s scheme [23] begins with a constrained Delaunay triangulation. The mesh quality is improved
through point insertion at the circumcenter of badly shaped cells having an angle smaller than a threshold
hmin. If a proposed new point encroaches on a boundary edge, that vertex is not inserted. Instead, the
encroached boundary edge is bisected. This process is repeated until all cells are well-shaped. Ruppert [23]
was able to prove that this algorithm always terminates successfully with minimum angle hmin = 20.7�. Later
variations on Ruppert’s scheme [24,25] can provably attain angles of hmin = 25.7�, and in practice, these
schemes work even for larger hmin [24]. In the simulations reported here, we have used a minimum angle
hmin = 30�.

GRUMMP controls the spatial variation of grid size using a length scale LS, which specifies the intended
grid size at each location in the domain. It is computed from a ‘‘local feature size’’ ls defined as the radius of
the smallest circle centered at a point that intersects two disjoint parts of the domain boundary [23]. Thus,
having ls at an arbitrary point p, one determines the local grid size by:
LSðpÞ ¼ min
lsðpÞ

R
; min

Neighbors qi

LSðqiÞ þ
jqi � pj

G

� �� �
; ð24Þ
where the inner minimum is taken among all pre-existing neighboring points qi, and R and G are user-supplied
constant resolution and grading parameters. A larger R produces a finer local mesh and a larger G results in
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slower increase in cell size over distance away from the local feature [25]. When the length scale at a vertex is
changed, all of its neighbors are added to the set of vertices whose length scale must be checked; this ensures
correct propagation of size and grading changes through the mesh. The value of LS is stored at every vertex,
and a cell is considered too large whenever its circumradius exceeds

ffiffiffi
2
p

=2 times the average LS of its vertices.
Such cells are refined using the point-insertion or boundary-bisection algorithm described above for badly
shaped triangles. In regions of the mesh where triangles are smaller than the local length scale requires, coars-
ening is applied. A subset of the mesh vertices is selected with the goal of retaining as many vertices as possible
while ensuring that no two selected vertices are closer together than 0.9 times the average of their length scales.
Then unwanted vertices are removed one at a time from the fine mesh [27].

In our work, the grid size distribution is dictated by the need to resolve thin interfaces. Since the phase-field
variable / is constant (±1) in the bulk but varies steeply across the interface, we can impose a prescribed small
grid size h1 on the interface by making LS depend on |$/| on every nodes:
Fig. 1
bound
interfa
LSðx; yÞ ¼
1

jr/j
ffiffi
2
p

C þ 1
h1

; ð25Þ
where h1 is the mesh size in the bulk, and the constant C controls the mesh size in the interfacial region:
h1 = LS|/=0 � C Æ �, � being the capillary width. In this paper, we have used C values between 0.5 and 1;
h1 6 � ensures that the thickness of the interface typically contains on the order of 10 grid points [10]. Further-
more, the length scale h1 can be set to differing values h2 and h3 in the two bulk fluids. This will allow, for
example, the interior of a drop to be more finely resolved than the far field of the suspending fluid. Of course,
the benchmarks h1, h2 and h3 are guidelines that most of the elements satisfy approximately but not exactly. A
grading factor G � 5 is found to produce generally satisfactory transitions among different regions of the
mesh. Fig. 1 shows an example of the mesh inside a square containing an ellipse.

Note that the interface is enveloped in a ribbon of fine grids. Depending on the normal velocity of the inter-
face, it will approach the boundary of the ‘‘fine-mesh ribbon’’ in a certain number of time steps, at which time
GRUMMP is called to refine and coarsen the neighboring regions in the front and rear, respectively. This rib-
bon is taken to comprise three layers of the finest triangles. When the interface goes beyond the second triangle
from the middle, remeshing is invoked. The solution of the last time step is then projected onto the new grid in
a scheme described by Hu et al. [2]. The speed at which the interface traverses the fine-mesh ribbon also con-
strains the time step Dt. We require that the interface not advance more than a whole cell at one time step:
. (a) An unstructured triangular mesh generated by GRUMMP with interfacial refinement. The parameters are G = 3, outer
ary mesh size h2 = 0.5, interior mesh size h3 = h2/2, and interfacial mesh size h1 = h2/64. (b) Magnified view of a portion of the
cial region. The bold curve indicates the interface / = 0, which is centered in a belt-like region of refined triangles.
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Dt 6 Dtint ¼ min
All interfacial cells

h
jv � nj ; ð26Þ
where v is the interfacial velocity, n is the unit normal to the interface and h is the cell size along n.
Since GRUMMP was written in C++ while the finite-element solver is in Fortran, a special set of routines

were written to bridge the two. At the beginning of the simulation, GRUMMP is called to generate the initial
grid, which is passed onto the finite-element solver. When the updated interfacial position requires remeshing,
the instruction is given to GRUMMP, which generates the new grid and passes it to the finite-element solver.
This process repeats many times during a typical run, and the passing of information occurs through memory
rather than disk I/O for higher efficiency.

Adaptive meshing algorithms have been developed by several groups in the past for computations using
the boundary integral method [28], interface-fitting finite elements [2,29], and Eulerian methods with front-
tracking, VoF or level sets [30–34]. To adaptively evolve an Eulerian grid, the typical approach is local
refinement of cells that straddle the interface [30,31,33]. Some authors have added bridging elements to
maintain mesh conformity [32,35]. Zheng et al. [34] impose a global control of the grid size distribution
by requiring the grid size to vary linearly with distance from an interface. This scheme fits conveniently
into their level-set framework. AMPHI adopts a similar global control; the phase-field variable / provides
a natural means for controlling the grid size relative to the location of the interface. Owing to the Eule-
rian nature of the grid, we need not account for the exact location of internal boundaries. Mesh refine-
ment and coarsening occur relatively infrequently, on the order of tens of time steps for the simulations
reported here. This contrasts, for example, the ALE strategy that tracks the interfacial grid points every
time step [2].

Since this paper adopts a somewhat unusual theoretical framework and develops a new numerical toolkit,
we will confine ourselves to 2D and axisymmetric 3D geometries. These simpler problems facilitate bench-
marking the numerical code against published solutions and demonstrating the special features of the method.
Besides, there are interesting applications, e.g. in micro-fluidics and biomedical engineering, that involve inter-
facial flows in axisymmetric geometry. It is worthwhile to develop a numerical tool suited for these. Both the
GRUMMP mesh generator and the finite-element solver have been generalized to full 3D, and AMPHI will be
upgraded to 3D in due course.
4. Numerical results and discussion

We will present numerical solutions of five problems: drop deformation in shear flows, drop deformation in
uniaxial extension, rise of a drop in a quiescent fluid, retraction of an elongated drop, and retraction of a
torus. The motion is driven by external flow, buoyancy and interfacial tension, respectively. For some of these
problems, comparison with solutions in the literature serves to validate our theoretical and numerical models,
and to demonstrate the capabilities and limitations of our tools. For others, we will also explore the role of
viscoelasticity in the interfacial dynamics.

4.1. Shear-induced drop deformation

We use two-dimensional shear-induced drop deformation in Newtonian systems to illustrate the conver-
gence of the diffuse-interface model as the capillary width � decreases toward zero. This is an important issue
since the diffuse-interface theory reduces to the classical sharp-interface theory as �! 0, but prior simulations
without adaptive meshing typically used relatively large � values and suffered numerical errors due to excessive
interfacial diffusion [10,15]. The computation setup is the same as that in Yue et al. [10], with a rectangular
domain of size 8pa · 8a, a = 0.25 being the radius of the undeformed drop. The drop is located at the center
of the domain. The upper and lower walls are moving at equal speed and in opposite directions. The only dif-
ference from Yue et al. [10] is that the undisturbed linear velocity profiles are imposed on the left and right
boundaries, while periodic condition is used in [10]. The grid size is controlled by h1 = 0.5� at the interface
(except for h1 = 0.0015 when � = 0.0025), h2 = 0.1 inside the drop and h3 = 0.2 outside the drop. The drop
deformation parameter is defined as D = (L � B)/(L + B), L and B being the longest and shortest lengths from
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the center to the drop interface. The capillary number is defined as Ca ¼ lm _ca=r, where lm is the viscosity of
the matrix, and _c is the undisturbed shear rate.

Fig. 2 shows the variation of the drop deformation D with time for several values of �, where t has been
made dimensionless by _c. In this case Ca = 0.1, and the drop and matrix phases have the same viscosity.
For � = 0.01, the deformation first increases to a maximum, and then declines slightly in time. As discussed
by Yue et al. [10], this sag is the result of the Cahn–Hilliard diffusion within an interface that is artificially
too thick. If we take the interfacial thickness dn to be 7.5� [10], then dn/a is as large as 0.3. For a real drop
of radius a = 10 lm and an interfacial thickness dm of tens of nanometers, the ratio dm/a is on the order of
0.001. Interestingly, as we decrease � from 0.01 to 0.0025, the deformation curve D � t evidently converges
to a limiting curve, which corresponds to � = 0 and thus the sharp-interface limit. Take the time t = 4 for
example, D = 1.061, 1.085, 1.087 for � = 0.01, 0.005, 0.0025, respectively. Thus for the current drop size
a = 0.25, � = 0.005 is adequate although dn/a is still some two orders of magnitude greater than realistic val-
ues. All simulations in the rest of the paper have used � 6 0.02. A curve from our previous calculation using a
spectral method [10] is also shown for comparison. Despite the large � = 0.01 used, the spectral curve agrees
well with the finite-element results at smaller �, and shows much less sagging than the finite-element curve at
� = 0.01. This is because in the previous calculations the interfacial profiles have been carefully relaxed before
the shear starts. The adaptive finite-element mesh allows us to use smaller � values to simulate thinner inter-
faces as to obviate the need for such pre-relaxation.

Table 1 shows how the current AMPHI code outperforms the previous spectral code. Using Fourier–
Chebyshev spectral discretization, we have to lay down a large grid of 1024 · 512 to resolve the interface with
� = 0.01. Thanks to adaptive meshing, only 9084 cells are needed in AMPHI for the same �. Furthermore, the
spectral code calculates the non-linear terms explicitly and the time marching is subject to a CFL constraint on
the time step; Dt = 0.002 is used in the tabulated case. On the other hand, AMPHI is fully implicit and the
Fig. 2. Shear-induced deformation of a Newtonian drop in a Newtonian suspending fluid. The drop-to-matrix viscosity ratio b = 1, and
Ca = 0.1.

Table 1
Comparison of grid numbers and computational (wall-clock) times between AMPHI and the spectral code of Yue et al. [10]

Case � Grid number Computational time till t = 5 (min)

Spectral method 0.01 1024 · 512 180
AMPHI 0.01 9084 cells 20
AMPHI 0.005 17,636 cells 66
AMPHI 0.0025 29,169 cells 153
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main concern for the time step is Dt 6 Dtint (see Eq. 26). Because the flow is transient, we have used in this case
a very (maybe overly) conservative time step to guarantee accurate temporal resolution:
Fig. 3.
flow is
size ha
Dt ¼ minð0:25Dtint; 0:02Þ. ð27Þ

The overall performance is illustrated by the computational time on a single 3.0 GHz Xeon processor.

Although the spectral code utilizes FFT, it still takes much longer than AMPHI for the same �. The speedup
affords AMPHI the freedom to simulate thinner interfaces with better resolution.

4.2. Drop deformation in elongational flow

The transient deformation of a drop after startup of a uniaxial elongation has been studied in detail by
Hooper et al. [36] using a moving-grid finite-element scheme. By comparison with their results, we seek to ver-
ify convergence with respect to the interfacial mesh size h1, and to validate our treatment of unequal viscosity
in the two components and the viscoelastic stress in an Oldroyd-B component. The computational domain is a
square box as shown in Fig. 3, with H = W = 10R0, R0 being the radius of the initial spherical drop. The
geometry is axisymmetric with respect to the y axis. The flow is inertialess and the initial polymer stress is zero
everywhere. At t = 0, the drop is subject to an uniaxial extensional flow ðu; vÞ ¼ ð�0:5_�x; _�yÞ, _� being the exten-
sion rate. The capillary number is defined as Ca ¼ lm _�R0=r, and the viscosity ratio is b = ld/lm, ld and lm

being the steady shear viscosity of the drop and matrix fluid, respectively. For the Oldroyd-B fluid, we define
the Deborah number as De ¼ kH _�. The solvent and polymer each contribute half of the total shear viscosity:
ls = lp. All the parameters have been made dimensionless by R0, _� and lm. The following physical and mesh
parameters are used: Ca = 0.1, � = 0.01, mesh size inside the drop h2 = 0.2, and mesh size outside the drop
h3 = 0.5. Several values for the interfacial mesh size h1 will be tested.

As in Hooper et al. [36], we compute only one quadrant of the meridian plane, with undisturbed velocities
imposed on the outer boundaries and proper symmetry conditions on the axes of axisymmetry (y-axis) and
symmetry (x-axis). When the matrix phase is an Oldroyd-B fluid, we impose the following boundary condi-
tions for the extra stresses at the inflow boundary (oX)in:
sdxx ¼ �
lp _�

1þDe 1� exp � t
kH
ð1þ DeÞ

h in o
;

sdyy ¼
2lp _�

1�2De 1� exp � t
kH
ð1� 2DeÞ

h in o
;

sdhh ¼ �
lp _�

1þDe 1� exp � t
kH
ð1þ DeÞ

h in o
;

sdxy ¼ 0;

8>>>>>>><
>>>>>>>:

ð28Þ
Schematic of the computational domain for transient drop deformation after abrupt inception of a uniaxial extensional flow. The
axisymmetric with respect to the y axis and the domain lies in the meridional plane. The drop size is exaggerated; the actual domain
s H = W = 10R0.



P. Yue et al. / Journal of Computational Physics 219 (2006) 47–67 57
where h is the azimuthal coordinate. These are the transient stresses after startup of uniaxial elongation in the
absence of the drop [37].

Fig. 4 plots the deformation of a Newtonian drop in a Newtonian matrix for three viscosity ratios b = 0.5, 1
and 2. Fig. 4(a) shows excellent agreement between our diffuse-interface calculations and the sharp-interface
calculations of Hooper et al. [36]. The absolute discrepancy in L/R0 at t = 4 is less than 0.002 for all the three
viscosity ratios. In previous simulations [10,11], we have mostly assumed ln = ls such that the viscous stress in
Eq. (9) is independent of /. This reduces the degree of coupling between the Cahn–Hilliard and momentum
equations and facilitates convergence. Non-equal viscosities present a difficulty for the spectral method. The
finite-element results in Fig. 4 demonstrate the capability of AMPHI in handling a range of viscosity ratios.
Fig. 4(b) examines the convergence of the result with respect to the interfacial grid size h1. When h1 decreases
from � to 0.5�, the trend of convergence is evident. All subsequent calculations of this subsection use h1 = 0.5�.

For four Deborah numbers De = 0.1, 0.2, 1 and 2, Fig. 5 shows the deformation curves of Newtonian drops
in Oldroyd-B matrices (N/O) and Oldroyd-B drops in Newtonian matrices (O/N). The curve of a Newtonian
Fig. 4. Transient deformation of a Newtonian drop in a Newtonian matrix. (a) Comparison of our results with those of Hooper et al. [36]
for three viscosity ratios. (b) Convergence of the solutions with respect to mesh size h1.

Fig. 5. Viscoelastic effects on drop deformation in elongation flow. N/O refers to a Newtonian drop in an Oldroyd-B matrix, and O/N is
the inverse. Smaller Deborah numbers are tested for N/O since the Oldroyd-B matrix develops infinite elongational stresses as De! 0.5.
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drop deforming in a Newtonian matrix (N/N) is also provided as a baseline. The viscosity ratio is b = 1. For
the N/O cases, viscoelasticity in the matrix enhances drop deformation, and the drop deforms more with
increasing Deborah number. This is in agreement with prior calculations and measurements, and forms an
interesting contrast with the trend in shear flows [13]. At t = 4, our results L/R0 = 1.386 and 1.462 for
De = 0.1 and 0.2 are very close to L/R0 = 1.388 and 1.471 obtained by Hooper et al. [36].

For the O/N cases, drop deformation is inhibited by viscoelasticity in the dispersed phase. As in Hooper
et al. [36], we observe an overshoot in the growth of L/R0 in time, and its magnitude increases with De. Quan-
titatively, the agreement between the two studies is very close. For De = 1, L/R0 = 1.286 at t = 4 in our cal-
culation, while the corresponding result in [36] is 1.284. For De = 2, our result again agrees well with that of
Hooper et al. [36] for t < 2.5 (their calculation fails at t = 2.5). At t = 2, for example, our L/R0 = 1.284 is only
slightly larger than their 1.279.

4.3. Rising drops

These simulations are motivated by a wealth of experimental data on the rise of Newtonian drops in a New-
tonian matrix. Of the five problems studied in this paper, this is the only one in which inertia plays a major
role.

Based on experimental data on the motion of liquid drops and air bubbles in liquids, Grace et al. [38,39]
have constructed a diagram (Fig. 2 in both references) that describes how the drop or bubble behavior depends
on material parameters. We will concern ourselves here only with the steady-state regimes at relatively low rise
velocity. Thus, the terminal Reynolds number Re can be examined for ranges of the Eötvos number Eo (or
Bond number) and the Morton number M. These dimensionless groups are defined as
Table
Five si

Case

A
B
C
D
E

Re is t
Re ¼ qcdeU
lc

; ð29Þ

Eo ¼ gd2
eDq
r

; ð30Þ

M ¼ gl4
cDq

q2
cr

3
; ð31Þ
where Dq = |qc � qd|, U is the terminal velocity of the rising drop, de is the effective diameter of the drop, g is
the gravitational acceleration, and the subscripts c and d refer to the matrix (continuous phase) and the drop
(dispersed phase) respectively. The system has two other dimensionless groups: the density ratio qd/qc and vis-
cosity ratios ld/lc between the two phases. Experimental data show that the former need not be included as
long as Dq is. The drop viscosity ld has little effect on the terminal velocity since contaminants in real systems
tend to immobilize the interface and suppress internal flow in any event [38].

If we choose qc, g/2 and de as the dimensionally independent parameters, all other parameters can be made
dimensionless: qd = 0.5, � = 0.01, h1 = 0.0075, h2 = 0.2, h3 = 0.5. The dimensionless viscosity and interfacial
tension are given in Table 2 and the viscosity ratio is fixed: b = ld/lc = 1. Assuming axisymmetry, we compute
half of the meridian plane in a rectangular domain of width 4 in the radial direction and length 15 along the
axis of symmetry. The drop center is initially at (0,2). All the boundaries are non-slip walls except the axis of
axisymmetry.
2
mulated cases of the rising drop

r lc U Eo M Re ReG Drop shape

0.1 5.62 · 10�1 0.091 10 100 0.16 0.17 Spherical
0.1 5.62 · 10�2 0.567 10 0.01 10 11 Oblate
0.01 5.62 · 10�1 0.087 100 105 0.15 0.17 Spherical
0.01 1.78 · 10�1 0.251 100 103 1.4 1.6 Ellipsoidal cap, dimpled
0.01 3.16 · 10�2 0.456 100 1 14 19 Ellipsoidal cap, skirted

he computed terminal Reynolds number, and ReG is experimental data extracted from Fig. 2 in [38].
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We have simulated five cases corresponding to steady regimes in the Grace diagram with different final drop
shapes [38,39]. The parameters and results, in terms of the terminal Re and drop shape, are tabulated in Table
2. The column under ReG lists terminal Reynolds numbers read off the Grace diagram. The agreement
between the computed Re and measured ReG is quite good. The fact that Re is lower than ReG is probably
due to wall effects. Our computational domain is 15 drop diameters long with closed top and bottom, while
the experimental chambers are much larger and the suspending liquid is considered infinite [39]. Another
source of uncertainty is the drop viscosity ld. Grace argued that the effect of drop viscosity has been super-
seded in the experiments by that of surfactants [38], and did not give ld values. We have taken b = ld/lc = 1.
In the experiment, the skirted cap tends to have trailing fringes, owing probably to a low ld, which are absent
in our simulation (cf. Fig. 6d). This may account for the relatively large discrepancy between Re and ReG for
case E.
Fig. 6. Computed drop shapes and the flow field in the final steady state. The streamlines are in a reference frame attached to the center of
mass of the drop. A mirror image has been added to show the full shape of the drops. (a), (b), (c) and (d) correspond to case A, B, D and E
in Table 2, respectively.
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Fig. 6 shows the steady-state drop shapes and the flow field in the different regimes. The drop shapes are in
visual agreement with the Grace diagram. The streamlines cannot be compared with quantitative experimental
data since none is available. Note that for the dimpled ellipsoidal cap (c), there is apparently a normal velocity
at the center of the dimple. This is a numerical artifact due to Cahn–Hilliard diffusion at interfacial locations
of high curvature. The magnitude of this velocity is much smaller than the rise velocity. Because of the con-
cavity of the underside of the skirted cap in (d), flow separation occurs in the wake and produces two counter-
rotating vortex rings.

We have also calculated the rise of a Newtonian drop in an Oldroyd-B matrix. The steady-state drop shape
is shown in Fig. 7 for a polymer relaxation time kH = 5. The drop’s terminal velocity is U = 0.086, resulting in
Re = 0.148 and a Deborah number of De = UkH/de = 0.43. The most interesting feature is the almond shape
of the drop, distinct from those in Fig. 6. This is evidently due to the large extensional stress that develops in
the wake of the drop, as indicated by the stress contours. For the same reason, the rise velocity is smaller than
the corresponding Newtonian case A. With increasing kH, our simulations show that the polymer stress pull-
ing the drop downward becomes stronger. The rise velocity decreases further, and the tail of the drop becomes
more pointed. However, the tip never becomes a true cusp because of the Cahn–Hilliard diffusion in the inter-
facial layer, in interesting contrast to level-set calculations of Pillapakkam and Singh [40].

The rise of gas bubbles has been simulated by a number of groups using finite-difference [41], level set [42],
and VoF [43,44] methods. These simulations have employed a free-surface description or very high viscosity
and density ratios (up to 1000) to mimic the gas-liquid flow. Such large ratios would present a difficulty to our
diffuse-interface formulation because a slight shift of the / field, say due to interfacial diffusion, implies large
errors in the averaged density and viscosity in the mixing layer. Thus, we have concentrated on modest density
differences that correspond to the rising-drop experiments summarized in the Grace diagram.

4.4. Drop retraction

Consider a spheroidal drop that retracts toward a sphere under interfacial tension in a quiescent matrix
fluid. This process has received much attention as an experimental procedure for measuring the interfacial
tension between the two phases [45–47]. If both components are Newtonian, Maffettone and Minale [48]
proposed a phenomenological model that describes the retraction:
Fig. 7.
tr(A),
materi
Steady state shape of a Newtonian drop rising in an Oldroyd-B matrix. The polymer stress in the matrix is depicted by contours of
where A ¼ kH

lp
sd þ I is the polymer configuration tensor. The steady-state Deborah number De = 0.43, lp = ls = 0.5lc, and all other

al parameters are the same as case A in Table 2.
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L2 � B2 ¼ ðL2 � B2Þt¼0 exp � r
lmR0

f ðbÞt
� �

; ð32Þ
where R0 is the equilibrium drop radius, L and B are the half-length and half-width of the drop (see Fig. 3), lm

is the matrix viscosity, f ðbÞ ¼ 40ðbþ1Þ
ð2bþ3Þð19bþ16Þ, b being the drop-to-matrix viscosity ratio. Thus the time evolution

of L2 � B2 satisfies an exponential law, and from the slope of ln(L2 � B2) one can back out the interfacial
tension r.

As a validation of our code, we first compare simulations of a Newtonian drop in a Newtonian matrix
(N/N) with Eq. (32). For the rest of this subsection, all parameters are made dimensionless with respect to
R0, r and lm. The axisymmetric computational domain is as in Fig. 3 with H = W = 20R0. A zero-stress con-
dition (Eq. 20) is imposed at the outer boundaries. Initially, the velocity is zero everywhere, and the initial
shape of the drop is a spheroid with L0 = 1.3104, B0 = 0.8736 and a deformation parameter D0 = 0.2. Other
parameters are: � = 0.005, h1 = 0.004, h2 = 0.2, h3 = 0.4.

Fig. 8 gives the N/N retraction curves for three viscosity ratios b = 0.2, 1, and 5. All three curves are
straight lines, exhibiting an exponential retraction. If we use their local slope to calculate the apparent inter-
facial tension rap from Eq. (32), the result hovers around 0.92 in all three cases. The scaling is such that rap is
unity if the retraction obeys Eq. (32) exactly. Thus, the numerically calculated rap is slightly smaller than that
predicted by the phenomenological theory. This discrepancy does not change when we refine the grid and vary
the capillary width � and domain size. Thus, it is not a numerical error. Velankar et al. [47] simulated the
retraction of a surfactant-laden drop using a finite-element/front-tracking scheme, and calculated rap by fitting
a phenomenological model similar to Eq. (32). For zero surfactant concentration (see Fig. 8 of [47]), their
calculated apparent interfacial tension is also about 90% of the theoretical one. Thus the 10% difference is
probably due to inherent errors in the phenomenological model.

Yue et al. [11] have previously calculated drop retraction in two dimensions, and explored the effects of vis-
coelasticity on drop retraction. Using the new AMPHI code, we have revisited this problem by comparing 2D
and axisymmetric 3D results for a Newtonian drop retracting in a Newtonian matrix (N/N), a Newtonian
drop in an Oldroyd-B matrix (N/O) and an Oldroyd-B drop in a Newtonian matrix (O/N). The Deborah num-
ber is defined using the capillary time: De = kHr/(lmR0). The polymer stress tensor is set to zero initially.

In 2D, the results in Fig. 9(a) essentially reproduce those of Yue et al. [11] obtained by a spectral method.
The 3D retraction curves in Fig. 9(b) turn out to be very similar to the 2D ones. Although the retraction is
somewhat slower in 3D, the viscoelastic effects are qualitatively the same and have confirmed those noted
by Yue et al. [11]. First, N/O and O/N differ very little for the same De, and viscoelasticity modifies drop
retraction in practically the same way whether it is in the drop or the matrix component. Second, with visco-
elasticity the rate of retraction is initially faster than for N/N, but slows down considerably in longer times.
Fig. 8. Effect of the viscosity ratio on the retraction of a Newtonian drop in a Newtonian matrix (N/N).



Fig. 9. Drop retraction in viscoelastic fluids. The computation domain is as in Fig. 3 with W = H = 10. The viscosity ratio is b = 1 with
ls = lp = ln/2 for the Oldroyd-B component. All other parameters are the same as in the N/N simulations in Fig. 8.
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4.5. Contraction of a torus

The last set of results concern the contraction of a torus in a quiescent matrix fluid driven by interfacial
tension. This problem not only highlights the capability of AMPHI in coping with topological changes, but
also affords us the opportunity to study the effect of viscoelastic normal stresses on filament drainage and
interfacial coalescence. The computational domain is shown in Fig. 10. All parameters are scaled by the effec-
tive radius of the torus R0, based on a sphere of the same volume, the interfacial tension r, and the matrix
viscosity lm. Then the various lengths in the diagram are: H = 8, W = 6, a = 0.4607, and d = 1. The capillary
width is � = 0.01, and the mesh sizes are h1 = 0.0075, h2 = 0.2 and h3 = 0.4. The total viscosity inside and out-
side the torus are both set to 1. For Oldroyd-B fluids we set lp = ls, kH = 1 so the Deborah number De =
kHr/(R0lm) = 1. Inertia is neglected. The y-axis is the axis of axisymmetry, and no-slip boundary conditions
are imposed on the other three boundaries.

Fig. 11 shows snap shots of the interface of a Newtonian torus contracting in a Newtonian matrix. Note
first that the toroidal interface has curvature not only in the x–y plane shown here, but also in the third (azi-
muthal) dimension. The contraction of the torus thus reduces its surface area even as the cross-sectional area
increases. As the inner side closes in onto itself, the cross-section takes on a kidney shape (b). The filament of
matrix fluid is being squeezed out along the y-axis, producing a high pressure at the center of the torus and the
Fig. 10. Initial configuration of a torus. Because of axisymmetry with respect to the y-axis, only a single circular cross-section is shown.



Fig. 11. Snapshots of a Newtonian torus contracting in a Newtonian matrix. Time t is scaled by the capillary time lmR0/r.
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concavity of the inner surface. The concavity grows more prominent in time, and the matrix fluid filament
develops two thin necks (c). The high curvature around the necks produces a high capillary pressure as shown
in Fig. 12, which hinders further drainage of the fluid filament. As explained by Yue et al. [11], a short-range
Fig. 12. Pressure distribution at t = 6.500 for plot (c) in Fig. 11.
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force akin to van der Waals force kicks in between the approaching interfaces, causing the necks to pinch off.
A spindle of the matrix fluid is trapped inside the torus fluid (d). It then contracts into a spherical drop
enclosed by a spherical shell of the torus fluid (f). The above scenario bears a remarkable similarity to the
interfacial evolution during head-on collision and coalescence between two drops [10]. A major difference is
that for the torus, the collision of the inner surface onto itself is driven mostly by curvature in the third
dimension.

If the matrix fluid is viscoelastic, the contraction of a Newtonian torus proceeds more slowly (Fig. 13). This
is readily explained by the development of strong polymer stresses in the matrix filament as it is elongated
(Fig. 14). Roughly speaking, the thinning of the thread is driven by the capillary stress pc = r/r, where r is
the radius of the thread. We may approximately balance pc against the polymer tensile stress plus the viscous
stress due to elongation. Thus, the very high tensile stress sdyy near the shrinking neck of the filament (Fig. 14)
reduces the extensional rate and prolongs the drainage process. Again, we see an analogy to the film drainage
and rupture process when two drops collide in an Oldroyd-B fluid [11].
Fig. 13. Retraction of a torus of Newtonian fluid in an Oldroyd-B matrix.

Fig. 14. Contours of the polymer tensile stress sdyy in the thinning filament of Oldroyd-B matrix. t = 6.888 corresponding to plot (a) in
Fig. 13.
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We have also calculated the contraction of an Oldroyd-B torus in a Newtonian matrix. The process is not
much different from the Newtonian-in-Newtonian case because the fluid inside the thread undergoes elonga-
tion while the fluid in the torus experiences relatively little straining. Therefore, the rheology of the latter does
not have a major role. This forms an interesting contrast to drop retraction discussed in the last subsection;
there the viscoelastic effect is equally important in both components.

5. Conclusion

This paper describes AMPHI, a diffuse-interface algorithm for simulating interfacial dynamics in complex
fluids, and presents its applications in simulating several flow problems. The numerical code has two major
elements: an efficient finite-element solver originally developed for Navier–Stokes systems, and an adaptive
meshing scheme using a global scalar field to control the grid size. The phase-field variable / avoids the need
to track the moving and deforming interface, and allows discretization and numerical solution within an Eule-
rian framework. Moreover, its gradient |$/| supplies a convenient criterion for adaptive meshing so as to
maintain the densest grid over the moving interface. The results of this study may be summarized as follows:

(i) AMPHI represents a major improvement over our previous spectral algorithms developed for similar
purposes. Adaptive meshing results in considerable savings in grid numbers, thus making it possible
to simulate thinner interfaces with better resolution. This also opens up opportunities for tackling
larger-scale flow problems, possibly in 3D. The finite-element method easily accommodates complex
flow geometry and various boundary conditions.

(ii) The theoretical model and numerical schemes have been validated by comparing with our own prior
results and results in the literature. The fully implicit scheme for coupled Cahn–Hilliard and flow equa-
tions allows large time steps and accurate calculation of large interfacial tension. Convergence with inter-
facial thickness and mesh size has been confirmed, and accuracy of the method has been explored with
respect to the model parameters.

(iii) Application of AMPHI to simulate non-trivial flow problems has demonstrated its capability in probing
interfacial dynamics in complex fluids, and led to physical insights about the interplay between viscoelas-
ticity in the bulk and deformation and rupture of the interface.

We must also point out the limitations of diffuse-interface methods. The physical model is not easily gen-
eralized to accommodate more than two fluid species. Numerically, as is well known, the greatest challenge is
the need to resolve thin interfacial layers. Numerical constraints arise from the fundamental issue of using an
interfacial thickness that is necessarily much larger than for real fluid interfaces. For instance, convergence
becomes difficult for large density or viscosity ratios (&100) because of errors caused by slight shifts in the
/ profile. The progress achieved with AMPHI has suggested adaptive meshing as a promising answer to this
challenge. The results reported here are limited by two-dimensionality. However, both the finite- element sol-
ver and the adaptive mesh generator have been upgraded to 3D, and we are developing a fully 3D version of
AMPHI.
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