
Math 342 Problem set 7 (due 4/3/09)

Coding Theory: The Hamming Distance
Let Σ be a set (“alphabet”). LetX = Σn be the set of sequences of lengthn (“words”). Given

two wordsw,v ∈ X we define theirHamming distance to be the number of positions at which they
differ. That is, ifw = (w1, . . . ,wn), v = (v1, . . . ,vn) we set:

dH (w,v) = #{i, 1≤ i ≤ n | wi 6= vi} .

Example: ifΣ = {0,1,2}, n = 6, w = 012212,v = 022210 thendH (w,v) = 2 (they differ in the
2nd and 6th letters).
1. Let Σ = {0,1}, X = Σ8 (bit strings of length 8). Leta = 00000000,b = 11110000,c =

01001010,d = 01001000. Make a 4x4 table with rows and columns corresponding to these
four vectors, and fill in each entry with the distance of the corresponding pair of vectors (there
are 16 distances to find in total).

2. Going back to the general case of the Hamming distance on any X = Σn, show thatdH is a
distance function:
(a) Show that for anyw,v ∈ X , dH (w,v) = dH (v,w).
(b) Show that for anyw,v ∈ X , dH (w,w) = 0 butdH (w,v) > 0 if w 6= v.
(c) (Triangle inequality) Show that for anyw,v,u ∈ X , dH (w,u) ≤ dH (w,v)+dH (v,u).

Hint: In what co-ordinates canw,u differ?

Coding Theory: Repetition Coding
(Repetition coding) Alice and Bob can communicate through achannel which allows Alice to

send one symbol at a time (in other words, Alice chooses a symbol from Σ, gives it to the channel,
and Bob gets a symbol from the channel at the other end). Unfortunately, the channel is not perfect
and sometimes Bob gets back a different symbol from the one transmitted by Alice. We assume
however that the channel never loses symbols or creates new ones, so that Bob gets exactly one
symbol for each symbol Alice transmits. In order to guard against errors, Alice and Bob agree that
Alice send every letter of her message 2n+1 times rather than just once.
3. Let’s sayΣ is the English alphabet and Alice will repeat every letter 5 times. Bob got HHHTH-

EEUVE-LLLLL-LLRBL-OOOOK-WAWWW-YWWWW-OOOOO-RARRR-LALLL-DDDDD.
Can you guess what message Alice wanted to send?

Of course, we’d like a computer to be able to make this “guess”. Let’s see how this is done.
4. InsideX = Σ2n+1 let C be the set of “constant words”: the set of words of the formσσσ . . .σ

whereσ ∈ Σ (in problem 3, these would be: AAAAA to ZZZZZ).
(a) Letu,v ∈C be distinct. What isdH(u,v)?
(b) Letw ∈ X , and letu,v ∈C be both at distance at mostn from w. Use the triangle inequality

to showdH(u,v) ≤ 2n. Then use part (a) of this problem to show thatu = v.

5. Assume that the channel can corrupt at mostn symbols out of any 2n +1 it transmits. Show
that Bob can unambiguously recover any message sent by Alice.
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Rings and maps
6. (Injectivity and kernels) LetR,S be rings, andf : R → S a ring homomorphism.

(a) Assume thatf is injective (in other words, 1−1), that is that ifr,r′ ∈ R are distinct then
f (r), f (r′) are distinct. Show that ifr ∈ R satisfiesr 6= 0R then f (r) 6= 0S.
Hint: What is f (0R)?

(b) Assume thatf has the property thatf (r) = 0S only if r = 0R. Show thatf is injective.
Hint: Use f (r)− f (r′) = f (r− r′).

7. (Scalar matrices; §8C.E9) LetR be a ring, and letS = Mn(R) be the ring ofn× n matrices
with entries inR. Let ι : R → S be the map whereι(r) is the diagonal matrix withr along the

diagonal and zeroes elsewhere) (ifn = 2 thenι(r) =

(

r 0R
0R r

)

).

(a) Show thatι is a homomorphism of rings.
(b) Show thatι is injective.
(c) Let T ⊂ S be the set of scalar matrices. Show thatι : R → T is an isomorphism.

8. LetC(R) denote the ring of continuous real-valued functions definedon the entire real line.

Let ϕ : C(R) → R be theevaluation map ϕ( f )
def
= f (0). In other words,ϕ is the rule that

associates to each functionf ∈C(R), the real numberf (0).
(a) Show thatϕ is a ring homomorphism.
(b) Did your proof use the continuity off ?
(c) LetX be a set,R a ring. Choose a pointx∈ X , and consider the evaluation mapex : RX →R

given byex( f )
def
= f (x) (recall thatRX is the ring of functions fromX to R). Show thatex

is a ring homomorphism.

Optional Problems
A. (The boolean ring) LetX be a set,P(X) thepowerset of X , that is the set of subsets ofX .

(a) ForA,B ∈ P(X) (that is, for two subsets ofX ) show that

(A\B)∪ (B\A) = (A∪B)\ (A∩B)

and that this is the set of elements ofX that belong toexactly one of A,B. Call the set the
symmetric difference and denote itA∆B.

(b) Show that the symmetric difference is an associative andcommutative operation onP(X).
Show that the empty set is an netural element for this operation, and find an inverse to every
set (for everyA find B so thatA∆B = /0).

(c) Show that the intersection opreation (A,B 7→ A∩ B) is an associative and commutative
operation onP(X). Show that the setX is a neutral element for this operation.

(d) (de Morgan’s law) Show the distributive lawA∩ (B∆C) = (A∩B)∆(A∩C).
(e) Conclude thatA = (P(X), /0,X ,∆,∩) is a commutative ring.

B. (Characteristic functions) Consider the mapχ : P(X) → (Z/2Z)X which associates to every
A ⊂ X the functionχA : X → Z/2Z where:

χA(x) =

{

[1]2 x ∈ A

[0]2 x /∈ A
.

Show thatχ is an isomorphism of the boolean ringA and the ring of functions fromX to
Z/2Z with pointwise addition and multiplication.
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