
THE WEST COAST OPTIMIZATION MEETING

Depts. of Mathemati
s and Applied Mathemati
s, University of Washington

All talks will be in Guggenheim 317

FRIDAY, OCTOBER 20, 2000

6:30{9:30+ Party at Terry Ro
kafellar's home, 4531 NE 93rd Street, 206{527{9637

The 
ost per person will be $10/\student" and $15/\others."

SATURDAY, OCTOBER 21, 2000

8:30{9:00 |||||Refreshments in Guggenheim 408, the Applied Math Lounge

9:00{9:10 \Numeri
al results for neo-
lassi
al e
onomi
 growth models using path-

following algorithms," Brett Berger, Univ. of Washington

9:10{9:50 \On Legendre fun
tions and Bregman distan
es," Heinz Baus
hke, Oka-

nagan UC and Univ. of Guelph

9:50{10:15 ||||Refreshments in Guggenheim 408, the Applied Math Lounge

10:15{10:25 \Nonlinear least-squares and non-
onvex proje
tion algorithms," Rus-

sell Luke, Univ. of Washington

10:25{11:05 \Optimization appli
ations to industrial problems," Zelda Zabinsky,

Univ. of Washington

11:05{11:30 ||||Refreshments in Guggenheim 408, the Applied Math Lounge

11:30{12:10 \Convexi�
ation in sto
hasti
 integer programming," Suvrajeet Sen,

Univ. of Arizona

12:10{14:00 ||||Lun
h expedition to University Avenue

14:00{14:40 \A produ
tion appli
ation for M-
onvexity," TomM
Cormi
k, Univ. of

British Columbia

14:40{15:20 \Ample parameterization of variational inequalities and generalized

equations," Terry Ro
kafellar, Univ. of Washington

The West Coast Optimization Meeting o

urs twi
e ea
h year. Conta
t:

Prof. J. M. Borwein at the Dept. of Mathemati
s and Statisti
s, Simon Fraser

University, Van
ouver: (604) 291-3070, e-mail jborwein�
e
m.sfu.
a

Prof. R. T. Ro
kafellar at the Dept. of Mathemati
s, University of Washington,

Seattle: (206) 543-1916, e-mail rtr�math.washington.edu



TALK ABSTRACTS for WCOM

Seattle, O
tober 21, 2000

Brett Berger, Numeri
al results for neo-
lassi
al e
onomi
 growth models using path-

following algorithms

Numeri
al results were obtained for the three basi
 types of neo-
lassi
al vintage


apital models. The existing literature only analyzed the asymptoti
 steady states resulting

from systems of dynami
 equations. These new results allow the examination of the entire

time path of the key primal and dual variables of these models stru
tured as optimization

problems. Two of the three models are 
onvex programming problems and therefore have

unique global solutions. The 
onvex programming problems' results were obtained using

an interior point algorithm. The results of the non-
onvex model were obtained using a

non-interior path following algorithm based on Burke and Xu (2000).

Heinz Baus
hke, On Legendre fun
tions and Bregman distan
es

Based on joint work with Jon Borwein (SFU) and Patri
k Combettes (Paris VI), I

will present some re
ent results on Legendre fun
tions in re
exive Bana
h spa
es, and on

the joint 
onvexity of the Bregman distan
e.

Russell Luke, Nonlinear least-squares and non-
onvex proje
tion algorithms

Proje
tion algorithms are 
ommonly used to re
onstru
t the phase of an ele
tromag-

neti
 �eld from magnitude information alone. The 
onstraint sets underlying these appli-


ations are non-
onvex. To date 
onvergen
e of these algorithms has not been proven. We

�ll this gap in the theory of su
h algorithms by showing that the steepest des
ent method

applied to the minimization of a least squares obje
tive is equivalent to a spe
i�
 imple-

mentation of a proje
tion algorithm. The 
onvergen
e properties of the steepest des
ent

method are derived from standard results in the optimization literature.

Zelda Zabinsky, Optimization appli
ations to industrial problems

Over the past few years I have supervised several student proje
ts with industrial

sponsors. The proje
ts involve mathemati
al modeling in
luding linear optimization, non-

linear optimization, and some integer programming. The students in
lude master's and

PhD students. I will des
ribe three proje
ts: one analyzing the design of o
eani
 air traÆ


management systems, one s
heduling a produ
tion pro
ess, and one analyzing manufa
-

turing toleran
es of a 
omposite panel. The air traÆ
 management problem uses network

optimization expanded over time, the produ
tion s
heduling problem uses a 
olle
tion of

integer optimization models, and the manufa
turing toleran
es problem uses two global

optimization methods.



Suvrajeet Sen, Convexi�
ation in sto
hasti
 integer programming

One of the more formidable 
lasses of optimization problems arises from the in
orpo-

ration of un
ertainty in integer programming models. We will 
onsider two stage models

in whi
h integer-valued de
isions are allowed in either the �rst or the se
ond stage. We will

dis
uss various approa
hes to 
onvexifying these problems. It is shown that for problems

with �xed re
ourse, there is substantial 
ommonality between the 
onvex hull represen-

tations asso
iated with alternative s
enarios. Based on this 
hara
terization we devise a


lass of methods 
alled Disjun
tive De
omposition algorithms. We show that when the

se
ond stage 
onsists of 0-1 MILP problems, we 
an obtain a

urate se
ond stage obje
tive

fun
tion estimates after �nitely many steps. We will also 
ompare the degree of diÆ
ulty

asso
iated with 
onvexifying problems involving 0-1 �rst-stage variables, with the situation

involving 
ontinuous �rst-stage variables (with se
ond stage being 0-1 MILP).

Tom M
Cormi
k, A produ
tion appli
ation for M-
onvexity

We 
onsider a model of a produ
tion system where multiple 
omponent parts are as-

sembled in a tree stru
ture into various �nal produ
ts, subje
t to 
onvex revenue fun
tions.

This 
an be modeled as a 
ow in two networks, one for the 
omponents, the se
ond for

the �nal produ
ts, with 
onstraints that the 
ows on 
ertain pairs of ar
s are equal.

We show how to represent the 
omponent network as a set of side 
onstraints for the

�nal produ
t network. This leads to showing under what assumptions there exist optimal,

integral 
ows. For some versions of the model, the resulting network 
ow problem is a

submodular 
ow problem with non-separable 
onvex 
osts.

We show that these spe
ial 
ases belong to the 
lass of M-
onvex optimization prob-

lems developed by Murota. We dis
uss the impli
ations of this for 
hara
terizing optimility,

and for developing algorithms.

This is joint work with Julie Swann of Northwestern, David Sim
hi-Levi of MIT, and

Ann Chan of Toronto.

Terry Ro
kafellar, Ample parameterization of variational inequalities and generalized

equations

Variational inequalities are important in expressing optimality 
onditions, modeling

equilibrium in games and e
onomi
s, and mu
h more. A fundamental question is how

the set of solutions varies with respe
t to shifts in the parameters on whi
h a variational

inequality depends. In this talk a 
on
ept of ample parameterization will be dis
ussed

whi
h 
onveniently supports an array of results of impli
it-fun
tion type|where properties

of the solution mapping 
an be derived from properties of an asso
iated \linearization" of

the variational inequality.


