
BIT 11 (1971), 168--174 

A M O D I F I E D  R E G U L A  F A L S I  M E T H O D  

F O R  C O M P U T I N G  T H E  R O O T  O F  A N  E Q U A T I O N  

M. D O W E L L  a n d  I ). J A R R A T T  

Abstract .  
The Illinois method is briefly described and the asymptotic convergence of the 

method investigated. Numerical examples are also given including comparisons 
with other similar robust methods. 

1. Introduct ion .  

In  practical root-finding problems where good initial estimates of the 
roots are known, there is a wide range of computationally efficient 
algorithms available which can be programmed for use on a digital com- 
puter.  For difficult problems, however, in which the prior information 
on the location of the root is poor, such methods often fail to converge, 
and this has led to a search for techniques which are relatively intensi- 
tive to the choice of starting values. One of the oldest and best known of 
these methods is the l~egula Falsi which we briefly describe. 

We consider the equation 

(1) f ( x )  = o 

and suppose tha t  a t  the start  of the solution process two approxima- 
tions to a root, x~_ 1 and xt, are available for which f i - l f i  < 0. A new 
value, x/+ 1, is now computed from the rule 

f i(xl -- Zi_l) 
(2) X +l = f -A-1 ' 

and fi+l is evaluated. The estimates to  be used for the next  iteration are 
xi+ 1 and whichever of x i and xi_ I give a function values of opposite sign 
to fi+l. The process is continued until  some suitable criterion has been 
satisfied, for example [(xi+ 1 -x~)/xt[ < (~, where ~ is a nominated tolerance. 
The method is at t ract ive since convergence to a root of (1) is guaran- 
teed. I t  suffers from the drawback, however, tha t  once an interval is 
reached on which the function is convex or concave, thereafter  one of 
the end-points of this interval is always retained, and this feature slows 
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down the asymptotic convergence to first order. We now describe a modi- 
fication of the I~egula Falsi which leads to a considerable enhancement 
in speeed of convergence without the guarantee of convergence being lost. 
This refinement, which has now entered the folklore of computing, is 
thought by  some to have been due originally to the staff of the computer 
centre at the University of Illinois in the early 1950's. The present paper 
gives a theoretical analysis of the behaviour of this refinement and also 
reports some numerical experience with the process. 

2. The Illinois algorithm. 
The method follows the Regula Falsi except tha t  the estimates chosen 

for the next iteration are selected according to the following rules: 

i) if f l+l f i  < 0, then (Xi_l,f~_l) is replaced by  (xi,fi) 
ii) if f i+l f t  > O, then (Xi_l,ft_l) is replaced by  (Xi_l,ft_l/2). 

As before, (xl+l,ft+l) replaces (xi,fi). The function values used at each 
iteration will again always have opposite signs and the introduction of 
the value f i_ l /2  for fi-1 is a modification designed to speed convergence 
by  preventing the retention of an end point. 

We now analyse the asymptotic convergence of the method. For ini- 
tial estimates x 0 and x 1 which are sufficiently close to a root 0 of (1), 
asymptotic error theory can be used to examine formally the behaviour 
of the algorithm. We begin by  defining the error in the ith approximation 
by  ei = x  i - O ,  and using the Taylor expansion of fi  about  0 we find 

f i  = ~ c~i r, where c r = f(r)(O)/r! 
r = l  

and c o =f(0)  = 0. 
By  substituting in (2) it is easy to show that  for a simple root 

C2 
(3)  8t+ 1 '~ ~ ~i~i_l. 

The behaviour at the next iteration depends on whether f t+l f t  is less 
than or greater than zero. In  the former unmodified case, by  straight- 
forwardly applying (3) we shall have 

C2 
El+ 2 ~ ~l~l+l~i 

while for the latter modified case analysis gives 

(4) el+~ ~ - ~ t + l .  
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B y  using (3) and  (4) it is now possible to  examine the  asympto t ic  iter- 
a t ing pa t t e rn  of the Illinois method.  Assuming t h a t  et_ ~ is negat ive and  
e i positive, and  taking first the  case c~/c 1 positive, we f ind a sequence of 
values, calculated f rom modified (M) and  unmodif ied (U) i terations in 

the  order U U M ,  U U M ,  U U M  . . . . .  For  c~/c I negative,  the  pa t t e rn  is 
U.M, U U A I ,  U U M , . . . ,  and  in bo th  cases the  basic pa t t e rn  is one of two 
unmodif ied iterations, followed by  a modified one. F r o m  (3) and  (4) it 

can be shown tha t  
/ c2"~ ~ 3 

~ t - 4 , )  ' 

and  if we designate the three i terations U U M  as a single i terat ion with 
error #, we find 

/ c 2 \  ~ 3 
. 

Hence  we have  a process which is th i rd  order  a t  a cost of three evalua- 

t ions of f per step in the  sequence. 
Accordingly,  using Traub ' s  (1, Appendix  C) Efficiency Index,  we find 

t h a t  the  computa t iona l  efficiency of the  Illinois me thod  is 33 = 1.442 . . . .  
compared  wi th  an  efficiency of 1 for the  unmodif ied Regula  Falsi. 

3. N u m e r i c a l  I l l u s t r a t i o n s .  

We show first in Table 1 the behaviour  of the me thod  for the equat ion 
s i n x -  0.5 = 0. 

The root  is 0 = z /6  for which c2/cl = - t an  0 = - 1/[/3, and  we s tar t  with 
initial est imates x 0 = 0.0, x 1 = 1.5. 

Table 1. 

i e~ Iteration 

2 
3 
4 
5 
6 
7 
8 
9 

10 

0.228 
--0.895 × 10 -1 

0.666 × 10 -2 
0.160 × 10 -a 

--0.152 × 10 -s 
0.702 X 10 -8 
0.308 X 10 -13 

-0 .308  × 10 -18 

< ½ X 10 -18 

U 
M 
U 
U 
M 
U 
U 
M 
U 

F r o m  the table it is clear t ha t  e e ~ - e s ,  e 9 ~ - e s ,  i l lustrating the effect 
of the modified iteration. 
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W e  now u n d e r t a k e  a numer ica l  compar i son  of the  pe r fo rmance  of 
the  Illinois m e t h o d  wi th  those of a n u m b e r  of compe t i t ive  robus t  methods .  
The  a lgor i thms chosen for  compar i son  were the  Regu la  Falsi ,  a l r eady  
described, the  wel l -known Bisect ion a lgor i thm (1), and  a h y b r i d  m e t h o d  
f requen t ly  used and  fo rmed  f rom a combina t ion  of the  Regu la  Fals i  and  
the  Bisect ion a lgor i thm.  H e r e  a s imilar  app roach  to  the  Il l inois m e t h o d  
is adop t ed  excep t  t h a t  for  the  case f /+if i  > 0, the  nex t  va lue  is t a k e n  as 
(xi_l+xi+l) /2,  again  p reven t ing  the  re ten t ion  of an  end point .  

I n  an  a t t e m p t  to  ca r ry  ou t  the  compar i son  over  as r ep resen ta t ive  a 
class of p rob lems  as possible, a n u m b e r  of equat ions  were cons t ruc ted  
which possess character is t ics  c o m m o n l y  encounte red  in root- f inding prob-  
lems. I n  each case the  func t ion  used possesses a p a r a m e t e r  n which  can 
be var ied  to  give a f ami ly  of curves  of the  same  type .  The  calculat ions 
were pe r fo rmed  in double precision a r i thmet ic  and  t e r m i n a t e d  when  
If(x)I <0 .5  × 10-1% All the  roots  lie in the  range  [0,1] and  a p a r t  f r o m  
Table  7 the  s t a r t ing  values  x 0 = 0, x I = 1 were used in each  case. 

Table  2. f(x) = 2 x e  - n  + 1 - 2e  -nx .  N o  turning points o r  

inf lexions on [0,1]. 

1 
5 

15 
20 

Number of Iterations 

Bisection 
Regula 
Falsi 

l~egula Falsi 
+ 

Bisection 
Illinois 

64 
64 
67 
67 

23 
40 
41 
42 

19 
21 
23 
23 

9 

10 
11 
11 

Table  3. f ( x )  = (1 + (1 - n)2)x - (1 - nx) ~. One turning point on [0, 1]. 

2 
5 

15 
20 

Number of Iterations 

Bisection 

64 
62 
71 
71 

Regula 
Falsi 

25 
16 
11 
10 

Regula Falsi 
+ 

Bisection 

21 
17 
15 
15 

Illinois 
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T a b l e  4. f(x)=x~-(1-x) n. One inflexion on [ 0 , 1 ] .  

n 

2 

5 
15 
20 

N u m b e r  of I t e r a t i o n s  

B i sec t ion  
R e g u l a  

Fa l s i  

R e g u l a  Fa l s i  
+ 

B i sec t i on  
I l l inois  

1 
64 
61 
62 

1 
54 

179 
245 

1 
19 
23 
23 

1 
8 

11 
12 

T a b l e  5. f(x) = (1 + (1 - n)4)x - (1 - nx) 4. One turning point 
anzl one inflexion on [ 0 , 1 ] .  

~b 

N u m b e r  of I t e r a t i o n s  

B i sec t ion  
R e g u l a  

Fa l s i  

R e g u l a  Fa l s i  
+ 

B i sec t ion  
I l l inois  

2 

5 
15 
20 

64 
71 
76 
77 

40 
9 
6 
5 

21 
13 

9 
9 

10 
7 
6 
6 

T a b l e  6. f ( x ) =  e-nX(x-  1 ) +  x "~. A fami ly  of curves which lie 
increasingly close to the x-axis for large n. 

1 
5 

10 
15 

N u m b e r  of I t e r a t i o n s  

B i sec t ion  

64 
63 
57 
55 

Regalia 
Fa l s i  

26 
114 

1286 
> 104 

Regu la  Fa l s i  
+ 

Bisec t ion  

19 
21 
23 
21 

I l l inois  

9 
9 

13 
16 
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Table  7. f (x)= ( n x -  1 ) / ( ( n -  1)x). A family of curves 
with the y-axis asymptotic. 

n 

2 
5 

15 
20 

Number of Iterations 

Bisection 

I 59 
56 
61 
58 

Regula 
Falsi 

2008 
809 
262 
192 

gegula Falsi 
+ 

Bisection 

2 
25 
25 
25 

Illinois 

14 
14 
14 
15 

The  s tar t ing  values used here  were Xo=0.01, x l =  1.0. 
F r o m  these tables i t  is clear t ha t  the  Illinois me t h o d  is consis tent ly 

superior,  in m a n y  eases complet ing the  calculat ion in fewer t h a n  half 
the  nu m ber  of i terat ions required by  the  nex t  best  method.  

4. Algol procedure. 
We give finally an ALGOL procedure  for implement ing  the  Illinois 

algori thm. 

real  p rocedure  Illinois(f, x, xO, xl ,  delta); 
real f ,  x, xO, x l ,  delta; 
value xO, xl ,  delta; 
c o m m e n t  This procedure carries out the Illinois iterative process to find a 

root of f (x)= O, given two approximations xO and xl  which must be 
chosen such that f(xO) a ~  f ( x l )  are of opposite sign; 

begin real  f0 ,  f l ,  fx; 
x : =  x l ; f l : - - f ;  
x :=  x 0 ; f 0  : =  f ;  
for  x :=  x l - f l  x (xl -xO) / ( f l - fO)  while abs(x-x l )  > delta do 
begin 

f x : = f ;  
if fx × f l  < 0.0 then begin 

x o : =  xl  ; f o : =  f I  
end 

else f 0  : = f0  x 0.5; 
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xl := x; f l  := fx  
end of iterative loop; 
Illinois := x 

end of procedure Illinois; 
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