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#### Abstract

We introduce a concept of independence entropy for symbolic dynamical systems. This notion of entropy measures the extent to which one can freely insert symbols in positions without violating the constraint defined by the shift space. We show that for a certain class of one-dimensional shift spaces $X$, the independence entropy coincides with the limiting, as $d$ tends to infinity, topological entropy of the dimensional shift defined by imposing the constraints of $X$ in each of the $d$ cardinal directions. This is of interest because for these shift spaces independence entropy is easy to compute. Thus, while in these cases, the topological entropy of the $d$-dimensional shift $(d \geq 2)$ is difficult to compute, the limiting topological entropy is easy to compute. In some cases, we also compute the rate of convergence of the sequence of $d$-dimensional entropies. This work generalizes earlier work on constrained systems with unconstrained positions.
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## 1 Introduction/Overview

Topological entropy is the most fundamental numerical invariant associated to a $d$-dimensional shift space. When $d=1$ and the shift space is a shift of finite type (SFT) or sofic

[^0]shift, the topological entropy is easy to compute as the $\log$ of the largest eigenvalue of a nonnegative integer matrix. However, when $d=2$ there is no known explicit expression for the topological entropy of SFTs, even for the simplest nontrivial examples. For instance, the one-dimensional golden mean shift is the set of all bi-infinite sequences of ' 0 's and ' 1 's such that 11 never appears. The topological entropy of this shift is well known to be the $\log$ of the golden mean, which is approximately $\ln (1.618)$. For the two-dimensional golden mean shift, defined to be the set of all configurations of ' 0 's and ' 1 's on $\mathbb{Z}^{2}$ such that 11 and ${ }_{1}^{1}$ never appear, there is no known expression for the topological entropy.

One analogously defines the $d$-dimensional golden mean shift for any $d \geq 1$. It is well known that the topological entropy is a non-increasing function in $d$ and thus has a limit. It is not so well known that the value of this limit is known in this case; namely it is $\frac{\ln (2)}{2} \approx$ $\ln (1.414)$ (see $[12,18]$ ).

One way of interpreting this result is as follows. For any $d$, call a site in $\mathbb{Z}^{d}$ even (resp., odd) if the sum of its coordinates is even (resp., odd). Now, if we assign value 0 to each even site, then we are free to assign arbitrary binary values to each of the odd sites; the ' 0 's in the even sites prevent two adjacent sites from both taking value 1 . Equivalently, for any configuration of ' 0 's and ' 1 's on all of $\mathbb{Z}^{d}$ such that all even sites have value 0 , then if we freely change the values at all odd sites in any way, the resulting configuration belongs to the golden mean shift. The number of possible restrictions of configurations of this form to a $d$-dimensional rectangular cube of even side length $L$ is $2^{L^{d} / 2}$. The asymptotic growth rate of the number of such configurations, as $L \rightarrow \infty$, is $\frac{\ln (2)}{2}$. Thus, in any dimension, we get a contribution of $\frac{\ln (2)}{2}$ to the topological entropy of the $d$-dimensional golden mean shift. We call this quantity the "independence entropy" of the golden mean shift since it arises from independently choosing values at a maximal collection of specified sites, while fixing values at other sites. Note that the independence entropy is exactly the limiting entropy of the $d$-dimensional golden mean shift.

It is not hard to show that the topological entropy of the $d$-dimensional golden mean shift dominates its independence entropy and we show that for all $d$, there is a strict gap; evidently, this gap vanishes as $d \rightarrow \infty$.

In this paper, we define a general notion of independence entropy for an arbitrary $d$-dimensional shift space $X$ over an arbitrary finite alphabet $\mathcal{A}$ (Sect. 4), using an associated "multi-choice" shift space (introduced in Sect. 3). The alphabet of this shift space is the collection of non-empty subsets of $\mathcal{A}$, and a configuration is allowed if and only if whenever one replaces each symbol $S \subseteq \mathcal{A}$ with any element of $S$, one obtains an allowed configuration in $X$.

In Sect. 4, we observe that the topological entropy of a shift space always dominates its independence entropy and show that the independence entropy can be computed explicitly for any 1-dimensional sofic shift.

In Sect. 5, we introduce the notion of an "axial product" of $d 1$-dimensional shift spaces $X_{i}$ over the same alphabet: namely, the $d$-dimensional shift space consisting of all configurations whose restriction to every "row" in the $i$-th direction belongs to $X_{i}$, for each $i=1, \ldots, d$. For example, the $d$-dimensional golden mean shift is the axial product of $d$ copies of the 1 -dimensional golden mean shift. We show that the independence entropy of the axial product is dominated by the minimum of the independence entropies of the $X_{i}$. In the isotropic case, i.e., when all the $X_{i}$ are the same shift space (call it $X$ ), we show that the independence entropy of the axial product is the same as that of $X$. We also note that the entropies of the $d$-dimensional versions of a $\mathbb{Z}$-shift space are nonincreasing in $d$, and therefore approach a "limiting $d$-dimensional entropy."

In Sect. 6, we investigate the relationship between independence entropy and limiting $d$-dimensional entropy. First, we use the results of Sects. 4 and 5 to show that independence entropy is always less than or equal to limiting $d$-dimensional entropy. As mentioned above, for the golden mean shifts, as $d$ tends to infinity, the gap between topological entropy and independence entropy disappears, and so the independence entropy and limiting $d$-dimensional entropy are equal. We show that this holds for some general classes of shifts of finite type as well as for a specific example, the 3-checkerboard SFT, thereby answering a question posed in [7]. For this SFT, as well as the golden mean shift, we also show that the $d$-dimensional topological entropy converges exponentially, and we compute the exact exponent of convergence (this is an improvement on an upper bound on the exponent given in [12]). We do not know of any example of a 1-dimensional shift space where the limiting topological entropy is not equal to the independence entropy. ${ }^{1}$

A $d$-dimensional shift space may naturally be regarded as a topological $\mathbb{Z}^{d}$-action with $d$ generators: namely, the unit shifts in each of the $d$ dimensions. As described above, a 1-dimensional shift space $X$ defines a $d$-dimensional shift space, namely the isotropic axial product. In the "limit," $X$ also defines an action of $\mathbb{Z}^{\mathbb{N}}$ on a sort of infinite dimensional isotropic axial product, and we note that the limiting topological entropy coincides with the topological entropy of this action (see [17] for an introduction to topological entropy of general amenable group actions).

Finally, we remark that our work was motivated by a scheme, known as "constrained systems with unconstrained positions," for combining error-correcting codes and modulation codes in magnetic recording $[4,16,19,20,22]$. The rough idea there is that a 1 -dimensional SFT or sofic shift over $\{0,1\}$ represents a set of allowable sequences that can be recorded along data tracks in a storage medium. Various physical considerations dictate constraints that define the shift space. While these constraints substantially reduce the likelihood of error introduced in the reading process, some errors are unavoidable due to imperfections and noise in the components. Thus, it is desirable to have some error-correcting (ECC) capability. This can be achieved by reserving some specific positions for ECC parity bits, which are computed based on the values in other positions. Since the parity bits are not known in advance, it is necessary that any selection of ' 0 's and ' 1 's be allowed in those positions, without violating the constraints of the shift space, so that the desired constraints on recorded sequences still hold. This results in a very special type of multi-choice shift space.

## 2 Definitions

We begin with some definitions from symbolic dynamics and graph theory.
Let $\mathcal{A}$ be a finite alphabet, and fix a positive integer $d$. For a subset $P \subseteq \mathbb{Z}^{d}$, a configuration on $P$ over $\mathcal{A}$ is a mapping $x: P \rightarrow \mathcal{A}$. For any such $x$ and $\mathbf{i} \in P$ we denote the element of $\mathcal{A}$ corresponding to $\mathbf{i}$ by $x_{\mathbf{i}}$ or $x(\mathbf{i})$. A shift of a configuration $x$ on $B \subseteq \mathbb{Z}^{d}$ over $\mathcal{A}$ is the configuration $y$ on $\mathbf{t}+B=\{\mathbf{j}+\mathbf{t}: \mathbf{j} \in B\}$ over $\mathcal{A}$ given by $y_{\mathbf{j}+\mathbf{t}}=x_{\mathbf{j}}, \mathbf{j} \in B$, for some $\mathbf{t} \in \mathbb{Z}^{d}$. For two configurations $x \in \mathcal{A}^{P}$ and $y \in \mathcal{A}^{Q}$, where $P, Q \subset \mathbb{Z}^{d}$ are disjoint, we denote by $x \cup y$ the configuration on $P \cup Q$ satisfying $\left.(x \cup y)\right|_{P}=x$ and $\left.(x \cup y)\right|_{Q}=y$. A configuration is finite if it is on a finite set. We say that a configuration $x$ on a set $P$ appears in a configuration $y$ if there exists $\mathbf{t} \in \mathbb{Z}^{d}$ such that for all $\mathbf{i} \in P, y_{\mathbf{i}+\mathbf{t}}=x_{\mathbf{i}}$. For

[^1]a set $\mathcal{F}$ of finite configurations, the $\mathbb{Z}^{d}$ shift space over $\mathcal{A}$ defined by $\mathcal{F}$, denoted $X_{\mathcal{F}}$, is the set of all configurations on $\mathbb{Z}^{d}$ over $\mathcal{A}$ that do not have a configuration of $\mathcal{F}$ appearing in them. The set $\mathcal{F}$ is usually called a forbidden list. A $\mathbb{Z}^{d}$ shift space $X$ is called a shift of finite type (abbreviated SFT) if it can be defined by a finite forbidden list. Let $X$ be a $\mathbb{Z}^{d}$ shift space. A configuration $x$ on some set $P \subset \mathbb{Z}^{d}$ is called globally admissible if it appears in an element of $X$. If $X$ is defined by a forbidden list $\mathcal{F}$, such a configuration $x$ is called locally admissible with respect to $\mathcal{F}$ if it does not contain an element of $\mathcal{F}$. For a set $P \subseteq \mathbb{Z}^{d}$, we denote by $B_{P}(X)$ the set of all globally admissible configurations on $P$. Local admissibility of finite configurations of a $\mathbb{Z}^{d}$ SFT is decidable: there is an algorithm that given a finite forbidden list $\mathcal{F}$ and a finite configuration determines whether the configuration is locally admissible with respect to $\mathcal{F}$. In contrast, such an algorithm for determining global admissibility of a finite configuration for a general SFT only exists when $d=1$ [2].

For an alphabet $\mathcal{A}$, a word of length $\ell$ is a configuration on $\{0, \ldots, \ell-1\}$ over $\mathcal{A}$. We use $\varepsilon$ to denote the empty word and $\mathcal{A}^{*}$ to denote the set of all words over $\mathcal{A}$. We use the following conventional notation: for words $x, y \in \mathcal{A}^{*}$ and a nonnegative integer $n$, we use $|x|$ to denote the length of $x, x y$ to denote the word formed by "concatenating $y$ to the end of $x "$ in the usual sense, and $x^{n}$ to denote the word formed by concatenating $x$ to itself $n$ times $\left(x^{0}=\varepsilon\right)$. A $\mathbb{Z}$-SFT is called an $m$-step SFT if it can be defined by a forbidden list of words $\mathcal{F}$, such that the maximum length of a word in $\mathcal{F}$ is $m+1$. For a $\mathbb{Z}$ shift space over $X$, the language of $X$, denoted $B(X)$, is the set of all globally admissible words of $X$, that is $B(X)=\bigcup_{\ell=0}^{\infty} B_{\{0, \ldots, \ell-1\}}(X)$.

Let $G=(V, E)$ be a directed graph with a finite set of vertices $V$ and finite set of edges $E$. For an edge $e \in E$ we denote by $\sigma(e)$ and $\tau(e)$ the starting and terminating vertices of $e$ in $G$. A bi-infinite path in $G$ is a sequence $\left(e_{i}\right)_{i=-\infty}^{\infty} \subseteq E$ of edges such that for all integers $i, \tau\left(e_{i}\right)=\sigma\left(e_{i+1}\right)$. We also deal with finite paths, which are finite sequences $\left(e_{i}\right)_{i=1}^{\ell} \subseteq E$ of some length $\ell$ such that $\tau\left(e_{i}\right)=\sigma\left(e_{i+1}\right)$ for $i=1, \ldots, \ell-1$. Such a path is said to start at the vertex $\sigma\left(e_{1}\right)$ and end at the vertex $\tau\left(e_{\ell}\right)$. A cycle is a finite path that starts and ends at the same vertex. A cycle $\left(e_{i}\right)_{i=1}^{\ell}$ is simple if the vertices $\tau\left(e_{1}\right), \ldots, \tau\left(e_{\ell}\right)$ are distinct. The set of all bi-infinite paths in $G$ is a $\mathbb{Z}$ SFT over $E$ called the edge-shift defined by $G$.

A $\mathbb{Z}^{d}$ shift space is sofic if there exists an alphabet $\mathcal{A}^{\prime}$, an SFT $X^{\prime}$ over $\mathcal{A}^{\prime}$, and a mapping $\psi: \mathcal{A}^{\prime} \rightarrow \mathcal{A}$ such that

$$
X=\left\{x \in \mathcal{A}^{\mathbb{Z}^{d}}: \text { there exists } x^{\prime} \in X^{\prime} \text { s.t. for all } \mathbf{i} \in \mathbb{Z}^{d}, x_{\mathbf{i}}=\psi\left(x_{\mathbf{i}}^{\prime}\right)\right\}
$$

(We note that our definition differs slightly from the usual one, in which $\psi$ could be any continuous shift-commuting map. However, the definitions are equivalent.)

For $d=1$, we will make use of two other equivalent definitions of a sofic shift space, each of which requires a preliminary definition.

For a word $w \in B(X)$, the follower set of $w$ in $X$, denoted by $F_{X}(w)$, is defined by

$$
F_{X}(w)=\{z \in B(X): w z \in B(X)\}
$$

A $\mathbb{Z}$ shift space is sofic if and only if it has only finitely many follower sets.
A labeled graph $\mathcal{G}$ with edge labels in $\mathcal{A}$ is a pair $(G, \mathcal{L})$ where $G=(V, E)$ is a finite directed graph and $\mathcal{L}: E \rightarrow \mathcal{A}$ is an edge-labeling function. The concepts of finite and biinfinite paths of $\mathcal{G}$ are inherited from $G$. A bi-infinite path $\left(e_{i}\right)_{i=-\infty}^{\infty}$ in $\mathcal{G}$ is said to generate the bi-infinite sequence $\left(w_{i}\right)_{i=-\infty}^{\infty} \in \mathcal{A}^{\mathbb{Z}}$ if $w_{i}=\mathcal{L}\left(e_{i}\right)$. Similarly, a finite path of length $\ell$ generates a word of length $\ell$ over $\mathcal{A}$.

A $\mathbb{Z}$ shift space $X$ is sofic if and only if there exists a labeled graph $\mathcal{G}$ such that $X$ is equal to the set of all bi-infinite sequences generated by bi-infinite paths of $\mathcal{G}$. Any such labeled graph $\mathcal{G}$ is called a presentation of $X$.

See [14] for proofs and more details on $\mathbb{Z}$ shift spaces.
Finally, we use $\mathbb{N}$ to denote the set of positive integers.

## 3 Multi-choice Shift Spaces

In this section, we introduce a concept which will be necessary in Sect. 4 for defining independence entropy. For any finite alphabet $\mathcal{A}$, let $\hat{\mathcal{A}}$ denote the set of all nonempty subsets of $\mathcal{A}$. Let $X$ be a $\mathbb{Z}^{d}$ shift space over $\mathcal{A}$ and for a configuration $\hat{x}$ on $P \subseteq \mathbb{Z}^{d}$ over $\hat{\mathcal{A}}$, define the set of "fillings" of $\hat{x}$, denoted $\Phi(\hat{x})$, by

$$
\begin{aligned}
\Phi(\hat{x}) & =\left\{x \in \mathcal{A}^{P}: \text { for all } \mathbf{i} \in P, x_{\mathbf{i}} \in \hat{x}_{\mathbf{i}}\right\} \\
& =\prod_{\mathbf{i} \in P} \hat{x}_{\mathbf{i}}
\end{aligned}
$$

We define the multi-choice shift space corresponding to $X$, denoted $\hat{X}$, by

$$
\hat{X}=\left\{\hat{x} \in \hat{\mathcal{A}}^{\mathbb{Z}^{d}}: \Phi(\hat{x}) \subseteq X\right\} .
$$

It's easy to verify that if $\mathcal{F}$ is a forbidden list defining $X$ then the set

$$
\hat{\mathcal{F}}=\left\{\hat{x}: \hat{x} \in \hat{\mathcal{A}}^{P} \text { for some } P \subseteq \mathbb{Z}^{d} \text { and } \Phi(\hat{x}) \cap \mathcal{F} \neq \emptyset\right\}
$$

is a forbidden list defining $\hat{X}$; so $\hat{X}$ is indeed a shift space over $\hat{\mathcal{A}}$. Note that if $\mathcal{F}$ is finite then so is $\hat{\mathcal{F}}$, and therefore the multi-choice shift space of an SFT is an SFT.

Example 1 Define $G$ to be the golden mean $S F T$ on $\{0,1\}$ with forbidden list $\mathcal{F}=\{11\}$. Then $G$ consists of all biinfinite $0-1$ sequences which do not contain consecutive 1's. The multi-choice SFT $\hat{G}$ corresponding to $G$ has alphabet $\{\{0\},\{1\},\{0,1\}\}$, and has forbidden list $\{\{1\}\{1\},\{1\}\{0,1\},\{0,1\}\{1\},\{0,1\}\{0,1\}\}$.

In contrast, for $d>1$, we don't know if the multi-choice shift space corresponding to a sofic shift is sofic. For $d=1$, [20] shows that this true when $\mathcal{A}=\{0,1\}$. The proof can be generalized to larger alphabets, and for completeness we provide it in the next theorem. (We cannot extend our proof to the case $d>1$ because it uses the follower set definition of a $\mathbb{Z}$-sofic shift, for which there is no known extension to $d>1$.)

Theorem 1 Let $X$ be a $\mathbb{Z}$ sofic shift over an alphabet $\mathcal{A}$. Then $\hat{X}$ is $a \mathbb{Z}$ sofic shift over $\hat{\mathcal{A}}$.
Proof We recall that one of the definitions of a $\mathbb{Z}$ sofic shift allows us to prove that $\hat{X}$ is sofic by constructing a labeled graph presentation $\hat{\mathcal{G}}=((V, E), \mathcal{L})$ for $\hat{X}$. The set of vertices $V$ consists of all (finite) intersections of follower sets of words in $X$ :

$$
V=\left\{\bigcap_{i=1}^{k} F_{X}\left(w_{i}\right): w_{1}, \ldots, w_{k} \in B(X), k \in \mathbb{N}\right\} .
$$

We recall that any $\mathbb{Z}$ sofic shift has only finitely many follower sets, and so since $X$ is sofic, $V$ is finite. We proceed to define $E$. For a vertex $v=\bigcap_{i=1}^{k} F_{X}\left(w_{i}\right) \in V$, and symbol $\hat{a} \in \hat{\mathcal{A}}$ with $\hat{a} \subseteq v$, define

$$
\delta(v, \hat{a})=\bigcap_{a \in \hat{a}} \bigcap_{i=1}^{k} F_{X}\left(w_{i} a\right)
$$

(note that $w_{i} a \in B(X)$ for every $a \in \hat{a}$ and $\left.i=1,2, \ldots, k\right)$. It's easy to verify that $\delta(v, \hat{a})=$ $\left\{w \in \mathcal{A}^{*}: a w \in v\right.$ for all $\left.a \in \hat{a}\right\}$, and therefore $\delta(v, \hat{a})$ does not depend on the choice of $k$ and $w_{1}, \ldots, w_{k}$. The set $E$ is now defined by

$$
E=\{(v, \hat{a}, \delta(v, \hat{a})): v \in V, \hat{a} \subseteq v\},
$$

and for an edge $e=(v, \hat{a}, \delta(v, \hat{a})) \in E$ we define $\sigma(e)=v, \tau(e)=\delta(v, \hat{a})$ and $\mathcal{L}(e)=\hat{a}$. We claim that $\hat{\mathcal{G}}$ is a presentation of $\hat{X}$. The following fact is handy for proving this and is easily verified by induction on the length of the word $w$.

Fact For any vertex $v=\bigcap_{i=1}^{k} F_{X}\left(w_{i}\right) \in V$ and any word $w \in \hat{\mathcal{A}}^{*}$, there is a path starting at $v$ and generating $w$ in $\hat{\mathcal{G}}$ if and only if $\Phi(w) \subseteq v$, in which case the path ends at the vertex $\bigcap_{i=1}^{k} \bigcap_{z \in \Phi(w)} F_{X}\left(w_{i} z\right)$.

Now, let $\hat{x} \in \hat{\mathcal{A}}^{\mathbb{Z}}$ be a bi-infinite sequence generated by a bi-infinite path $\left(e_{i}\right)_{i=-\infty}^{\infty}$ of $\hat{\mathcal{G}}$. We claim that $\hat{x} \in \hat{X}$. Otherwise, there must be an $x \in \Phi(\hat{x})$ such that $x \notin X$. This implies that there exists a forbidden word $z$ of $X, j \in \mathbb{Z}$ and a nonnegative integer $n$ such that $z=x_{j} \cdots x_{j+n}$. Consider the finite path $\left(e_{i}\right)_{i=j}^{j+n}$, and let $\hat{z}=\hat{x}_{j} \cdots \hat{x}_{j+n}$ be the word that it generates. Let $v=\sigma\left(e_{j}\right)$ be the starting vertex of this path. By the Fact above, $\Phi(\hat{z}) \subseteq v$. Since clearly $z \in \Phi(\hat{z})$, it follows that $z \in v$, which implies $z \in B(X)$, a contradiction.

Conversely, let $\hat{x} \in \hat{X}$. Let $i \in \mathbb{Z}$ and pick a nonnegative integer $n$. Set $w=\hat{x}_{i} \cdots \hat{x}_{i+n}$. By our assumption, clearly $\Phi(w) \subseteq B(X)$. Since $B(X)=F(\varepsilon)$, where $\varepsilon$ denotes the empty word, it follows by the Fact above that there is a path generating $w=\hat{x}_{i} \cdots \hat{x}_{i+n}$ in $\hat{\mathcal{G}}$ starting at $F(\varepsilon)$. Since this is true for all such $i$ and $n$, it follows by an application of König's Infinity Lemma [5] (or a standard compactness argument) that there is a bi-infinite path in $\hat{\mathcal{G}}$ generating $\hat{x}$.

## 4 Independence Entropy

In this section, we introduce the notion of "independence entropy" of a shift space. Roughly, this is the part of the entropy resulting from inter-symbol independence in elements of the shift space. We need the following generalization of Fekete's Subadditivity Lemma to multivariate functions.

For an $n$-tuple $\mathbf{m}=\left(m_{1}, \ldots, m_{n}\right) \in \mathbb{N}^{n}$, let $[\mathbf{m}]$ denote the Cartesian product $\prod_{i}\{0, \ldots$, $\left.m_{i}-1\right\}$ and let $\mathrm{d}\left(\mathbf{m}_{i}\right)=\min \left\{m_{1}, \ldots, m_{n}\right\}$. We say that a sequence of such $n$-tuples $\left(\mathbf{m}_{i}\right)_{i=1}^{\infty}$ diverges to $\infty$, denoted $\mathbf{m}_{i} \rightarrow \infty$, if $\left(\alpha\left(\mathbf{m}_{i}\right)\right)_{i=1}^{\infty}$ diverges to $\infty$. Let $\overline{\mathbb{R}}$ denote the extended real numbers $\mathbb{R} \cup\{+\infty,-\infty\}$. We say that a function $f: \mathbb{N}^{d} \rightarrow \overline{\mathbb{R}}$ has a limit $L \in \overline{\mathbb{R}}$, denoted $\lim _{\mathbf{m} \rightarrow \infty} f(\mathbf{m})=L$, if for every sequence $\left(\mathbf{m}_{i}\right)_{i=1}^{\infty} \subseteq \mathbb{N}^{d}$ with $\mathbf{m}_{i} \rightarrow \infty$, we have $\lim _{i \rightarrow \infty} f\left(\mathbf{m}_{i}\right)=L$. We call a function $f: \mathbb{N}^{d} \rightarrow[-\infty, \infty)$ entry-wise subadditive, if for
any $\left(m_{1}, \ldots, m_{d}\right) \in \mathbb{N}^{d}, i \in\{1,2, \ldots, d\}$ and $n \in \mathbb{N}$, it holds that

$$
\begin{aligned}
& f\left(m_{1}, \ldots, m_{i-1}, m_{i}+n, m_{i+1}, \ldots, m_{d}\right) \\
& \quad \leq f\left(m_{1}, \ldots, m_{d}\right)+f\left(m_{1}, \ldots, m_{i-1}, n, m_{i+1}, \ldots, m_{d}\right) .
\end{aligned}
$$

If $f$ is an entry-wise subadditive function, then

$$
\lim _{\mathbf{m} \rightarrow \infty} \frac{f(\mathbf{m})}{|[\mathbf{m}]|}=\inf _{\mathbf{m}} \frac{f(\mathbf{m})}{|[\mathbf{m}]|},
$$

where for a set $S$ we use $|S|$ to denote the cardinality of $S$. See [3] for a proof.
Fix $d \in \mathbb{N}$ and a finite alphabet $\mathcal{A}$. Let $X$ be a nonempty $\mathbb{Z}^{d}$ shift space over $\mathcal{A}$. It's easy to verify that the mapping $\mathbf{m} \mapsto \ln \left|B_{[\mathbf{m}]}(X)\right|$ for $\mathbf{m} \in \mathbb{N}^{d}$ (we define $\ln 0=-\infty$ ) is entry-wise subadditive. The topological entropy of $X$, denoted $h(X)$, is given by

$$
\begin{align*}
h(X) & =\lim _{\mathbf{m} \rightarrow \infty} \frac{\ln \left|B_{[\mathbf{m}]}(X)\right|}{|[\mathbf{m}]|} \\
& =\inf _{\mathbf{m}} \frac{\ln \left|B_{[\mathbf{m}]}(X)\right|}{|[\mathbf{m}]|} . \tag{1}
\end{align*}
$$

If we replace $\left|B_{[\mathbf{m}]}(X)\right|$ in the definition by the number of locally admissible patterns on [ $\mathbf{m}$ ] with respect to some fixed forbidden list, the topological entropy remains the same. (See [6] or [9] for a proof in the case where $X$ is a $\mathbb{Z}^{d}$ SFT; the proof in [9] easily generalizes to the case where $X$ is any $\mathbb{Z}^{d}$ shift space.) The topological entropy is an important invariant of shift spaces (under a suitably defined notion of isomorphism). For a $\mathbb{Z}$ sofic shift there is a closed formula (up to computing the largest root of a polynomial) for determining the topological entropy. In general, it is very difficult to "compute" the topological entropy of a $\mathbb{Z}^{d}$ SFT. There are only a few non-degenerate $\mathbb{Z}^{d}$-SFTs with $d>1$ for which the topological entropy is known $[1,11,13,15,21]$.

We now define "independence entropy." For any $d$-tuple $\mathbf{m}$ and configuration $\hat{w} \in$ $B_{[\mathbf{m}]}(\hat{X})$, the real number $\ln (|\Phi(\hat{w})|) /|[\mathbf{m}]|$ can be thought of as the contribution to the topological entropy resulting from independence between entries in elements of $X$ as "captured" by $\hat{w}$. We define the independence entropy as the limit (as $d(\mathbf{m}) \rightarrow \infty)$ of the maximum possible such contribution. Precisely, observe that the mapping $\mathbf{m} \mapsto \max \{\ln |\Phi(\hat{w})|$ : $\left.\hat{w} \in B_{[\mathbf{m}]}(\hat{X})\right\}$ for $\mathbf{m} \in \mathbb{N}^{d}$ is entry-wise subadditive. The following quantity, which we call "independence entropy," was defined in [20] for $\mathbb{Z}$-sofic shifts with alphabet $\{0,1\}$ under the name "maximum insertion rate," and involved a logarithm with base 2 rather than base $e$.

The independence entropy of $X$, denoted $h_{\text {ind }}(X)$, is defined by

$$
\begin{align*}
h_{\text {ind }}(X) & =\lim _{\mathbf{m} \rightarrow \infty} \frac{\max \left\{\ln |\Phi(\hat{w})|: \hat{w} \in B_{[\mathbf{m}]}(\hat{X})\right\}}{|[\mathbf{m}]|} \\
& =\inf _{\mathbf{m}} \frac{\max \left\{\ln |\Phi(\hat{w})|: \hat{w} \in B_{[\mathbf{m}]}(\hat{X})\right\}}{|[\mathbf{m}]|} \tag{2}
\end{align*}
$$

Example 2 We return to G, the golden mean SFT, and compute its independence entropy. Note that for any pattern $\hat{w} \in \hat{\mathrm{G}},|\Phi(\hat{w})|=2^{i}$, where $i$ is the number of occurrences of the symbol $\{0,1\}$ in $\hat{w}$. Therefore, the maximum value of $|\Phi(\hat{w})|$ for $\hat{w}$ of a fixed length $m$ will be achieved by maximizing the number of occurrence of $\{0,1\}$ in $\hat{w}$. For any $m$, it is clear
that there exists $\hat{w} \in B_{[m]}(\hat{\mathrm{G}})$ with $\left\lceil\frac{m}{2}\right\rceil$ occurrences of $\{0,1\}$, namely $\hat{w}=\{0,1\}\{0\}\{0,1\} \ldots$. It is also clear that there is no $\hat{w} \in B_{[m]}(\hat{\mathrm{G}})$ with more than this many occurrences of $\{0,1\}$, since such $\hat{w}$ would contain two consecutive $\{0,1\}$ 's. Therefore,

$$
h_{\mathrm{ind}}(\mathrm{G})=\lim _{m \rightarrow \infty} \frac{\ln 2^{\lceil m / 2\rceil}}{m}=\frac{\ln 2}{2} .
$$

We next prove some properties of the independence entropy. In [20, Theorem 18] it is shown how the independence entropy of a sofic $\mathbb{Z}$ shift space can be determined from a presentation of $\hat{X}$ when $\mathcal{A}=\{0,1\}$. This result is easily generalized to larger alphabets and we state and prove it in the next theorem.

Theorem 2 Let $X$ be a $\mathbb{Z}$ sofic shift over an alphabet $\mathcal{A}$, and pick any presentation $\hat{\mathcal{G}}=$ $((V, E), \mathcal{L})$ of $\hat{X}$. Then

$$
\begin{equation*}
h_{\mathrm{ind}}(X)=\max \left\{\frac{\ln |\Phi(\hat{w})|}{|\hat{w}|}: \hat{w} \in \hat{X} \text { is generated by a simple cycle of } \hat{\mathcal{G}}\right\} . \tag{3}
\end{equation*}
$$

Proof We first note that the max on the right-hand side clearly exists, since the finite graph $(V, E)$ can only have finitely many simple cycles. Denote the RHS of (3) by $v^{*}$. Let $\hat{w}_{*}$ be a word generated by a simple cycle of $\hat{\mathcal{G}}$ such that $v^{*}=\left(\ln \left|\Phi\left(\hat{w}_{*}\right)\right|\right) /\left|\hat{w}_{*}\right|$. Set $\ell=\left|\hat{w}_{*}\right|$. For any $n \in \mathbb{N}$, clearly $\hat{w}_{*}^{n} \in B_{[n \ell]}(\hat{X})$ and $\left(\ln \left|\Phi\left(\hat{w}_{*}^{n}\right)\right|\right) /(n \ell)=v^{*}$. It follows that $v^{*} \leq\left(\ln \max \left\{|\Phi(\hat{w})|: \hat{w} \in B_{[n \ell]}(\hat{X})\right\}\right) /(n \ell)$. Taking the limit as $n \rightarrow \infty$, we obtain $v^{*} \leq h_{\text {ind }}(X)$. To complete the proof, we will show that $h_{\text {ind }}(X) \leq v^{*}$. We first claim that if $\hat{w} \in \hat{\mathcal{A}}^{*}$ is a word generated by a (possibly non-simple) cycle of $\hat{\mathcal{G}}$, then

$$
\begin{equation*}
v^{*} \geq \frac{\ln |\Phi(\hat{w})|}{|\hat{w}|} . \tag{4}
\end{equation*}
$$

This is easily proved by induction on $|\hat{w}|$. If $|\hat{w}|=1$, then the cycle generating $\hat{w}$ is simple and obviously (4) holds. For $|\hat{w}|>1$, let $\pi=\left(e_{i}\right)_{i=1}^{\ell}$ be a cycle of $\hat{\mathcal{G}}$ generating $\hat{w}$. Obviously (4) holds if $\pi$ is simple. Otherwise, there exist integers $1 \leq j<k \leq \ell$ such that $\tau\left(e_{j}\right)=\tau\left(e_{k}\right)$. So both $\alpha=e_{j+1}, \ldots, e_{k}$ and $\beta=e_{1}, \ldots, e_{j}, e_{k+1}, \ldots, e_{\ell}$ are cycles in $\hat{\mathcal{G}}$. Let $\hat{x}, \hat{y}$ denote the words generated by $\alpha$ and $\beta$ respectively. Then using the induction hypothesis on $|\hat{x}|$ and $|\hat{y}|$, we get

$$
\begin{aligned}
\frac{\ln |\Phi(\hat{w})|}{|\hat{w}|} & =\frac{|\hat{x}|}{|\hat{w}|} \frac{\ln |\Phi(\hat{x})|}{|\hat{x}|}+\frac{|\hat{y}|}{|\hat{w}|} \frac{\ln |\Phi(\hat{y})|}{|\hat{y}|} \\
& \leq \frac{|\hat{x}|}{|\hat{w}|} v^{*}+\frac{|\hat{y}|}{|\hat{w}|} v^{*} \\
& =v^{*} .
\end{aligned}
$$

Now, for $n \in \mathbb{N}$, let $\hat{z}(n) \in B_{[n]}(\hat{X})$ be a word such that $|\Phi(\hat{z}(n))|=\max \{|\Phi(\hat{w})|: \hat{w} \in$ $\left.B_{[n]}(\hat{X})\right\}$, and let $\left(e_{i}^{(n)}\right)_{i=0}^{n-1}$ be a path in $\hat{\mathcal{G}}$ generating $\hat{z}(n)$. Then by [16], p. 1432, it may be decomposed as follows. There exist an integer $0 \leq m \leq|V|$ and $2 m$ integers $0 \leq s_{1} \leq$ $t_{1}<s_{2} \leq t_{2}<\cdots<s_{m} \leq t_{m}<n$ such that for each $k=1, \ldots, m,\left(e_{i}^{(n)}\right)_{i=s_{k}}^{t_{k}}$ is a cycle, and
$n-\sum_{k}\left(t_{k}-s_{k}+1\right) \leq|V|$. Set $S=\bigcup_{k=1}^{m}\left\{s_{k}, \ldots, t_{k}\right\}$. Using (4), we have

$$
\begin{aligned}
\frac{\ln |\Phi(\hat{z}(n))|}{n} & =\sum_{k=1}^{m} \frac{\ln \left|\Phi\left(\mathcal{L}\left(e_{s_{k}}^{(n)}\right) \cdots \mathcal{L}\left(e_{t_{k}}^{(n)}\right)\right)\right|}{n}+\sum_{i \in[n] \backslash S} \frac{\ln \left(\left|\Phi\left(\mathcal{L}\left(e_{i}^{(n)}\right)\right)\right|\right)}{n} \\
& \leq \sum_{k=1}^{m}\left(\frac{\ln \left|\Phi\left(\mathcal{L}\left(e_{s_{k}}^{(n)}\right) \cdots \mathcal{L}\left(e_{t_{k}}^{(n)}\right)\right)\right|}{t_{k}-s_{k}+1} \cdot \frac{t_{k}-s_{k}+1}{n}\right)+\frac{|V|}{n} \ln |\mathcal{A}| \\
& \leq v^{*}+\frac{|V|}{n} \ln |\mathcal{A}| .
\end{aligned}
$$

The result follows by taking the limit as $n \rightarrow \infty$ of both sides of the last inequality.
We next show that the independence entropy of a shift space cannot exceed its topological entropy.

Theorem 3 For any $\mathbb{Z}^{d}$ shift space $X$ over an alphabet $\mathcal{A}, h_{\text {ind }}(X) \leq h(X)$.
Proof For every $\mathbf{m} \in \mathbb{N}^{d}$, let $\hat{z}(\mathbf{m}) \in B_{[\mathbf{m}]}(\hat{X})$ be a configuration such that $|\Phi(\hat{z}(\mathbf{m}))|=$ $\max \left\{|\Phi(\hat{w})|: \hat{w} \in B_{[\mathbf{m}]}(\hat{X})\right\}$. Obviously, $\Phi(\hat{z}(\mathbf{m})) \subseteq B_{[\mathbf{m}]}(X)$, which implies $(1 /|[\mathbf{m}]|) \times$ $\ln |\Phi(\hat{z}(\mathbf{m}))| \leq(1 /|[\mathbf{m}]|) \ln \left|B_{[\mathbf{m}]}(X)\right|$. Taking the limit of both sides as $\mathbf{m} \rightarrow \infty$, we obtain the result.

## 5 Limiting d-Dimensional Entropy and Axial Products

We begin by defining a construction of a $\mathbb{Z}^{d}$ shift space from lower dimensional shift spaces (first defined in [15]), which will be used later in the section to define a notion of "limiting $d$-dimensional entropy" of a $\mathbb{Z}$ shift space. We then relate the topological and independence entropies of the resulting shift space to the respective entropies of the lower dimensional shift spaces used to construct it.

For a configuration $x \in \mathcal{A}^{\mathbb{Z}^{d}}$ on $\mathbb{Z}^{d}$ over $\mathcal{A}$ and $1 \leq i \leq d$, a row in direction $i$ of $x$ is a configuration $y$ on $\mathbb{Z}$ over $\mathcal{A}$ defined by specifying some $m_{1}, \ldots, m_{i-1}, m_{i+1}, \ldots, m_{d} \in \mathbb{Z}$ and then taking $y_{k}=x_{\left(m_{1}, \ldots, m_{i-1}, k, m_{i+1}, \ldots, m_{d}\right)}$ for all $k \in \mathbb{Z}$. Let $X_{1}, \ldots, X_{d}$ be $\mathbb{Z}$ shift spaces over $\mathcal{A}$, we define the axial product of $X_{1}, \ldots, X_{d}$ to be the $\mathbb{Z}^{d}$ shift space

$$
X_{1} \otimes \cdots \otimes X_{d}:=\left\{z \in \mathcal{A}^{\mathbb{Z}^{d}}: \forall i \in\{1, \ldots, d\} \text { and row } y \text { in direction } i \text { of } z, y \in X_{i}\right\} .
$$

More generally, one can define the axial product of a $\mathbb{Z}^{d_{1}}$ shift space with a $\mathbb{Z}^{d_{2}}$ shift space (both over the same alphabet), and show that this product is associative. Most of our results below can be generalized to this more general setting; however to simplify the notation, we only treat axial products of $\mathbb{Z}$ shift spaces. For $i \in\{1,2, \ldots, d\}$, any configuration $x$ on $B \subseteq \mathbb{Z}$ corresponds to the ( $d$-dimensional) configuration $x^{(i)}$ on the Cartesian product $\{0\}^{i-1} \times B \times\{0\}^{d-i} \subseteq \mathbb{Z}^{d}$ defined by $x_{(0, \ldots, 0, k, 0, \ldots, 0)}^{(i)}=x_{k}$ for all $k \in B$. It's easy to verify that if $\mathcal{F}_{i}$ is a forbidden list defining the shift space $X_{i}$, then $\mathcal{F}=\bigcup_{i}\left\{x^{(i)}: x \in \mathcal{F}_{i}\right\}$ is a forbidden list defining $X_{1} \otimes \cdots \otimes X_{d}$; thus the axial product of shift spaces is a shift space. If $X_{1}=$ $\cdots=X_{d}=X$, we call $X_{1} \otimes \cdots \otimes X_{d}$ the $d$-fold axial power of $X$ and abbreviate it by $X^{\otimes d}$. If $\hat{X}_{i}$ is the multi-choice shift space corresponding to $X_{i}$ for $i \in\{1, \ldots, d\}$, then it is easy to verify that the multi-choice shift space corresponding to $X_{1} \otimes \cdots \otimes X_{d}$ is $\hat{X}_{1} \otimes \cdots \otimes \hat{X}_{d}$.

The next theorem relates topological and independence entropies of $\mathbb{Z}$ shift spaces and their axial product.

Theorem 4 Let $X_{1}, \ldots, X_{d}, X$ be $\mathbb{Z}$ shift spaces over $\mathcal{A}$. Then the following statements hold:
(1) $h_{\text {ind }}\left(X_{1} \otimes \cdots \otimes X_{d}\right) \leq \min _{i} h_{\text {ind }}\left(X_{i}\right)$
(2) $h\left(X_{1} \otimes \cdots \otimes X_{d}\right) \leq \min _{i} h\left(X_{i}\right)$
(3) $h_{\text {ind }}\left(X^{\otimes d}\right)=h_{\text {ind }}(X)$

Proof of (1) For each $X_{i}$ let $\hat{X}_{i}$ be the multi-choice shift space corresponding to it and denote by $S$ the multi-choice shift space $\hat{X}_{1} \otimes \cdots \otimes \hat{X}_{d}$ corresponding to $X_{1} \otimes \cdots \otimes X_{d}$. Fix $i \in\{1, \ldots, d\}$. For $m \in \mathbb{N}$, define $\mathbf{m}=\left(m_{1}, \ldots, m_{d}\right) \subseteq \mathbb{N}^{d}$ by $m_{j}=1$ for $j \in\{1, \ldots, d\} \backslash\{i\}$ and $m_{i}=m$. Since $B_{[\mathbf{m}]}(S)=B_{[\mathbf{m}]}\left(\hat{X}_{1} \otimes \cdots \otimes \hat{X}_{d}\right) \subseteq B_{[m]}\left(\hat{X}_{i}\right)$,

$$
\frac{\ln \max \left\{|\Phi(\hat{w})|: \hat{w} \in B_{[\mathbf{m}]}(S)\right\}}{|[\mathbf{m}]|} \leq \frac{\ln \max \left\{|\Phi(\hat{w})|: \hat{w} \in B_{[m]}\left(\hat{X}_{i}\right)\right\}}{m}
$$

(strictly speaking, a configuration on $[\mathbf{m}]$ is not a word of length $m$; rather, there is an obvious $1-1$ correspondence from $B_{[\mathbf{m}]}(S)$ to $B_{[m]}\left(\hat{X}_{i}\right)$ that preserves $\left.|\Phi|\right)$. Therefore by (2), $h_{\text {ind }}\left(X_{1} \otimes \cdots \otimes X_{d}\right) \leq h_{\text {ind }}\left(X_{i}\right)$. Since $i$ is arbitrary, the result follows.

Proof of (2) This is similar to the proof of (1), so we omit it here.
Proof of (3) Let $Y=X^{\otimes d}$. By the proof of (1), it's enough to show $h_{\text {ind }}(Y) \geq h_{\text {ind }}(X)$. Let $f: \mathbb{N} \rightarrow \mathbb{N}$ be any function satisfying $\lim _{i \rightarrow \infty}(f(i) / i)=\infty$. For $i \in \mathbb{N}$, let $\mathbf{m}_{i}=$ $(i, i, \ldots, i, f(i)) \in \mathbb{N}^{d}$ be the $d$-tuple with every entry but the last equal to $i$, and the last entry equal to $f(i)$. Set $\ell(i)=(d-1)(i-1)+f(i)$, and let $\hat{z}(i) \in B_{[\ell(i)]}(\hat{X})$ be a word such that $|\Phi(\hat{z}(i))|=\max \left\{|\Phi(\hat{w})|: \hat{w} \in B_{[\ell(i)]}(\hat{X})\right\}$. Define the configuration $\hat{y}(i) \in \hat{\mathcal{A}}^{\left[\mathbf{m}_{i}\right]}$ by

$$
\hat{y}(i)_{\mathbf{j}}=\hat{z}(i)_{\psi(\mathbf{j})}, \quad \mathbf{j} \in\left[\mathbf{m}_{i}\right],
$$

where $\psi: \mathbb{Z}^{d} \rightarrow \mathbb{Z}$ is the function $\psi\left(j_{1}, \ldots, j_{d}\right)=\sum_{k} j_{k}$. We claim that $\hat{y}(i) \in B_{\left[\mathbf{m}_{i}\right]}(\hat{Y})$. Indeed, let $\hat{z}^{\prime}(i) \in \hat{X}$ be a configuration such that $\hat{z}^{\prime}(i)_{j}=\hat{z}(i)_{j}$ for $j \in[\ell(i)]$ and consider the configuration $\hat{y}^{\prime}(i) \in \hat{\mathcal{A}}^{\mathbb{Z}^{d}}$ defined by

$$
\hat{y}^{\prime}(i)_{\mathbf{j}}=\hat{z}^{\prime}(i)_{\psi(\mathbf{j})}, \quad \mathbf{j} \in \mathbb{Z}^{d}
$$

Note that every row of $\hat{y}^{\prime}(i)$ is a shift of $\hat{z}^{\prime}(i)$; thus $\hat{y}^{\prime}(i) \in \hat{Y}$. Since, clearly, $\hat{y}(i)$ appears in $\hat{y}^{\prime}(i)$, it follows that $\hat{y}(i) \in B_{\left[\mathbf{m}_{i}\right]}(\hat{Y})$. Consequently,

$$
\begin{equation*}
|\Phi(\hat{y}(i))| \leq \max \left\{|\Phi(\hat{w})|: \hat{w} \in B_{\left[\mathbf{m}_{i}\right]}(\hat{Y})\right\} . \tag{5}
\end{equation*}
$$

We next lower bound $\ln |\Phi(\hat{y}(i))|$. Set $S=\{j \in \mathbb{Z}:(i-1)(d-1) \leq j<f(i)\}$. Then

$$
\begin{aligned}
\ln |\Phi(\hat{y}(i))| & =\sum_{\mathbf{j} \in\left[\mathbf{m}_{i}\right]} \ln \left|\Phi\left(\hat{y}(i)_{\mathbf{j}}\right)\right| \\
& =\sum_{k \in \ell \ell(i)]}\left(\left|\psi^{-1}(\{k\}) \cap\left[\mathbf{m}_{i}\right]\right| \ln \left|\Phi\left(\hat{z}(i)_{k}\right)\right|\right) \\
& \geq i^{d-1} \sum_{k \in S} \ln \left|\Phi\left(\hat{z}(i)_{k}\right)\right|
\end{aligned}
$$

$$
\begin{aligned}
& =i^{d-1}\left(\sum_{k \in[\ell(i)]} \ln \left|\Phi\left(\hat{z}(i)_{k}\right)\right|-\sum_{k \in[\ell(i)] \backslash S} \ln \left|\Phi\left(\hat{z}(i)_{k}\right)\right|\right) \\
& \geq i^{d-1} \ln |\Phi(\hat{z}(i))|-2(d-1)(i-1) i^{d-1} \ln |\mathcal{A}|,
\end{aligned}
$$

where we used the fact that for $k \in S$, it holds that $\psi^{-1}(\{k\}) \cap\left[\mathbf{m}_{i}\right]=\left\{\left(j_{1}, \ldots, j_{d-1}\right.\right.$, $\left.\left.k-\sum_{t} j_{t}\right):\left(j_{1}, \ldots, j_{d-1}\right) \in[i]^{d-1}\right\}$. Combining the last inequality with (5), we have

$$
\begin{aligned}
\frac{\ln \max \left\{|\Phi(\hat{w})|: \hat{w} \in B_{\left[\mathbf{m}_{i}\right]}(\hat{Y})\right\}}{\left|\left[\mathbf{m}_{i}\right]\right|} & \geq \frac{i^{d-1}(\ln |\Phi(\hat{z}(i))|-2(d-1)(i-1) \ln |\mathcal{A}|)}{\left|\left[\mathbf{m}_{i}\right]\right|} \\
& \geq \frac{\ln |\Phi(\hat{z}(i))|}{\ell(i)}-\frac{2(d-1)(i-1) \ln |\mathcal{A}|}{f(i)}
\end{aligned}
$$

Taking the limit of both sides as $i \rightarrow \infty$, we obtain $h_{\text {ind }}(Y) \geq h_{\text {ind }}(X)$.
The main application of axial products will be the following definition. Let $X$ be a $\mathbb{Z}$ shift space over $\mathcal{A}$. For any $\mathbf{m} \in \mathbb{N}^{d}$, any configuration of $B_{[\mathbf{m}] \times\{0\}}\left(X^{\otimes(d+1)}\right)$ can clearly be thought of as a configuration in $B_{[\mathbf{m}]}\left(X^{\otimes d}\right)$ by simply ignoring the last 0 coordinate of each entry. It follows by (1) that $h\left(X^{\otimes d}\right)$ is non-increasing in $d$, and so the limit $\lim _{d \rightarrow \infty} h\left(X^{\otimes d}\right)$ exists, and we denote it by $h_{\infty}(X)$. We think of $h_{\infty}(X)$ as a sort of limiting $d$-dimensional entropy of $X$.

## 6 The Relation Between $\boldsymbol{h}_{\text {ind }}$ and $\boldsymbol{h}_{\infty}$

The remainder of the paper is devoted to the relationship between the (seemingly unrelated) quantities $h_{\text {ind }}(X)$ and $h_{\infty}(X)$ for a $\mathbb{Z}$ shift space $X$. By Theorem 3 and Part 3 of Theorem 4, $h\left(X^{\otimes d}\right) \geq h_{\text {ind }}(X)$ for every $d$, and so

$$
\begin{equation*}
h_{\infty}(X) \geq h_{\text {ind }}(X) \tag{6}
\end{equation*}
$$

For the few examples for which we can compute $h_{\infty}(X)$, it turns out to be equal to $h_{\text {ind }}(X)$. We suspect that this is true for all shift spaces $X$. In this section we exhibit a few families of $\mathbb{Z}$ shift spaces where this equality holds. In all but one of these, we prove that the rate of convergence of $h\left(X^{\otimes d}\right)$ to $h_{\text {ind }}(X)$ is exponential.

### 6.1 The $\operatorname{RLL}(\mathcal{D}, \infty) \mathrm{SFT}$

Let $\mathcal{D} \leq \mathcal{K}$ be nonnegative integers. The shift space $\operatorname{RLL}(\mathcal{D}, \mathcal{K})$ is the $\mathbb{Z}$-SFT over the alphabet $\{0,1\}$ consisting of all bi-infinite binary sequences in which every "run" of ' 0 's has length at most $\mathcal{K}$ and every two consecutive ' 1 's are separated by at least $\mathcal{D}$ ' 0 's. It is defined by the forbidden list $\left\{0^{\mathcal{K}+1}\right\} \cup\left\{10^{i} 1: i \in[\mathcal{D}]\right\}$. The parameter $\mathcal{K}$ is allowed to be $\infty$, in which case there is no upper bound on the length of a run of ' 0 's and $\operatorname{RLL}(\mathcal{D}, \infty)$ is defined by the forbidden list $\left\{10^{i} 1: i \in[\mathcal{D}]\right\}$. These shifts are widely used in digital storage systems based on optical and magnetic recording. The independence entropy of $\operatorname{RLL}(\mathcal{D}, \mathcal{K})$ is computed in [20, Theorem 25] and is given by

$$
\begin{equation*}
h_{\text {ind }}(\operatorname{RLL}(\mathcal{D}, \mathcal{K}))=\frac{\lfloor(\mathcal{K}-\mathcal{D}) /(\mathcal{D}+1)\rfloor \ln 2}{\lfloor(\mathcal{K}+1) /(\mathcal{D}+1)\rfloor(\mathcal{D}+1)} \tag{7}
\end{equation*}
$$

$$
\begin{equation*}
h_{\mathrm{ind}}(\operatorname{RLL}(\mathcal{D}, \infty))=\frac{\ln 2}{\mathcal{D}+1} \tag{8}
\end{equation*}
$$

(We remind the reader that in [20], the independence entropy is defined using $\log _{2}$ instead of $\ln$. Accordingly, their formulas, presented here, are scaled by a factor of $\ln 2$.) In [18], Ordentlich and Roth show that for all nonnegative integers $\mathcal{D}, h_{\infty}(\operatorname{RLL}(\mathcal{D}, \infty))=$ $h_{\text {ind }}(\operatorname{RLL}(\mathcal{D}, \infty))$. In fact, they show that

$$
h\left(\operatorname{RLL}(\mathcal{D}, \infty)^{\otimes d}\right)=\frac{\ln 2}{\mathcal{D}+1}+O\left(\frac{\ln ^{2}(d(\mathcal{D}+1))}{d(\mathcal{D}+1)}\right)
$$

### 6.2 Z-SFT's with Zero Independence Entropy

We now give another family of $\mathbb{Z}$-SFT's $X$ for which $h_{\text {ind }}(X)=h_{\infty}(X)$. Note that from (7), for $\mathcal{K} \leq 2 \mathcal{D}, h_{\text {ind }}(\operatorname{RLL}(\mathcal{D}, \mathcal{K}))=0$. In [10] it is shown that indeed $h_{\infty}(\operatorname{RLL}(\mathcal{D}, \mathcal{K}))=0$ for such $\mathcal{D}$ and $\mathcal{K}$. In this section we show that the latter equality holds for all $\mathbb{Z}$-SFT's with zero independence entropy.

We need the concept of an irreducible component of a finite directed graph and we summarize it here. For a labeled graph $\mathcal{G}=((V, E), \mathcal{L})$ and a subset $U \subseteq V$, we call the graph $\left(U, E_{U},\left.\mathcal{L}\right|_{E_{U}}\right.$ ) where $E_{U}=\{e \in E: \sigma(e) \in U, \tau(e) \in U\}$ the subgraph of $\mathcal{G}$ induced by $U$. For two vertices $u, v \in V$ we say that $u$ is reachable from $v$ if there is a (finite) path in $\mathcal{G}$ that starts in $u$ and ends in $v$. We write $u \stackrel{G}{\leftrightarrow} v$ if $u$ is reachable from $v$ and $v$ is reachable from $u$. If $u \stackrel{\underset{G}{\leftrightarrow}}{\leftrightarrow} v$ does not hold we write $u \stackrel{G}{\leftrightarrow} v$. The relation $\stackrel{\mathcal{G}}{\leftrightarrow}$ is an equivalence relation on the vertices of $\mathcal{G}$ and the equivalence classes are called the irreducible components of $\mathcal{G}$. For any irreducible component of $\mathcal{G}$, we shall sometimes also refer to the subgraph of $\mathcal{G}$ that it induces as an irreducible component. A graph $\mathcal{G}$ is called irreducible if it has only one irreducible component, or reducible otherwise.

Theorem 5 Let $X$ be an $m$-step $\mathbb{Z}$-SFT over $\mathcal{A}$ with $h_{\text {ind }}(X)=0$. Then for all $d$,

$$
h\left(X^{\otimes(d+1)}\right) \leq \frac{m}{m+1} h\left(X^{\otimes d}\right) .
$$

In particular, $h_{\infty}(X)=0$.
Remark The proof is a generalization of the proof of [10, Theorem 2].
Proof For any such $X$, we construct a presentation $\mathcal{G}=((V, E), L)$ of $X$. Its vertices are all $m$-letter words over $\mathcal{A}, V=\mathcal{A}^{m}$, and the edges and their labels are given by

$$
E=\left\{\left(w_{0} \cdots w_{m-1}, w_{1} \cdots w_{m}\right): w_{0} \cdots w_{m} \in B(X)\right\}
$$

where for any $e=\left(w_{0} \cdots w_{m-1}, w_{1} \cdots w_{m}\right) \in E, \sigma(e)=w_{0} \cdots w_{m-1}, \tau(e)=w_{1} \cdots w_{m}$, and $\mathcal{L}(e)=w_{m}$. It's easy to verify that $\mathcal{G}$ is indeed a presentation of $X$. We will need the next two lemmas. The first shows that if $h_{\text {ind }}(X)=0$, knowledge of long enough prefixes and suffixes of a word in $B(X)$ is often sufficient to determine the middle of the word.

Lemma 1 Let $X$ be an $m$-step $\mathbb{Z}$-SFT over $\mathcal{A}$ with $h_{\text {ind }}(X)=0$, and let $\mathcal{G}$ be as above. Let $x, y \in \mathcal{A}^{*}$ be words of length $m$ such that $x \stackrel{\mathcal{G}}{\leftrightarrow} y$. Then there is at most one word of the form xay, where $a \in \mathcal{A}$, in $B(X)$.

Proof Assume to the contrary that there are two such words $x a y, x b y \in B(X)$ where $a, b \in \mathcal{A}$ and $a \neq b$. Therefore there are two paths-one generating $x a y$, and the other generating $x b y$-in $\mathcal{G}$. By the construction of $\mathcal{G}$, any path generating $x$ must terminate at $x$ and the same holds for $y$. It follows that there are two paths, both starting at $x$ and terminating at $y$ such that one generates $a y$ and the other generates by. Since, by our assumption, $x$ and $y$ are in the same irreducible component, there is a path generating some word $z \in \mathcal{A}^{*}$ starting at $y$ and ending at $x$. Consequently, for all $k \in \mathbb{N}$ and sequence $\left(c_{i}\right)_{i=1}^{k} \subseteq\{a, b\}$, there is a cycle in $\mathcal{G}$ generating the word $c_{1} y z c_{2} y z \cdots c_{k} y z$. Let $y=y_{0} \cdots y_{m-1}$, and $z=z_{0} \cdots z_{\ell-1}$, where $y_{i}, z_{j} \in \mathcal{A}$ for $i \in[m], j \in[\ell]$, and denote by $\hat{y}, \hat{z}$ the words over $\hat{\mathcal{A}}$ given by $\hat{y}=\left\{y_{0}\right\} \cdots\left\{y_{m-1}\right\}$ and $\hat{z}=\left\{z_{0}\right\} \cdots\left\{z_{\ell-1}\right\}$. It follows that for all $k \in \mathbb{N},(\{a, b\} \hat{y} \hat{z})^{k} \in B(\hat{X})$. But then, $h_{\text {ind }}(X) \geq(\ln 2) /(m+\ell+1)$, contradicting the fact that $h_{\text {ind }}(X)=0$.

The next lemma bounds the number of appearances of words of the form xay in a certain word of $B(X)$, where $x, y \in \mathcal{A}^{m}$ belong to different irreducible components and $a \in \mathcal{A}$.

Lemma 2 Let $X$ be an m-step SFT, $\mathcal{G}$ be as above and $C_{\mathcal{G}}$ denote the number of irreducible components of $\mathcal{G}$. For $\ell \in \mathbb{N}$ and $z \in B_{[\ell+1) m+\ell]}(X)$, let $y^{(0)}, \ldots, y^{(\ell)} \in \mathcal{A}^{m}$ and $a^{(0)}, \ldots, a^{(\ell-1)} \in \mathcal{A}$ be defined by

$$
z=y^{(0)} a^{(0)} y^{(1)} a^{(1)} \cdots y^{(\ell-1)} a^{(\ell-1)} y^{(\ell)} .
$$

Then

$$
\left|\left\{i \in[\ell]: y^{(i)} \underset{\leftrightarrow}{\mathcal{G}} y^{(i+1)}\right\}\right|<C_{\mathcal{G}} .
$$

Proof Assume to the contrary that there are $0 \leq i_{1}<i_{2}<\cdots<i_{C_{\mathcal{G}}}<\ell$ such that $y^{\left(i_{j}\right)} \stackrel{\mathcal{G}}{\leftrightarrow} y^{\left(i_{j}+1\right)}$, for $j=1, \ldots, C_{\mathcal{G}}$. Then the sequence $y^{\left(i_{1}\right)}, y^{\left(i_{2}\right)}, \ldots, y^{\left(i C_{\mathcal{G}}\right)}, y^{\left(i C_{\mathcal{G}}+1\right)}$ has $C_{\mathcal{G}}+1$ vertices and therefore contains two belonging to the same irreducible component, say $y^{(s)}$ and $y^{(t)}$, for some integers $0 \leq s<t \leq \ell$, with $s \in\left\{i_{1}, \ldots, i_{C_{\mathcal{G}}}\right\}$. Since the word $y^{(s)} a^{(s)} y^{(s+1)} \in B(X)$, it is easy to verify that $y^{(s+1)}$ is reachable from $y^{(s)}$. Similarly, since $y^{(s+1)} a^{(s+1)} y^{(s+2)} a^{(s+2)} \cdots a^{(t-1)} y^{(t)} \in B(X)$, it holds that $y^{(t)}$ is reachable from $y^{(s+1)}$. But since $y^{(t)}$ is in the same irreducible component as $y^{(s)}$, it follows that $y^{(s)}$ is reachable from $y^{(s+1)}$ as well. Thus $y^{(s)} \underset{\leftrightarrow}{\mathcal{G}} y^{(s+1)}$ which contradicts $s \in\left\{i_{1}, \ldots, i_{C_{\mathcal{G}}}\right\}$.

We can now prove Theorem 5 . Let $\ell$ be a positive integer. Denote by $\mathbf{l} \in \mathbb{N}^{d}$ the $d$-tuple with every entry equal to $\ell$, and let $\mathbf{m}_{\ell} \in \mathbb{N}^{d+1}$ be given by $\mathbf{m}_{\ell}=((\ell+1) m+\ell, \ell, \ell, \ldots, \ell)$. We will give an upper bound on $\left|B_{\left[\mathbf{m}_{\ell}\right]}\left(X^{\otimes(d+1)}\right)\right|$. Let $S \subseteq[(\ell+1) m+\ell]$ be the set $[(\ell+1) m+\ell] \backslash\{i(m+1)+m: i \in[\ell]\}$ and set $\Gamma=S \times[\mathbf{I}]$. For the purposes of this proof we abbreviate $B_{\Gamma}\left(X^{\otimes(d+1)}\right)$ by $B_{\Gamma}$. For a configuration $x \in B_{\Gamma}$, define the set $A(x) \subseteq B_{\left[\mathbf{m}_{\ell}\right]}\left(X^{\otimes(d+1)}\right)$ by $A(x)=\left\{z \in B_{\left[\mathbf{m}_{\ell}\right]}\left(X^{\otimes(d+1)}\right):\left.z\right|_{\Gamma}=x\right\}$. Clearly,

$$
\begin{equation*}
\bigcup_{x \in B_{\Gamma}} A(x)=B_{\left[\mathbf{m}_{\ell}\right]}\left(X^{\otimes(d+1)}\right) . \tag{9}
\end{equation*}
$$

Let $x \in B_{\Gamma}$, and fix $\mathbf{j} \in[\mathbf{I}]$. For $i \in[\ell+1]$, let $y(i, \mathbf{j}, x) \in \mathcal{A}^{m}$ be the word given by

$$
y(i, \mathbf{j}, x)=x_{(i(m+1), \mathbf{j})} x_{(i(m+1)+1, \mathbf{j}} \cdots x_{(i(m+1)+m-1, \mathbf{j})}
$$

and for $z \in A(x)$ let $w(z, \mathbf{j}) \in \mathcal{A}^{(\ell+1) m+\ell}$ be the word given by

$$
w(z, \mathbf{j})=z_{(0, \mathbf{j})} z_{(1, \mathbf{j})} \cdots z_{((\ell+1) m+\ell-1, \mathbf{j})} .
$$

Fig. $1 x \in B_{\Gamma}$


Note that for such $z$, since $z \in B_{\left[\mathbf{m}_{\ell}\right]}\left(X^{\otimes(d+1)}\right), w(z, \mathbf{j}) \in B(X)$. Since $\left.z\right|_{\Gamma}=x$, we may write

$$
w(z, \mathbf{j})=y(0, \mathbf{j}, x) a(0, \mathbf{j}, z) y(1, \mathbf{j}, x) a(1, \mathbf{j}, z) \cdots y(\ell-1, \mathbf{j}, x) a(\ell-1, \mathbf{j}, z) y(\ell, \mathbf{j}, x)
$$

where $a(i, \mathbf{j}, z)=z_{(i(m+1)+m, \mathbf{j})}$ for every $i \in[\ell]$ (see Fig. 1). Now, if $i \in[\ell]$ has the property that $y(i, \mathbf{j}, x) \stackrel{\mathcal{G}}{\leftrightarrow} y(i+1, \mathbf{j}, x)$ then, by Lemma 1, all $z \in A(x)$ have the same $a(i, \mathbf{j}, z)$. On the other hand, by Lemma 2, since $A(x) \neq \emptyset$, we have $|\{i \in[\ell]: y(i, \mathbf{j}, x) \stackrel{\mathcal{G}}{\leftrightarrow} y(i+1, \mathbf{j}, x)\}|<$ $C_{\mathcal{G}}$. It follows that $|\{w(z, \mathbf{j}): z \in A(x)\}| \leq|\mathcal{A}|^{C_{\mathcal{G}}}$, and consequently

$$
\begin{equation*}
|A(x)| \leq \prod_{\mathbf{j} \in[I]}|\{w(z, \mathbf{j}): z \in A(x)\}| \leq|\mathcal{A}|^{C_{\mathcal{G}} \ell^{d}} . \tag{10}
\end{equation*}
$$

Since for any $x \in B_{\Gamma}$, and any $i \in S$, it holds that $\left.x\right|_{\{i] \times[1]} \in B_{[[]]}\left(X^{\otimes d}\right)$ (where we identify a configuration on $\{i\} \times[\mathbf{I}]$ with a configuration on [I] in the obvious manner), we get that $\left|B_{\Gamma}\right| \leq\left|B_{[]]}\left(X^{\otimes d}\right)\right|^{|S|}$. Combining this with (9) and (10), we have

$$
\left|B_{\left[\mathbf{m}_{\ell}\right]}\left(X^{\otimes(d+1)}\right)\right|=\sum_{x \in B_{\Gamma}}|A(x)| \leq|\mathcal{A}|^{C_{\mathcal{G}} \ell^{d}}\left|B_{[]]}\left(X^{\otimes d}\right)\right|^{(\ell+1) m}
$$

Taking the natural logarithm of both sides and dividing by $\left|\left[\mathbf{m}_{\ell}\right]\right|$, we obtain

$$
\frac{\ln \left|B_{\left[\mathbf{m}_{\ell}\right]}\left(X^{\otimes(d+1)}\right)\right|}{\left|\left[\mathbf{m}_{\ell}\right]\right|} \leq \frac{(\ell+1) m}{(\ell+1) m+\ell} \frac{\ln \left|B_{[]]}\left(X^{\otimes d}\right)\right|}{\ell^{d}}+\frac{C_{\mathcal{G}} \ln |\mathcal{A}|}{(\ell+1) m+\ell}
$$

The theorem follows by taking the limit as $\ell \rightarrow \infty$.

### 6.3 The Golden Mean SFT

We recall that the golden mean $\operatorname{SFT} \mathrm{G}$ is the $\mathbb{Z}$-SFT on $\{0,1\}$ with forbidden list $\mathcal{F}=\{11\}$, and note that G is the $\operatorname{RLL}(1, \infty) \mathrm{SFT}$ as defined in Sect. 6.1. As was already mentioned, it is shown in [18] that $h_{\infty}(\mathrm{G})=\frac{\ln 2}{2}$ so indeed $h_{\infty}=h_{\text {ind }}$. Korshunov and Sapozhenko [12] show that

$$
\lim _{d \rightarrow \infty} \frac{\left|B_{[2]^{d}}\left(\mathrm{G}^{\otimes d}\right)\right|}{2 \sqrt{e} 2^{2 d-1}}=1,
$$

which, since $\ln \left(\mid B_{[2]^{d}}\left(\mathrm{G}^{\otimes d}\right)\right) / 2^{d} \geq h\left(\mathrm{G}^{\otimes d}\right)$, implies that for large enough $d$,

$$
h\left(\mathrm{G}^{\otimes d}\right) \leq \frac{\ln 2}{2}+2^{o(d)} 2^{-d}
$$

So $h\left(\mathrm{G}^{\otimes d}\right)$ approaches $(\ln 2) / 2$ at least exponentially fast. Our next theorem improves this bound, and also provides a lower bound. Together these show that the rate is indeed exponential. In what follows, we call two sites $x, y \in \mathbb{Z}^{d}$ adjacent, if $x-y \in\left\{ \pm \mathbf{e}_{i}: i=1, \ldots, d\right\}$, where $\mathbf{e}_{1}, \ldots, \mathbf{e}_{d}$ are the standard basis vectors for $\mathbb{R}^{d}$. In this section, we say that a configuration is locally admissible in $\mathrm{G}^{d}$ if it is locally admissible with respect to the forbidden list consisting of all configurations on pairs of adjacent sites in $\mathbb{Z}^{d}$ having ' 1 's in both sites.

Theorem 6 For sufficiently large $d$,

$$
\frac{\ln 2}{2}+\frac{\ln 2}{2} 2^{-2 d} \leq h\left(\mathrm{G}^{\otimes d}\right) \leq \frac{\ln 2}{2}+2^{o(d)} 2^{-2 d} .
$$

Proof We begin with the upper bound. The main result which we will use is from [8], and concerns the phase transition exhibited by $\mathrm{G}^{\otimes d}$ for large values of $d$. To state the result, we need a few notations. Call $v \in \mathbb{Z}^{d}$ even if the sum of the entries of $v$ is even, and odd if the sum of the entries of $v$ is odd. For $n \in \mathbb{N}$, let $\Lambda_{n}=([-n+1, n] \cap \mathbb{Z})^{d}$, and $\partial^{*} \Lambda_{n}=\Lambda_{n+1} \backslash \Lambda_{n}$. Define the configuration $\delta_{\Lambda_{n}, e}$ on $\partial^{*} \Lambda_{n}$ which has ' 0 's at even sites and ' 1 's at odd sites, and the probability measure $\mu_{\Lambda_{n}, e}$ on $\{0,1\}^{\Lambda_{n}}$ which is uniform over all configurations $x$ on $\Lambda_{n}$ for which the configuration $x \cup \delta_{\Lambda_{n}, e}$ on $\Lambda_{n} \cup \partial^{*} \Lambda_{n}$ is locally admissible in $\mathrm{G}^{\otimes d}$.

It is shown in [8, Theorem 1.2] that there exists $D \in \mathbb{N}$ so that $\mu_{\Lambda_{n}, e}(x(v)=1)<\alpha(d)$, for any $n \in \mathbb{N}, d>D$, and even vertex $v \in \Lambda_{n}$, where $\alpha(d)=2^{-(2-o(1)) d}$. (In fact, their result involves a parameter $\lambda$; the result we have quoted corresponds to $\lambda=1$.)

Roughly speaking, this result states that when $d$ is very large, the vast majority of configurations on a large $d$-dimensional cube which have a "checkerboard" pattern on the boundary continue the checkerboard pattern on the interior with relatively few exceptions. We assume that $D$ is so large that $\alpha(d)<\frac{1}{4}$ when $d>D$.

Now, we will use a counting argument to give an upper bound on the size of the set $S_{n, e}$ of configurations $x$ on $\Lambda_{n}$ for which $x \cup \delta_{R, e}$ is locally admissible in $\mathrm{G}^{\otimes d}$. Since $\mu_{\Lambda_{n}, e}(x(v)=1)<\alpha(d)$ for all even $v \in \Lambda_{n}$,

$$
\sum_{x \in S_{n, e}}(\# \text { of ' } 1 \text { 's at even sites in } x)<\alpha(d)\left|S_{n, e}\right| \frac{(2 n)^{d}}{2}
$$

It then follows that the number of configurations in $S_{n, e}$ with total number of '1's at even sites fewer than $\alpha(d)(2 n)^{d}$ is at least $\frac{\left|S_{n, e}\right|}{2}$. Denote this set of configurations by $S_{n, e}^{\prime}$. We note that for any way of filling the even sites of $\Lambda_{n}$ with ' 0 's and ' 1 's, there are obviously at most
$2^{\frac{\left(2 n^{d}{ }^{d}\right.}{2}}$ ways to fill the leftover odd sites. By this observation and by indexing by the number $k$ of ' 1 's at even sites within configurations in $S_{n, e}^{\prime}$, we see that

$$
\left|S_{n, e}^{\prime}\right| \leq 2^{\frac{(2 n)^{d}}{2}} \sum_{k=0}^{\left\lfloor\alpha(d)(2 n)^{d}\right\rfloor}\binom{\frac{(2 n)^{d}}{2}}{k} \leq 2^{\frac{(2 n)^{d}}{2}}\left(\alpha(d)(2 n)^{d}\right)\binom{\frac{(2 n)^{d}}{2}}{\left\lfloor\alpha(d)(2 n)^{d}\right\rfloor} .
$$

Therefore, by Stirling's formula, for $d>D$,

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \frac{\ln \left|S_{n, e}^{\prime}\right|}{(2 n-2)^{d}} \leq \frac{\ln 2}{2}+\frac{-2 \alpha(d) \ln (2 \alpha(d))-(1-2 \alpha(d)) \ln (1-2 \alpha(d))}{2}, \tag{11}
\end{equation*}
$$

which is less than $\frac{\ln 2}{2}+2^{-(2-o(1)) d}$ for sufficiently large $d$. We recall that $\left|S_{n, e}^{\prime}\right| \geq \frac{\left|S_{n, e}\right|}{2}$, and also note that any configuration in $B_{\Lambda_{n-1}}\left(\mathrm{G}^{\otimes d}\right)$ can be extended to a configuration in $S_{n, e}$ by surrounding it with ' 0 's. Therefore, $\left|S_{n, e}\right| \geq B_{\Lambda_{n-1}}\left(\mathrm{G}^{\otimes d}\right)$. It is then clear that if $S_{n, e}^{\prime}$ were replaced by $B_{\Lambda_{n-1}}\left(\mathrm{G}^{\otimes d}\right)$ in (11), it would still hold, and so $h\left(\mathrm{G}^{\otimes d}\right) \leq \frac{\ln 2}{2}+2^{-(2-o(1)) d}$ for large enough $d$.

We now establish the lower bound on $h\left(\mathbf{G}^{\otimes d}\right)$. For any $n$ and $d$, define $E_{n}$ to be the set of even sites in the rectangular prism $\Lambda_{n}$, and define the neighbor set of any $x \in \mathbb{Z}^{d}$ as $N_{x}:=\left\{y \in \mathbb{Z}^{d}: y\right.$ is adjacent to $\left.x\right\}$. Define the pattern $p=0^{N_{0}}$ (where we abbreviate and write $0^{N_{0}}$ for $\{0\}^{N_{0}}$ ) containing ' 0 's at the $2 d$ neighbors of the origin. (Obviously translations of $p$ contain ' 0 's at the neighbors of some other site in $\mathbb{Z}^{d}$.) Define the shape

$$
C=\Lambda_{n-1} \cup\left(E_{n} \cap \partial^{*}\left(\Lambda_{n-1}\right)\right) .
$$

Note that every configuration $w \in\{0,1\}^{E_{n}}$ can be extended to some set of configurations in $B_{C}\left(\mathrm{G}^{\otimes d}\right)$ by filling in the odd sites in $\Lambda_{n-1}$ with ' 0 's and ' 1 's. For each $w$, one can do this in $2^{t}$ ways, where $t$ is the number of occurrences of $p$ in $w$. This is true since the only odd sites which are not forced to be 0 given $w$ are those which are surrounded by ' 0 's (i.e. those which are at the center of an occurrence of $p$ in $w$ ), and since no two odd sites are adjacent, each of these $t$ odd sites may be independently filled with 0 or 1 given $w$.

Denote by $f(w)$ the number of occurrences of $p$ in any $w \in\{0,1\}^{E_{n}}$. Then,

$$
\left|B_{C}\left(\mathrm{G}^{\otimes d}\right)\right|=\sum_{w \in\{0,1\}^{E_{n}}} 2^{f(w)} \geq 2^{\left|E_{n}\right|} 2^{\left(2^{-\left|E_{n}\right|} \sum_{w \in\left\{0,11 E_{n}\right.} f(w)\right)}
$$

by Jensen's inequality and convexity of $2^{x}$. It is clear, however, that $2^{-\left|E_{n}\right|} \sum_{w \in\{0,1\}_{n}} f(w)$ is just the expected value of the function $f(w)$ with respect to the $\left(\frac{1}{2}, \frac{1}{2}\right)$ Bernoulli measure on $\{0,1\}^{E_{n}}$, which is $2^{-2 d}\left|C \backslash E_{n}\right|=2^{-2 d} 2^{\frac{(2 n-2)^{d}}{2}}$. We have then shown that

$$
\begin{equation*}
\left|B_{C}\left(\mathrm{G}^{\otimes d}\right)\right| \geq 2^{\frac{(2 n)^{d}}{2}} 2^{2^{-2 d} \frac{(2 n-2)^{d}}{2}} . \tag{12}
\end{equation*}
$$

Since $\Lambda_{n-1} \subseteq C \subseteq \Lambda_{n}, \lim _{n \rightarrow \infty} \frac{\ln \left|B_{C}\left(\mathrm{G}^{\otimes d}\right)\right|}{(2 n)^{d}}=h\left(\mathrm{G}^{\otimes d}\right)$. So, by taking logs of both sides of (12) and dividing by $(2 n)^{d}$, we see that $h\left(\mathrm{G}^{\otimes d}\right) \geq \frac{\ln 2}{2}+\frac{\ln 2}{2} 2^{-2 d}$.

Remark In fact, our reading of the proof in [8] suggests that the expression $2^{o(d)}$ in the statement of the theorem could be replaced by $c d^{k}$ for some constants $c$ and $k$.

### 6.4 The 3-Checkerboard

The 3 -checkerboard SFT C is the $\mathbb{Z}$-SFT on $\{0,1,2\}$ with forbidden list $\mathcal{F}=\{00,11,22\}$. In this section, we will use the results of Sect. 6.3 to show that $h_{\infty}(\mathrm{C})=h_{\text {ind }}(\mathrm{C})=\frac{\ln 2}{2}$. This answers a question of [7]. In this section, we say that a configuration is locally admissible in $\mathrm{C}^{d}$ if it is locally admissible with respect to the forbidden list consisting of all configurations over $\{0,1,2\}$ on pairs of adjacent sites in $\mathbb{Z}^{d}$ having the same symbol.

Lemma 3 Let $S \subseteq \mathbb{Z}^{d}$ be finite, let $x \in S$, and let $U_{x}=N_{x} \cap S$. Then for any partition $\left\{A_{1}, A_{2}\right\}$ of $U_{x}$,

$$
\left|B_{S \backslash\{x\}}\left(\mathrm{G}^{\otimes d}\right)\right|+\left|B_{S \backslash\left(\{x\} \cup\left(U_{x}\right)\right)}\left(\mathrm{G}^{\otimes d}\right)\right| \geq\left|B_{S \backslash\left(\{x\} \cup A_{1}\right)}\left(\mathrm{G}^{\otimes d}\right)\right|+\left|B_{S \backslash\left(\{x\} \cup A_{2}\right)}\left(\mathrm{G}^{\otimes d}\right)\right| .
$$

Proof Choose such $S$ and $x$, and fix any partition $\left\{A_{1}, A_{2}\right\}$ of $U_{x}$. By the definition of $\mathrm{G}^{\otimes d}$, adding ' 0 's to a globally admissible configuration always yields a globally admissible configuration. Therefore, we can define an injection $\phi_{1}: B_{S \backslash\left(\{x\} \cup A_{1}\right)}\left(\mathrm{G}^{\otimes d}\right) \rightarrow B_{S \backslash\{x\}}\left(\mathrm{G}^{\otimes d}\right)$, where $u \mapsto u \cup 0^{A_{1}}$. Similarly, define $\phi_{2}: B_{S \backslash\left(\{x\} \cup A_{2}\right)}\left(\mathrm{G}^{\otimes d}\right) \rightarrow B_{S \backslash\{x\}}\left(\mathrm{G}^{\otimes d}\right)$, where $u \mapsto$ $u \cup 0^{A_{2}}$. Then it is clear that

$$
\begin{aligned}
\left|B_{S \backslash\{x\}}\left(\mathrm{G}^{\otimes d}\right)\right| \geq & \left|B_{S \backslash\left(\{x\} \cup A_{1}\right)}\left(\mathrm{G}^{\otimes d}\right)\right|+\left|B_{S \backslash\left(\{x\} \cup A_{2}\right)}\left(\mathrm{G}^{\otimes d}\right)\right| \\
& -\left|\phi_{1}\left(B_{S \backslash\left(\{x\} \cup A_{1}\right)}\left(\mathrm{G}^{\otimes d}\right)\right) \cap \phi_{2}\left(B_{S \backslash\left(\{x\} \cup A_{2}\right)}\left(\mathrm{G}^{\otimes d}\right)\right)\right| .
\end{aligned}
$$

We now note that for any $v \in \phi_{1}\left(B_{S \backslash\left(\{x\} \cup A_{1}\right)}\left(G^{\otimes d}\right)\right) \cap \phi_{2}\left(B_{S \backslash\left(\{x\} \cup A_{2}\right)}\left(\mathrm{G}^{\otimes d}\right)\right),\left.v\right|_{A_{1}}=0^{A_{1}}$ and $\left.v\right|_{A_{2}}=0^{A_{2}}$, and so $\left.v\right|_{U_{x}}=0^{U_{x}}$. But then clearly any such $v$ is determined by its letters on $S \backslash\left(\{x\} \cup U_{x}\right)$, and so

$$
\left|\phi_{1}\left(B_{S \backslash\left(\{x\} \cup A_{1}\right)}\left(\mathrm{G}^{\otimes d}\right)\right) \cap \phi_{2}\left(B_{\left.S \backslash\{x\} \cup A_{2}\right)}\left(\mathrm{G}^{\otimes d}\right)\right)\right| \leq\left|B_{S \backslash\left(\{x\} \cup U_{x}\right)}\left(\mathrm{G}^{\otimes d}\right)\right|,
$$

completing the proof.
Our next result gives an upper bound on the topological entropy of a $\mathbb{Z}^{d}$ SFT $X$ in terms of a $(d-1)$-dimensional expression.

Lemma 4 Let $d>1$, X be a $\mathbb{Z}^{d}$ SFT over $\mathcal{A}$, defined by a forbidden list $\mathcal{F}$, and $\mathbf{m} \in \mathbb{N}^{d-1}$. For $w \in B_{[\mathbf{m}] \times\{0\}}(X)$ we define $S(w):=\mid\left\{v \in \mathcal{A}^{[\mathbf{m}] \times\{1\}}: v \cup w\right.$ is locally admissible with respect to $\mathcal{F}\} \mid$. Then

$$
h(X) \leq \frac{1}{|[\mathbf{m}]|} \ln \max _{w \in B_{[\mathbf{m}] \times\{0\}}(X)} S(w) .
$$

Proof Let $\mathbf{m}=\left(m_{1}, \ldots, m_{d-1}\right)$ and for $n \in \mathbb{N}$ set $\mathbf{n}=\left(m_{1}, \ldots, m_{d-1}, n\right)$. One can construct every configuration in $B_{[\mathbf{n}]}(X)$ by filling the values of the sites of each "layer", $[\mathbf{m}] \times\{i\}$, in turn, for $i=0,1, \ldots, n-1$, so that at each stage our configuration is globally admissible. There are $\left|B_{[\mathbf{m}] \times\{0\}}(X)\right|$ choices for the first such layer, and at most $\max _{w \in B_{[\mathbf{m}] \times\{0\}}(X)} S(w)$ for each successive layer given the previous one. It follows that

$$
\begin{aligned}
\left|B_{[\mathbf{n}]}(X)\right| & \leq\left|B_{[\mathbf{m}] \times\{0\}}(X)\right|\left(\max _{w \in B_{[\mathbf{m}] \times\{0\}}(X)} S(w)\right)^{n-1} \\
& \leq|\mathcal{A}|^{[\mathbf{m}]]}\left(\max _{w \in B_{[\mathbf{m}] \times\{0\}}(X)} S(w)\right)^{n}
\end{aligned}
$$

Fig. 2 Defining $\phi_{(5,5)}$

| $0 / 1$ | $0 / 2$ | $0 / 1$ | $0 / 2$ | $0 / 1$ |
| :--- | :--- | :--- | :--- | :--- |
| $0 / 2$ | $0 / 1$ | $0 / 2$ | $0 / 1$ | $0 / 2$ |
| $0 / 1$ | $0 / 2$ | $0 / 1$ | $0 / 2$ | $0 / 1$ |
| $0 / 2$ | $0 / 1$ | $0 / 2$ | $0 / 1$ | $0 / 2$ |
| $0 / 1$ | $0 / 2$ | $0 / 1$ | $0 / 2$ | $0 / 1$ |

By taking the logarithm of both sides and dividing by |[n]|, we get

$$
h(X) \leq \frac{\ln \left|B_{[\mathbf{n}]}(X)\right|}{|[\mathbf{n}]|} \leq \frac{\ln |\mathcal{A}|}{n}+\frac{1}{|[\mathbf{m}]|} \ln \max _{w \in B_{[\mathbf{m}] \times\{0\}}(X)} S(w)
$$

which upon letting $n \rightarrow \infty$, completes the proof.

We now state the main result of this subsection, which will allow us to use the fact that $h_{\infty}(\mathrm{G})=h_{\text {ind }}(\mathrm{G})$ to show that $h_{\infty}(\mathrm{C})=h_{\text {ind }}(\mathrm{C})$.

Theorem 7 For any $d>1, h\left(\mathrm{G}^{\otimes d}\right) \leq h\left(\mathrm{C}^{\otimes d}\right) \leq h\left(\mathrm{G}^{\otimes(d-1)}\right)$.

Proof We begin with proof of the lower bound on $h\left(\mathrm{C}^{\otimes d}\right)$. For any $d$ and for any $d$-tuple $\mathbf{m}$, we define an injection from $B_{[\mathbf{m}]}\left(\mathrm{G}^{\otimes d}\right)$ to $B_{[\mathbf{m}]}\left(\mathrm{C}^{\otimes d}\right)$. We again define $\mathbf{j} \in \mathbb{Z}^{d}$ to be even if the sum of its entries is even, and odd if the sum of its entries is odd. Then, for any $\mathbf{m}$ and any $w \in B_{[\mathrm{m}]}\left(\mathrm{G}^{\otimes d}\right)$, define $\phi_{\mathrm{m}}(w)$ by

$$
\left(\phi_{\mathbf{m}}(w)\right)(\mathbf{j})= \begin{cases}0 & \text { if } w(\mathbf{j})=1 \\ 1 & \text { if } w(\mathbf{j})=0 \text { and } \mathbf{j} \text { is even } \\ 2 & \text { if } w(\mathbf{j})=0 \text { and } \mathbf{j} \text { is odd }\end{cases}
$$

It is clear that $\phi_{\mathbf{m}}(w)$ is locally admissible; since $w$ did not contain two adjacent ' 1 's, $\phi_{\mathbf{m}}(w)$ does not contain two adjacent ' 0 's, and by definition $\phi_{\mathbf{m}}(w)$ does not contain two adjacent ' 1 's or ' 2 's, since adjacent sites have opposite parity. It is easy to see that in fact $\phi_{\mathbf{m}}(w)$ is globally admissible by applying a similar mapping to the configuration $w^{\prime} \in \mathrm{G}^{\otimes d}$ in which $w$ appears. Figure 2 illustrates this concept; any configuration $w$ in $B_{[(5,5)]}\left(\mathrm{G}^{\otimes 2}\right)$ yields a locally admissible configuration in $B_{[(5,5)]}\left(\mathrm{C}^{\otimes 2}\right)$ by letting a 0 at a site in $w$ correspond to the second choice at that site, and a 1 at a site in $w$ correspond to the first choice at that site.

Therefore, $\left|B_{[\mathbf{m}]}\left(\mathrm{G}^{\otimes d}\right)\right| \leq\left|B_{[\mathbf{m}]}\left(\mathrm{C}^{\otimes d}\right)\right|$, and by taking logarithms and normalizing we get the first inequality of Theorem 7.

The proof of the upper bound is more involved. The main idea is to use Lemma 4. We claim that for any $d>1$, any $(d-1)$-tuple $\mathbf{m} \in \mathbb{N}^{d-1}$, and any $w \in B_{[\mathbf{m}]}\left(\mathrm{C}^{\otimes(d-1)}\right), S(w) \leq$ $\left|B_{[\mathbf{m}]}\left(\mathrm{G}^{\otimes(d-1)}\right)\right|$. If we can prove this claim, then Lemma 4 implies $h\left(\mathrm{C}^{\otimes d}\right) \leq h\left(\mathrm{G}^{\otimes(d-1)}\right)$. We first think of $S(w)$ in a slightly different way.

For any $w$ as defined above, we can define an associated diagram, which we call the up-followers diagram of $w$ and denote by $U(w)$. The up-followers diagram $U(w)$ of any $w \in B_{[\mathbf{m}]}\left(\mathbf{C}^{\otimes d}\right)$ is a member of $\{\{0,1\},\{0,2\},\{1,2\}\}^{[\mathbf{m}]}$, where for any $s \in[\mathbf{m}],(U(w))(s)$

| 0 | 1 | 2 | 1 | 0 |
| :--- | :--- | :--- | :--- | :--- |
| 1 | 2 | 0 | 2 | 1 |
| 2 | 0 | 2 | 1 | 0 |
| 1 | 2 | 1 | 0 | 1 |
| 0 | 1 | 0 | 1 | 2 |

$w$
Fig. 3 A configuration $w$ and up-followers diagram $U(w)$ induced by it
contains $\{0,1,2\} \backslash\{w(s)\}$. Then clearly, $S(w)$ is the number of ways to fill $U(w)$ (by choosing one of the two options at each site) with a locally admissible configuration in $\mathrm{C}^{\otimes(d-1)}$. As an example, in Fig. 3, $S(w)$ is equal to the number of ways to choose a letter at each site in the up-followers diagram $U(w)$ on the right to make a locally admissible pattern in $\mathrm{C}^{\otimes 2}$.

We are then attempting, for any $w$, to bound the maximum number of ways to fill $U(w)$ with locally admissible configurations in $\mathrm{C}^{\otimes(d-1)}$. It is easy to see that any way of assigning the pairs $\{0,1\},\{0,2\}$, and $\{1,2\}$ to sites such that adjacent sites receive distinct pairs is an up-followers diagram for some locally admissible $w$ in $\mathrm{C}^{\otimes(d-1)}$. (This restriction comes from the fact that $w$ itself must be a locally admissible pattern in $\mathrm{C}^{\otimes(d-1)}$, and so it does not contain the same letter in adjacent sites.)

We will now again recast this problem. Since the intersection of any two distinct 2-element subsets of $\{0,1,2\}$ is a singleton, for each adjacent pair of sites $s, t$ in an upfollowers diagram $U(w)$ of some configuration $w \in B_{[\mathbf{m}]}\left(\mathrm{C}^{\otimes(d-1)}\right)$, exactly one of the four possible ways to choose letters at $s$ and $t$ is disallowed in $\mathrm{C}^{\otimes(d-1)}$. We use this fact to associate to any up-followers diagram $U=U(w)$ (on the set of sites $\mathbf{m} \subseteq \mathbb{Z}^{d}$ ) an object called a forbidden adjacency chart or FAC. The FAC associated to $U$ consists of, for every set of 2 adjacent positions $\{s, t\} \subseteq[\mathbf{m}]$, a forbidden adjacency $w_{\{s, t\}} \in\{a, b\}^{\{s, t\}}$ defined by

$$
\begin{aligned}
w_{\{s, t\}}(s) & =\left\{\begin{array}{ll}
a & \text { if } \min U(s)=U(s) \cap U(t) \\
b & \text { if } \max U(s)=U(s) \cap U(t)
\end{array}\right. \text { and } \\
w_{\{s, t\}}(t) & = \begin{cases}a & \text { if } \min U(t)=U(s) \cap U(t) \\
b & \text { if } \max U(t)=U(s) \cap U(t) .\end{cases}
\end{aligned}
$$

As an example, Fig. 4 contains an up-followers diagram and its associated FAC. (The pair of symbols flanking each edge denotes the forbidden adjacency for the pair of sites sharing that edge.) It is straightforward to check that the number of ways to fill $U$ with a locally admissible configuration in $\mathrm{C}^{\otimes(d-1)}$ is the same as the number of ways to fill the FAC associated to $U$ by choosing either $a$ or $b$ at each site and avoiding all of the forbidden adjacencies.

It is now sufficient to show that for any FAC, the number of ways to fill it with letters $a, b$ without using any of the forbidden adjacencies is at most the number of globally admissible configurations with the same shape in $\mathrm{G}^{\otimes(d-1)}$. We will prove this claim for FACs with any shape in $\mathbb{Z}^{d-1}$ (not just rectangular prisms), and will prove it by induction on the number of

| $1 / 2$ | $0 / 2$ | $0 / 1$ | $0 / 2$ | $1 / 2$ |
| :--- | :--- | :--- | :--- | :--- |
| $0 / 2$ | $0 / 1$ | $1 / 2$ | $0 / 1$ | $0 / 2$ |
| $0 / 1$ | $1 / 2$ | $0 / 1$ | $0 / 2$ | $1 / 2$ |
| $0 / 2$ | $0 / 1$ | $0 / 2$ | $1 / 2$ | $0 / 2$ |
| $1 / 2$ | $0 / 2$ | $1 / 2$ | $0 / 2$ | $0 / 1$ |



Fig. 4 An up-followers diagram $U$ and the FAC induced by it
sites in the FAC. To be rigorous, we now say that a general FAC $F$ consists of any finite set $S \subseteq \mathbb{Z}^{d-1}$ of sites and, for every pair $\{s, t\}$ of adjacent sites in $S$, some forbidden adjacency $w_{\{s, t\}} \in\{a, b\}^{\{s, t\}}$.

The case where $F$ has 0 sites is trivial. Assume that the claim is true whenever $|S|<k$, and consider an arbitrary FAC $F$ with $|S|=k$. Choose any $x \in S$. Then we may partition the legal ways of filling $F$ by the letter at $x$. Due to the fact that each pair of adjacent vertices in $S$ is associated with exactly one forbidden adjacency in $F$, we may define a partition $\{A, B\}$ of $N_{x} \cap S$, where $A$ is the set of sites in $N_{x} \cap S$ whose letters are forced when an $a$ is placed at $x$, and $B$ is the set of sites in $N_{x} \cap S$ whose letters are forced when a $b$ is placed at $x$. This means that the number of ways of filling $F$ is less than or equal to the number of ways of filling $\left.F\right|_{S \backslash(\{x\} \cup A)}$ plus the number of ways of filling $\left.F\right|_{S \backslash(\{x\} \cup B)}$, where for any $T \subseteq S$, $\left.F\right|_{T}$ is the FAC with set of sites $T$ and adjacencies inherited from $F$.

However, by the inductive hypothesis, the number of ways of filling $\left.F\right|_{S \backslash(\{x\} \cup A)}$ is less than or equal to $\left|B_{S \backslash(\{x\} \cup A)}\left(\mathrm{G}^{\otimes(d-1)}\right)\right|$, and the number of ways of filling $\left.F\right|_{S \backslash(\{x\} \cup B)}$ is less than or equal to $\left|B_{S \backslash(\{x\} \cup B)}\left(\mathrm{G}^{\otimes(d-1)}\right)\right|$. Lemma 3 then implies that the number of ways of filling $F$ is less than or equal to $\left|B_{S \backslash\{x\}}\left(\mathrm{G}^{\otimes(d-1)}\right)\right|+\left|B_{\left.S \backslash\{x\} \cup\left(N_{x} \cap S\right)\right)}\left(\mathrm{G}^{\otimes(d-1)}\right)\right|$. However, by partitioning $B_{S}\left(\mathrm{G}^{\otimes(d-1)}\right)$ by the letter which appears at $x$, it is fairly clear that $\left|B_{S}\left(\mathrm{G}^{\otimes(d-1)}\right)\right|=\left|B_{S \backslash\{x\}}\left(\mathrm{G}^{\otimes(d-1)}\right)\right|+\left|B_{S \backslash\left(\{x\} \cup\left(N_{x} \cap S\right)\right)}\left(\mathrm{G}^{\otimes(d-1)}\right)\right|$, completing the induction and the proof.

The following is now obvious by Theorems 6 and 7 .
Corollary $1 h_{\infty}(\mathrm{C})=h_{\text {ind }}(\mathrm{C})=\frac{\ln 2}{2}$, and for sufficiently large $d, \frac{\ln 2}{2}+\frac{\ln 2}{2} 2^{-2 d} \leq h\left(\mathrm{C}^{\otimes d}\right) \leq$ $\frac{\ln 2}{2}+2^{o(d)} 2^{-2 d}$.
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