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We describe a novel cubic Hermite collocation scheme for the solution of the coupled integro-partial
differential equations governing the propagation of a hydraulic fracture in a state of plane strain. Special
blended cubic Hermite-power–law basis functions, with arbitrary index 0bαb1, are developed to treat the
singular behavior of the solution that typically occurs at the tips of a hydraulic fracture. The implementation
of blended infinite elements to model semi-infinite crack problems is also described. Explicit formulae for the
integrated kernels associated with the cubic Hermite and blended basis functions are provided. The cubic
Hermite collocation algorithm is used to solve a number of different test problems with two distinct
propagation regimes and the results are shown to converge to published similarity and asymptotic solutions.
The convergence rate of the cubic Hermite scheme is determined by the order of accuracy of the tip
asymptotic expansion as well as the O(h4) error due to the Hermite cubic interpolation. The errors due to
these two approximations need to be matched in order to achieve optimal convergence. Backward Euler
time-stepping yields a robust algorithm that, along with geometric increments in the time-step, can be used
to explore the transition between propagation regimes over many orders of magnitude in time.
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1. Introduction

Hydraulic fractures (HF) are a class of brittle fractures that
propagate in pre-stressed solid media due to the injection of a viscous
fluid. These fractures occur naturally when pressurized magma from
deep underground chambers form vertical intrusions driven by
buoyancy forces, which can in turn form geological structures such
as dykes and sills [23,32–34]. In the oil and gas industry, HF are
deliberately created in reservoirs to enhance the recovery of
hydrocarbons by the creation of permeable pathways [15]. The
application of HF in geotechnical engineering is growing. For example,
in the mining industry they have recently been used to weaken the
rock and enhance the so-called block-caving process [16,35].
Similarly, the extraction of geothermal energy requires the creation
of new fractures to increase the existing fracture networks. Hydraulic
fractures have also been used for waste disposal [2,3] and are likely to
play a key role in the gravitational trapping of CO2 in deep, low
permeability, ocean sediments. The propagation of hydraulic fractures
into undesirable locations can have severe safety consequences in the
mining industry and can cause considerable loss of hydrocarbons and
environmental damage in the oil industry. Likewise, the perforation of
the caprock by HF can reverse the costly capture process involved in
CO2 sequestration. It is therefore of considerable importance to have
accurate models in order to be able to predict the advance of HF to
achieve an effective design of the engineering parameters in the
injection process.

Mathematical models of HF involve a degenerate system of
hypersingular integro-partial differential equations defined on a
domain with a moving boundary. This class of problem has been
shown to exhibit a multi-scale structure [13] in which the fracture can
propagate in a number of different modes each determined by the
dominant physical process active at the tip of the fracture. A number
of studies on the propagation of HF in the special case of plane strain
have clearly established the pivotal role of the asymptotic behavior of
the solution in the vicinity of the fracture tip [6,12,13,18,25,33]. The
tip behavior of HF propagating in a state of plane strain is also
important for the analysis of planar HF in 3D elastic media. Indeed, in
the vicinity of the perimeter of such a planar HF, the governing
equations can be shown [30] to reduce to those of an HF propagating
in a state of plane strain — provided the boundary of the fracture is
smooth. In that paper the plane strain asymptotic solutions were
combined with a level set algorithm to locate the free boundary for
the propagating planar HF, which achieved remarkably accurate
results with relatively modest computational resources. To proceed to
more complex situations (such as material interfaces or disconti-
nuities in the ambient geological stress field) there is a need to
develop efficient algorithms to solve these more complex 1D plane
strain problems. The objective of this paper is to develop a robust
framework to solve this class of problems.

In order to treat the free boundary for such problems, Detournay et
al. [14] introduced a time-dependent scaled coordinate system in
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which location of the free boundary is reduced to determining the
fracture length as a function of time— for which there is an additional
equation. Termed a moving-mesh algorithm this formulation intro-
duces an additional convective term that is not present in the original
PDE. Following themethodology introduced by Spence and Sharp [33]
the integral operator is approximated by an expansion in basis
functions comprising linear combinations of special solutions. The
PDE is typically discretized with finite differences with upwinding for
the convective term. For more complex problems identifying the
appropriate basis functions is not a simple matter.

In this paper our objective is to develop an accurate and robust
approach that relies on basis functions that are not tied to any one
problem. It is also desirable to achieve compatible spatial dis-
cretizations for the integral equation and the system of PDE. It has
long been recognized that to enable element-edge collocation for a
mesh based discretization of the crack integral equation, C1

continuity is a minimum requirement. Lower order continuity
approximations are restricted to collocation away from element
edges, while a Galerkin approach, which involves an additional
integration of the kernel functions, is also used to regularize the
singular fields at element edges. Natural C1 or higher continuity,
piecewise polynomial interpolants are either from the Hermite
family or the class of B-splines (see [11]). On the other hand cubic
Hermite collocation methods [7,21] are well established as robust
techniques for solving two-point boundary value problems. Thus it
is natural to consider a cubic Hermite approximation scheme for
solving the coupled integro-partial differential equations governing
the propagation of a plane strain HF. Cubic Hermite approximations
to boundary element equations are not new either. Initially
introduced by Watson [36] and developed further by a number of
authors [26–28] they have not been widely adopted (see [19]) due
to the additional degrees of freedom introduced by the derivatives
(which increase with the number of dimensions). For crack
problems this additional complexity may not be justified due to
the singular nature of the solution at the tip in which the derivative
of the crack aperture is infinite. Thus standard cubic Hermite
interpolation cannot be used for the tip — indeed some form of tip
element will have to be implemented. For the HF problem the nodal
derivatives are not inconvenient additional degrees of freedom, but
form an integral part of the algorithm in the approximation of the
convective derivative.

The algorithm proposed in this paper makes use of a cubic Hermite
scheme for the integral equation as well as to achieve the spatial
discretization of the PDE. It is desirable that the algorithm have the
flexibility to incorporate some form of tip element in order that the
singular tip behavior, which can be established by local asymptotic
analysis, can be incorporated directly. For HF the crack opening does
not necessarily have the square root tip asymptotic behavior found in
linear elastic fracture mechanics for toughness dominated fracture
propagation. To cater for this, an arbitrary power–law tip asymptote
has been incorporated into the formulation. The capacity to
incorporate an arbitrary tip asymptote will make it possible to treat
problems in which there is a transition from one propagation regime
to another.

In Section 2, we state the governing equations for the
propagation of a plane strain HF, introduce the scaling and non-
dimensionalization of these equations, and establish the tip
asymptotic behavior for the two propagation regimes that are
considered in this paper. In Section 3, we describe the cubic Hermite
basis functions, blended tip basis functions, integrals of these basis
functions under the action of the hypersingular integral operator to
yield the so-called ‘influence functions’. The final subsection
describes the coupled approximation scheme for the integral
equation, the system of PDE, the volume balance constraint, and
the boundary conditions. In Section 4, we present results of three
numerical experiments. The first experiment considers the propa-
gation of a plane strain HF in an elastic medium with zero toughness
and compares the results to a similarity solution. The second
experiment considers the propagation of a plane strain HF in the
large toughness limit and compares the solution to an asymptotic
solution. The last experiment considers a steady semi-infinite
buoyancy driven crack in the large toughness limit and compares
the results to those published in the literature. In Section 5, we
make some concluding remarks. In Appendix A, the Mellin
transform is used to determine the asymptotic behavior of the
pressure in the vicinity of the fracture tips due to the action of the
hypersingular integral operator for a finite fracture when acting on
a fracture aperture field that has a given power–law behavior. These
results are required to establish the appropriate tip asymptotic
behavior that is used in the construction of the algorithm.

2. Problem formulation

2.1. Plane strain hydraulic fracture model

We consider a growing fracture that occupies the expanding
interval (−l(t), l(t)) and which is forced to propagate in an
impermeable elastic medium by the injection of a Newtonian fluid.
The fluid is injected from a source that is located at the point x=0 at
the volumetric rate Q0 per unit length in the out-of-plane direction. A
solution to this free boundary problem involves determining the
evolving fracture length l(t), the unknown fracture opening w(x, t),
and the net pressure p(x, t)=pf(x, t)−σc. Here pf(x, t) is the fluid
pressure and σc is the ambient geological confining stress, which is
assumed to be known. The solution depends upon Q0 and three
material parameters for which it is convenient to introduce the
following notation (after [13])

μ ′ = 12μ ; E′ =
E

1−ν2 ; K
′ = 4

2
π

� �1=2
KIc: ð2:1Þ

Here μ is the dynamic viscosity of the fluid, E and ν are the Young's
modulus and Poisson's ratio of the elastic medium respectively, and
KIc is the material toughness.

2.1.1. Elasticity equation
The crack opening w, which represents the elastic response of the

solid medium to the net pressure p imposed on the fracture surfaces,
is governed (see [20,24]) by the following integral equation

p x; tð Þ = − E′

4π
⨎
ℓ

−ℓ

w x′; t
� �
x′−x
� �2 dx′ = − E′

4π
⨍
ℓ

−ℓ

∂w
∂x′

1
x′−x

dx′: ð2:2Þ

Here ⨎
ℓ

−ℓ
represents a hypersingular integral which has to be inter-

preted in a Hadamard sense, while the symbol ⨍
ℓ

−ℓ
is used to denote a

Cauchy principal value integral [24]. The equivalence of the above two
forms of the integral equation can be established by integration by parts
and recognizing that the fracture width w vanishes at the tips ±l .

2.1.2. The Reynolds lubrication equation

2.1.2.1. Poiseuille's Law. The flux q of the viscous fluid within the
fracture is assumed to be related to the pressure gradient and the
fracture aperture according to Poiseuille's Law

q = −w3

μ ′

∂p
∂x : ð2:3Þ
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2.1.2.2. Conservation law. The volume of fluid within the fracture is
accounted for by the following conservation law

∂w
∂t +

∂q
∂x = Q0δ xð Þ: ð2:4Þ

We observe that by eliminating the flux q between Eqs. (2.3) and (2.4)
we obtain the Reynolds lubrication equation [8]

∂w
∂t =

1
μ ′

∂
∂x w3 ∂p

∂x

� �
+ Q0δ xð Þ: ð2:5Þ

2.1.3. Boundary conditions and the global volume balance condition
As mentioned above, the aperture vanishes at the fracture tips

while there is also assumed to be zero flux at these points. These
conditions can be expressed in the form

w �ℓ; tð Þ = 0 and q �ℓ; tð Þ = 0: ð2:6Þ

Assuming symmetry of the left and right wings of the crack it can be
shown that the source term can be replaced by the following
equivalent flux boundary condition

q 0; tð Þ = Q0 = 2: ð2:7Þ

Integrating Eq. (2.4) over the interval (−l(t), l(t)) and using the
boundary conditions (2.6) we obtain the following global volume
balance condition

∫
ℓ

−ℓ

wdx = Q0t: ð2:8Þ

2.1.4. Propagation condition
If the fracture half-length l(t) was known, then Eqs. (2.2)–(2.6) are

sufficient to determine the unknownwidth and pressure fieldsw(x, t)
and p(x, t). However, in order to locate the free boundary l(t) we
require additional conditions at the fracture tips. In the case that the
elastic material has a non-zero toughness, the mode I stress intensity
factor KI is assumed to be in limit equilibrium with the fracture
toughness according to linear elastic fracture mechanics. This
condition can be conveniently expressed [31] by the following
asymptotic relation, which for the right tip, assumes the form

w ∼x→ℓ− K ′

E′
ffiffiffiffiffiffiffiffiffiffiffi
ℓ−x

p
: ð2:9Þ

2.2. Scaling

In order to reduce the governing equations to dimensionless form
we introduce the following scaled variables

x = ℓ tð Þξ; ℓ tð Þ = ℓ*γ τð Þ; t = t*τ; w = w*Ω ξ;τð Þ;

p = p*Π ξ; τð Þ; q = q*Ψ ξ;τð Þ:

ð2:10Þ

We choose pT = E′wT

ℓT
, qT =

w3
TpT

μ ′ℓT
, and identify the following dimen-

sionless groups

Gm =
μ ′ℓ3

*
w3
*E

′t*
; Gv =

Q0t*
ℓ*w*

; and Gk =
K ′ℓ1 = 2

*
E′w*

: ð2:11Þ
In terms of these scalings the elasticity Eq. (2.2) is reduced to the
following dimensionless form

Π = − 1
4πγ

⨎
1

−1

Ω

ξ′−ξ
� �2 dξ′ = − 1

4πγ
⨍
1

−1

∂Ω
∂ξ′

1
ξ′−ξ

dξ′ ð2:12Þ

while Poiseuille's Law (Eq. (2.3)) can be expressed as

Ψ = −Ω3

γ
∂Π
∂ξ : ð2:13Þ

Finally, the conservation law (Eq. (2.4)) is reduced to the following
dimensionless form

γ
∂Ω
∂τ −γ̇ξ

∂Ω
∂ξ + G−1

m
∂Ψ
∂ξ = Gvδ ξð Þ: ð2:14Þ

We observe that due to the time dependence of the scaled coordinate
x= l(t)ξ an additional convective term appears in the scaled
conservation law.

The corresponding scaled boundary conditions are given by

Ω �1; τð Þ = 0; Ψ �1; τð Þ = 0; ð2:15Þ

while the global volume balance condition assumes the form

γ ∫
1

−1

Ωdξ = Gvτ: ð2:16Þ

The propagation condition, assuming non-zero toughness, is reduced
to the form

Ω ∼
ξ→1− Gkγ

1=2
ffiffiffiffiffiffiffiffiffiffi
1−ξ

q
: ð2:17Þ

The inlet flux condition (Eq. (2.7)), which is an alternative to the δ
function source term in Eq. (2.14) and is also useful for an
implementation in which symmetry is exploited, can be expressed
in the form

Ψ 0; τð Þ = 1
2
GvGm:

Viscosity scaling: Gm=Gν=1.
This constraint allows one to identify the power–law relationship

between the characteristic length and width and the characteristic
time scale.

ℓ* =
E′Q3

0

μ ′

 !1=6

t2 = 3

* ; w* =
Q3
0 μ

′

E′

 !1=6

t1 = 3

* : ð2:18Þ

In this case we consider Gk = K ′ 1

E′3μ ′Q0

� �1=4

as a parameter.
Toughness scaling: Gk=Gν=1.
As above, this constraint allows one to identify the power–law

relationship between the characteristic length and width and the
characteristic time scale.

ℓ* =
E′Q0

K ′

 !2=3

t2 = 3

* ; w* =
Q1=2
0 K ′

E′

 !2=3

t1 = 3

* : ð2:19Þ

In this case we consider Gm = μ ′ E′3Q0

K ′4

� �1=4

as a parameter.

2.3. Tip asymptotics

In order to derive the required equations for the tip asymptotics
we integrate the conservation law (Eq. (2.14)) over the tip region

<iAnnotate iPad User>
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(ξ, 1), where ξ→1. After applying the boundary conditions (2.15),
integrating by parts, and combining with Eq. (2.13), the resulting
equation can be expressed in the form

G−1
m Ψ = −G−1

m
Ω3

γ
∂Π
∂ξ = ξγ̇Ω +

∂
∂τ γ∫

1

ξ

Ω ξ′; τ
� �

dξ′
0
@

1
A: ð2:20Þ

2.3.1. Viscosity dominated asymptote
Assuming Gk≪1 and the following power–law behavior for Ω

Ω ξ;τð Þ = A τð Þ 1−ξð Þα; 0 bα b 1 ð2:21Þ

the asymptotic analysis of the elasticity Eq. (2.12) presented in
Appendix A yields the corresponding behavior for Π

Π ξ; τð Þ = 1
4γ

A τð Þα cot πα 1−ξð Þα−1
: ð2:22Þ

Substituting Eqs. (2.21) and (2.22) into Eq. (2.20) and applying a
dominant balance argument yields

α = 2= 3; A τð Þ = 21=335=6 Gmγ
2 γ̇

� �1=3
: ð2:23Þ

This is the so-called SCR asymptote [12], which we have presented
here in order to establish the correct expression for A(τ) to be used for
the numerical scheme.

2.3.2. Toughness dominated asymptote
In this case α=1/2 for which the corresponding pressure vanishes

according to Eq. (2.22) so that the pressure variation, which causes
the fluid in the fracture to move, must come from a higher order term.
Substituting Eq. (2.17) into Eq. (2.20) and solving the resulting ODE
for Π yields

Π =γ̇GmG−2
k log j1−ξj: ð2:24Þ

Now making use of the asymptotic analysis presented in Appendix A,
it is possible to determine the next term in the expansion for Ω
corresponding to the log term in the pressure

Ω = Gkγ
1=2 1−ξð Þ1=2 + 4πγγ̇GmG−2

k 1−ξð Þ:

These are the first two terms of the asymptotic series which can be
found in [17,25].

3. Hermite cubic collocation scheme

In this section we outline the novel collocation scheme to
approximate the coupled systemof integro-partial differential equations,
boundary, and propagation conditions (2.12)–(2.17). We partition the
interval [−1, 1] into N sub-intervals or elements [ξk, ξk+1], k=1:Nwith
lengths Δξk=|ξk+1−ξk|, where −1=ξ1bξ2b…bξNbξN+1=1. Con-
sistentwith the power–law tip behavior established above,wewill allow
for an arbitrary power–law representation for the crack openingΩ in the
first and last elements [ξ1, ξ2] and [ξN, ξN+1], which corresponds to the
leading order asymptotic behavior given in Eq. (2.21).Within the interior
elements k=2:N−1 we will assume a representation of Ω in terms of
the classic Hermite cubic basis functions [11]. Rather than adopting the
element-wise assembly of the basis functions commonly used in the
finite element literature, we will adopt a node based approach to
facilitate the implementation of the removable singularities that occur at
the self and nearest neighbor nodes. In order to ensure that the
representation maintains C1 continuity throughout, we construct
blended basis functions for first and last interior mesh points ξ1 and ξN
by taking the appropriate linear combination of the Hermite basis
functions.

For the approximation of the singular integral Eq. (2.12) we
substitute the representation for Ω described above into the integral
equation. The resulting equation is then reduced to a system of
algebraic equations for the unknown crack opening field Ω and its
gradient Ω′ by collocation at the interior nodal points ξk, k=2:N and
the interior element midpoints ξ

k +
1
2
= ξk + 1 + ξkð Þ= 2; k = 2 :

N−1. The coefficientmatrices for this system of equations are evaluated
bydetermining the integrals of the singular integral operator (Eq. (2.12))
applied to the basis functions. These integrals, which we will refer to as
‘influence functions’, are evaluated in closed form and presented below.
Of particular interest is the tip element influence function for anarbitrary
power–law,which can be used to track hydraulic fracture evolution for a
number of different propagation regimes. Since all hydraulic fractures
are not governed by integral equations with the hypersingular/Cauchy
kernel considered here, the applicability of these influence functions
would seem to be limited to this special case. However, since the
hypersingular kernel (Eq. (2.12)) appears as the dominant part of a large
number of crack propagation problems, these influence functions can be
used to treat the singular part of a large number of fracture propagation
situations while the contribution to influence functions of the regular,
subdominant components can be treated by standard numerical
quadrature. For a number of one dimensional examples in which this
situation occurs see [24], while the analysis presented in [30]
demonstrates that the two-dimensional elasticity operator can be
shown to reduce to the form (Eq. (2.12)) close to the periphery of a
planar fracture with a smooth boundary.

For the spatial discretization of the coupled PDEs (Eqs. (2.13)–
(2.14)) we make use of a fourth order collocation scheme [7,21],
which is based on the same Hermite cubic interpolation used to
discretize the integral Eq. (2.12).

3.1. Hermite cubic basis functions and interpolation formulae

3.1.1. Basis functions
As described above we assume the following representation of Ω

in terms of translates of the classic Hermite cubic basis functions H0

(which are associated with the nodal values Ωk) and H1 (which are
associated with the nodal derivatives Ωk′), and the blended cubic
Hermite-power–law basis functions H−

e and H+
e (associated with the

tip power–law values Ω2 and ΩN, respectively). The expansion for Ω
assumes the form:

Ω ξð Þ = ∑
N−1

k=3
ΩkH

0 ξ−ξk;Δk−1;Δkð Þ + Ω′
kH

1 ξ−ξk;Δk−1;Δkð Þ

+ Ω2H
e
− ξ−ξ2;Δ1;Δ2;αð Þ + ΩNH

e
þ ξ−ξN ;ΔN−1;ΔN ;αð Þ

ð3:1Þ

where the explicit expressions for these basis functions are:

H0 s;Δ−;Δþ
� �

=

H0
− s;Δ−ð Þ = −2s3−3s2Δ− + Δ3

−

� �
=Δ3

−; for s∈½−Δ−;0Þ

H0
þ s;Δþ
� �

= 2s3−3s2Δþ + Δ3
þ

� �
=Δ3

þ; for s∈ 0;Δþ
	 


0; for s∉ −Δ−;Δþ
	 


8>>>><
>>>>:

ð3:2Þ

and

H1 s;Δ−;Δþ
� �

=

H1
− sð Þ = s3−2s2Δ− + sΔ2

−

� �
=Δ2

−; for s∈½−Δ−;0Þ

H1
þ sð Þ = s3 + 2s2Δþ + sΔ2

þ
� �

=Δ2
þ; for s∈ 0;Δþ

	 

0; for s∉ −Δ−;Δþ

	 

:

8>>>><
>>>>:

ð3:3Þ
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We have chosen to express H0 and H1 in expanded polynomial
form to facilitate the evaluation of the influence integrals. Moreover,
H±
0 and H±

1 have been used to denote the left and right partial basis
functions that are used to construct H0 and H1, respectively. The
blended cubic Hermite-power–law basis functions H±

e will be
defined in subsection 3.2. As an illustration, the Hermite cubic
basis functions H0(s, 2, 1) and H1(s, 2, 1) defined on the interval
[−Δ−, Δ+]=[−2, 1] are plotted in Fig. 1(a).

3.1.2. Interpolation formulae
For the implementation of the coupled approximation scheme it is

necessary to determine expressions for Ω and Ω′ at the interior
element halfpoints ξ

k +
1
2
= ξk + 1 + ξkð Þ= 2; k = 2 : N−1. Assuming

that the nodal function values {Ωk, Ωk+1} and derivatives {Ωk′, Ωk′+1}
are known, the Hermite cubic representation yields the following
fourth order approximation to Ω

k +
1
2

Ω
k +

1
2
=

1
2

Ωk + 1 + Ωk

� �
−Δsk

8
Ω′

k + 1−Ω′
k

� �
+ O Δs4k

� �
ð3:4Þ
Fig. 1. (a) Top figure: plot of H0(s, Δ−, Δ+) (solid curve) and H1(s, Δ−, Δ+) (-. curve)
versus s for [−Δ−, Δ+]=[−2, 1]. (b) Bottom figure plot of the corresponding influence
functions H0(χ,Δ−,Δ+) (solid curve) andH1(χ, Δ−, Δ+) (-. curve) versusχ (defined in
Section 3.3). The nodal points corresponding to the self effect point χ=0 and the
nearest neighbor points χ=Δ± are denoted by the solid circles.
and the corresponding approximation to Ω′

k +
1
2

Ω′

k +
1
2
=

3
2

Ωk + 1−Ωk

Δsk

� �
−1

4
Ω′

k + 1 + Ω′
k

� �
+ O Δs4k

� �
: ð3:5Þ
3.2. Blended cubic Hermite-power–law basis functions for tip elements

In order to construct a basis function appropriate for an arbitrary
power–law

Ω ξð Þ = A 1−ξð Þα

we consider a shifted coordinate s=ξ−ξN so that 1−ξ=ΔξN−s,
from which it follows that

Ω ξð Þ = AΔξαN 1−s=ΔξNð Þα:

Observing that Ω(ξN)=AΔξNα and that the power–law function (1−s/
ΔξN)α is unity at s=0, we define the blended cubic Hermite-power–law
basis function appropriate for the rightmost interior node ξN as

He
þ s;Δ−;Δþ;α
� �

=

H0
− s;Δ−ð Þ− α

Δþ
H1

− s;Δ−ð Þ; for s∈½−Δ−;0Þ

1−s=Δþ
� �α

; for s∈ 0;Δþ
	 


0; for s∉½−Δ−;Δþ�

:

8>>><
>>>:

ð3:6Þ

Similarly, the appropriate blended basis function for the leftmost
interior node ξ2 is given by

He
− s;Δ−;Δþ;α
� �

=

1 + s=Δ−ð Þα; for s∈½−Δ−;0Þ
H0

þ s;Δþ
� �

+
α
Δ−

H1
þ s;Δþ
� �

; for s∈ 0;Δþ
	 


0; for s∉ −Δ−;Δþ
	 
 :

8>>><
>>>:

ð3:7Þ

As an illustration, the blended cubic Hermite-power–law basis
function H+

e (s, 2, 1, α) defined on the interval [−Δ−, Δ+]=[−2, 1] is
plotted in Fig. 2(a) for the case α=1/2.

3.3. Influence functions

The influence function Hj, corresponding to one of the basis
functions Hj(s) described in the previous subsection, is defined to be

Hj χð Þ = ⨎
Δþ

−Δ−

Hj sð Þ
s−χð Þ2 ds = ⨍

Δþ

−Δ−

∂Hj sð Þ
∂s

1
s−χ

ds: ð3:8Þ

We note that the equivalence of the two integral operators in Eq.
(3.8) holds because the basis functions Hj(s) all vanish at the
endpoints of the integration interval. Here s∈ [−Δ−, Δ+] represents
a local coordinate system centered on the node of interest and χ
represents the receiving point relative to this local coordinate
system. The influence function Hj represents the scaled stress field
generated at point χ due to a crack whose width profile is given by
the basis function defined by Hj(s). We have chosen to exclude
factor − 1

4πγ
from the definition of these influence functions so as



Fig. 2. (a) Top figure: plot of the right tip blended basis functionH+
e (s,Δ−,Δ+, α) versus

s for [−Δ−, Δ+]=[−2, 1] and α=1/2. (b) Bottom figure plot of the corresponding
influence functionH+

e (χ, Δ−, Δ+, α) versus χ (defined in Section 3.3). The nodal points
corresponding to the self effect point χ=0 and the nearest neighbor point χ=Δ− are
denoted by the solid circles.
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not to clutter the formulae unnecessarily and which can be added a
posteriori.
3.3.1. Interior elements
The expression for the influence function H0 is given by

H0 χ;Δ−;Δþ
� �

= −3
1
Δþ

+
1
Δ−

� �
+ 6χ

1
Δ2

þ
− 1

Δ2
−

 !

+
6χ χ−Δþ
� �
Δ3

þ
logjχ−Δþ

χ j
+

6χ χ + Δ−ð Þ
Δ3

−
logjχ + Δ−

χ j

ð3:9Þ
while the expression for H1 is given by

H1 χ;Δ−;Δþ
� �

=
1
Δþ

+
1
Δ−

� �½3χ + 4χ log jχj�
−3

1
Δ2

þ
− 1

Δ2
−

 !
χ2 logjχj

+
3χ−Δþ
� �

χ−Δþ
� �

Δ2
þ

log jχ−Δþ

− 3χ + Δ−ð Þ χ + Δ−ð Þ
Δ2

−
log jχ + Δ−:

ð3:10Þ

The influence functions H0(χ, 2,1) and H1(χ, 2,1) corresponding
to the interval [−Δ−, Δ+]=[−2, 1] are plotted in Fig. 1(b). The nodal
points corresponding to the self effect point χ=0 and the nearest
neighbor points χ=Δ± are denoted by the solid circles.

3.3.1.1. Self and nearest neighbor influences. The self effect χ=0 and
nearest neighbor influences χ=Δ± are all finite and can be
determined directly from Eqs. (3.9) and (3.10) by taking the
appropriate limits. It is also interesting to note that by taking the
far-field limit χ→∞ it can be shown that the influence functions
decay as Oð 1

χ2Þ as is to be expected from the asymptotic behavior of the

hypersingular integral operator (Eq. (2.12)) as ξ→∞.

3.3.2. Tip elements
The influence function associated with the blended cubic Hermite-

power–law basis function H+
e for values of α in the range 0bαb1, can

be expressed in the following form

He
þ χ;Δ−;Δþ;α
� �

= − 3
Δ−

− 6χ
Δ2

−
+

6χ χ + Δ−ð Þ
Δ3

−
logjχ + Δ−

χ j
− α

Δþ

3χ
Δ−

+
5
2
− 3χ + Δ−ð Þ χ + Δ−ð Þ

Δ2
−

logjχ + Δ−
χ j� �

− α
Δþ

1−χ=Δþ
� �α−1 π cot πα + ReB 1−χ=Δþð Þ 1−α;0ð Þ

h i
ð3:11Þ

where Bz(a, b) is the incomplete Beta function [1] defined by

Bz a; bð Þ = ∫z

0
ta−1 1−tð Þb−1dt: ð3:12Þ

We observe that as z→1, Bz(1−α, 0) has a logarithmic singularity,
which cancels with the other logarithmic terms in Eq. (3.11) to yield a
stress field that is finite at the points χ=0,−Δ−. In order to evaluate
H+

e (χ, Δ−, Δ+, α) over the full range of values of χ, we need to
evaluate Bz(a, b) for values of zN1 — for which the definition (3.12) is
inappropriate. In this case we obtain the analytic continuation of the
incomplete Beta function provided by its expression in terms of Gauss'
Hypergeometric Function 2F1 see [1]. The required identity is given by

Bz 1−α;0ð Þ = 1
1−α

z1−α
2F1

2 1−α;1;2−α; zð Þ:

Finally, we observe that the singular term − α
Δþ

1−χ=ð
ΔþÞα−1π cotπα agrees exactly with the leading behavior of the
integral equation obtained by the local analysis provided in Appendix
A. The influence functionH+

e (χ, 2, 1, α) corresponding to the interval
[−Δ−, Δ+]=[−2, 1] and α=1/2 is plotted in Fig. 2(b). The nodal
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points corresponding to the self effect point χ=0 and the nearest
neighbor point χ=Δ− are denoted by the solid circles. We observe
that the stress field at the tip of this element χ=1, which would
correspond to the tip of the fracture, is finite because of the choice
α=1/2. It is clear from Eq. (3.11) that any other choice of αb1 will
result in an infinite stress field at this point. A similar expression can
be obtained for the influence function H−

e (χ, Δ−, Δ+, α)
corresponding to H−

e (s, Δ−, Δ+ α) — the blended basis function
associated with the leftmost interior node.

3.3.2.1. Self influence. Because the expression for H+
e (χ, Δ−, Δ+, α)

involves special functions, the self effect cannot be obtained by
inspection. To obtain an expression for the self influence we make use
of the following asymptotic expansion for the incomplete Beta
function

Bz 1−α;0ð Þ =
z→1−

−γE−ψ 1−αð Þ− logj1−zj½ � + O 1−zð Þ ð3:13Þ

where γE≈0.57722 is Euler's constant and ψ is the polygamma
function (see [1]). Making use of the expansion (3.13) and simplifying
terms we obtain the following expression for the self influence

He
þ 0;Δ−;Δþ;α
� �

= − 3
Δ−

− 5α
2Δþ

− α
Δþ

π cot πα + logj Δþ
Δ−
j−γE−ψ 1−αð Þ

� �
:

3.3.2.2. Nearest neighbor influence. The nearest neighbor influence can
be obtained directly from Eq. (3.11) by taking the appropriate limit,
which yields

He
þ −Δ−;Δ−;Δþ;α
� �

=
3
Δ−

+
α

2Δþ
− α

Δþ
1 + Δ−=Δþð Þα−1

× π cot πα + ReB 1 + Δ− =Δþð Þ 1−α;0ð Þ
� �

:

3.4. Collocation approximation scheme

Having developed the necessary approximations for the integral
equation, we are now in a position to describe the proposed
collocation scheme to determine the unknown functions Ω, Ω′, Π,
Ψ, and γ. We choose to describe the algorithm for the evolution of a
symmetric crack and restrict our discretization to the right sub-
interval [0, 1]. We partition the interval [0, 1] into M sub-intervals or
elements [ξk, ξk+1], k=1:Mwhere 0=ξ1bξ2b…bξMbξM+1=1. This
mesh corresponds to that described above in the case N=2M. For this
mesh the following 4M+1 unknowns need to be determined

Ω = Ω1;…;ΩM;Ω
′ = Ω′

1;…;Ω′
M;Π = Π1;…;ΠM;Ψ = Ψ1;…;ΨM;γ

n o
:

Conceptually the interval [0, 1]=[0, ξM)∪ [ξM, 1] is split at the
point ξM into an interior region and a tip region. This decomposition is
necessary because of the anticipated singular behavior of the
unknown fields as we approach the tip ξ→1, which we established
via the asymptotic analysis presented in subsection 2.3. Approxima-
tions based on piecewise polynomials that did not include the singular
tip would be inaccurate. Therefore in the tip region we have chosen to
use the leading term in the asymptotic expansion of the solution,
while in the interior region, where the solution is expected to be
regular, we will deploy the standard piecewise cubic approximation.
The interface point ξM between these two regions becomes the point
at which the ‘boundary conditions’ for the interior problem are
prescribed. We now present the 4M+1 equations and boundary
conditions that are required to determine the solution.
3.4.1. Differential equation approximation
In order to express the differential equations in the problem as a

system in a more standard form, we rewrite Poiseuille's Law (Eq.
(2.13)) and the mass conservation law (Eq. (2.14)) as follows

∂Π
∂ξ = −γΨ

Ω3 = FΠ Ω;Ω′
;Π;Ψ;γ

� �
ð3:14Þ

∂Ψ
∂ξ = Gm γ̇ξΩ′−γΩ̇

� �
= FΨ Ω;Ω′

;Π;Ψ;γ
� �

: ð3:15Þ

We observe that Ω and Ω′ are primary variables that are
determined by the integral equation — provided the appropriate
pressure field Π is known. In the definition of the gradient functions
FΠ and FΨ and their stated dependence onΩ,Ω′,Π,Ψ, and γ, we have
assumed that the time derivatives have been replaced by first order
backward difference quotients

Ω̇ =
Ω−Ωτ−Δτ

Δτ
; γ̇ =

γ−γτ−Δτ

Δτ

This time discretization amounts to a Backward Euler time-stepping
scheme,whose L-stability isdesirabledue to the stiffness of theequations.
Higherorder accuracy for the timediscretization canbeachievedbyusing
an appropriate higher order backward difference scheme. For the sake of
brevitywewill restrict our description to the spatial discretization,which
is the novel part of the algorithm. Previous approaches to this class of
coupled problems [14] have involved finite difference or finite volume
discretizations of the lubrication Eq. (2.5). The integral Eq. (2.2) is
typically discretized using collocation and assuming a piecewise constant
or a non-conforming piecewise-linear representation of Ω in which the
collocation points correspond to the mesh points of the finite difference
scheme. Alternativediscretizations of the integral equationhave involved
Gauss–Chebyshevquadrature inwhich the integrationpoints correspond
to those of the finite difference mesh [10]. None of these methods allow
for explicit incorporation of the type of power–law behavior typically
encountered in hydraulic fracture problems and rely upon specialized
upwind differencing to treat the convective terms in the scaled
lubrication equation. The spatial discretization scheme proposed in this
paper allows for the treatment of arbitrary power–law tip behavior as
well as a unified treatment of the discretization of the lubrication
equation and the elastic integral equation in terms of Hermite cubic basis
functions. Since the convective term becomes a primary variable in this
scheme no specialized treatment is required.

Following [7,21] we integrate Eqs. (3.14)–(3.15) over a typical
element and use Simpson's Rule to approximate the resulting
integrals in order to obtain the following collocation equations

Πk + 1 = Πk +
Δξk
6

FΠ;k + 4F
Π;k +

1
2

+ FΠ;k + 1

 !
; k = 1 : M−1 ð3:16Þ

Ψk + 1 = Ψk +
Δξk
6

FΨ;k + 4F
Ψ;k +

1
2

+ FΨ;k + 1

 !
; k = 1 : M−1: ð3:17Þ

In order to evaluate F
Π; k +

1
2
and F

Ψ; k +
1
2
, the interpolation formu-

lae (3.4)–(3.5) are used to determineΩ
k +

1
2
andΩ′

k +
1
2

respectively, while

Π
k +

1
2
is determined using the same interpolation formula as Eq. (3.4),

but using the ODE for Π to provide the gradients, i.e.,

Π
k +

1
2
=

1
2

Πk + 1 + Πk

� �
−Δξk

8
FΠ;k + 1−FΠ;k

� �
: ð3:18Þ

An analogous equation is used to determine Ψ
k +

1
2
.
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3.4.2. Integral equation approximation
Having introduced the cubic Hermite basis function representation

(3.1) of Ω and the corresponding influence functions, the discretized
integral equation can be expressed in the form

γΠk = ∑
M

l=1
C0
klΩl + ∑

M−1

l=1
C1
klΩ

′
l ; k = 1 : M ð3:19Þ

where

C0
k1 = λH0 ξk−ξ1;Δ1;Δ1ð Þ
C0
kl = λH0 ξk−ξl;Δl−1;Δlð Þ + λH0 ξk + ξl;Δl;Δl−1ð Þ; l = 2 : M−1

C0
kM = λHe

þðξk−ξM;ΔM−1;ΔM ;αÞ + λHe
− ξk + ξM ;ΔM ;ΔM−1;αð Þ

ð3:20Þ
and

C1
k1 = λH1 ξk−ξ1;Δ1;Δ1ð Þ
C1
kl = λH1 ξk−ξl;Δl−1;Δlð Þ−λH1 ξk + ξl;Δl;Δl−1ð Þ; l = 2 : M−1

ð3:21Þ

and λ = − 1
4π
. We note that, other than the two coefficient functions

associated with the node at the origin x1=0, all the coefficient
functions Ckl

j
defined in Eqs. (3.20)–(3.21) involve two influence

functions, one due to the basis function to the right of the origin and
the other from the image basis function to the left of the origin. In this
way symmetry is embedded in the discrete elasticity Eq. (3.19) and
the left wing of the crack does not require any computational
resources. An equivalent formulation would be to build the image
effects into the kernels of the integral equation itself. In order to
maintain flexibility, we have chosen not to use this approach, as the
expressions for the kernel functions given in this paper can be used for
problems without symmetry as well as for symmetric problems by
simply including the image elements. To complete the system of
equations we also choose to collocate the integral equation at the
midpoints of the elements, resulting in the following system of
equations

γΠ
k +

1
2

= ∑
M

l=1
C0

k +
1
2
l
Ωl + ∑

M−1

l=1
C1

k +
1
2
l
Ω′

l ; k = 1 : M−1: ð3:22Þ

Here C0
k +

1
2
l
and C1

k +
1
2
l
are precisely the same functions as those given in

Eqs. (3.20) and (3.21) but with ξk replaced by ξ
k +

1
2
. The values of

Π
k +

1
2
at the element midpoints are determined by the interpolation

formula (3.18).

3.4.3. Approximate global volume balance
The global volume balance condition (2.16) is approximated in

two parts. On the interior sub-interval [0, ξM) we use a Simpson's Rule
approximation that is consistent with that used to discretize the
differential equations. The volume of fluid in the tip region [ξM, 1] is
evaluated analytically by integrating the asymptotic relation (2.21).
The resulting discrete form of the volume balance condition (2.16), is
as follows

Gvτ = 2γ ∑
M−1

k=1

Δξk
6

Ωk + 4Ω
k +

1
2

+ Ωk + 1

 !
+ A τð ÞΔξ

α + 1
M

α + 1

" #
:

ð3:23Þ
3.4.4. Boundary conditions
The boundary conditions for the interior problem involve the

prescribed flux at the source point ξ1 and the values ofΩ andΩ′ at the
interface point ξM, namely

Ψ1 =
GmGv

2
; ΩM = A τð ÞΔξαM; Ω′

M = A τð ÞαΔξα−1
M : ð3:24Þ

3.4.5. Solution of the nonlinear equations
The 4M+1 nonlinear Eqs. (3.16), (3.17), (3.19), (3.22), (3.23), and

(3.24) that determine the 4M+1 unknowns {Ω; Ω′; Π; Ψ; γ} are
solved iteratively using a Newton scheme in which the Jacobian is
evaluated numerically by divided differences (see for example [7]).
The incorporation of the correct tip asymptotic behavior assists with
the selection of the appropriate solution so that the Newton scheme
typically converges in no more than three iterations.

4. Numerical results

In this section we present results demonstrating the performance
of the proposed algorithm for a number of test problems. The first test
problem considers the propagation of a plane strain crack in an elastic
medium with zero toughness. This problem has been chosen because
there is a similarity solution with which it is possible to compare the
cubic Hermite algorithm and to explore its convergence properties.
The second test problem involves propagation in a large toughness
regime in which the dimensionless viscosity is very small. This
problem has an asymptotic expansion in powers of the small
dimensionless viscosity with which the cubic Hermite solution can
be compared. The third test problem involves the buoyancy driven
propagation of a hydraulic fracture for large dimensionless toughness.
This problem is chosen to demonstrate the application of the method
to a semi-infinite crack problem — a class of reduced problem
frequently considered in the asymptotic analysis of hydraulic
fractures. We compare the cubic Hermite solution to results published
in [32].

4.1. Propagation of crack in a medium with zero toughness

In the first test problem we consider the propagation of a KGD
fracture in a medium with zero toughness and compare the solutions
produced by the Hermite collocation scheme with the analytic
solution due to Carbonell [9] (also see [5] for a more efficient
implementation generalized to power–law fluids). For this problem
Gk=0, and we assume the viscosity scaling and use the viscosity
dominated tip asymptote given by Eq. (2.23).

In this experiment we initialize the numerical solution to the
Carbonell solution at the dimensionless time horizon τ=τ0=1. In
order to enable us to explore the accuracy of the spatial discretization,
which is the focus of this paper, we assume a very small time-step
Δτ=0.01. This choice is made in order to ensure that the errors due to
the first order Backward Euler time-stepping scheme remain
subdominant to those of the spatial discretization scheme. In Fig. 3
we compare the fracture apertures Ω and fluid pressures Π obtained
by using the Hermite collocation algorithm using M=20 nodes with
those of the analytic solution at four distinct points in time τ=10, 50,
200, and 600. There is close agreement between the two solutions. In
Fig. 4(a) we plot the fracture aperture at time τ=10 whenM=5, 10,
and 20 nodes were used. In Fig. 4(b) we plot the corresponding
relative errors in the fracture aperture expressed as a percentage. The
Hermite cubic solutions clearly converge to the exact solution. Similar
orders of error were obtained at later times. In Fig. 5(a) we
demonstrate the asymptotic behavior of the error at Ω(0, 10)
(which is the point at which the relative error is a maximum over
the interval [0, 1] as can be seen from Fig. 3). A linear regression on the



Fig. 3. Top figure: comparison of Hermite cubic fracture widths at the M=20
collocation points denoted by solid circles with the corresponding exact fracture widths
denoted by the solid lines at dimensionless times τ=10, 50, 200, and 600. The fracture
widths Ω increase monotonically with time. Bottom figure: comparison of Hermite
cubic fluid pressures at the M=20 collocation points denoted by solid circles with the
corresponding exact fluid pressures denoted by the solid lines at dimensionless times
τ=10, 50, 200, and 600. The fluid pressures Π decrease monotonically with time.

Fig. 4. Top figure: comparison of Hermite cubic fracture widths sampled at the
dimensionless time τ=10 using discretizations with M=5 (squares), M=10
(triangles), and M=20 (circles) and the corresponding exact fracture widths denoted
by the solid line. Bottom figure: the relative errors in the Hermite cubic fracture widths
Ω at the dimensionless time τ=10 for M=5, 10, and 20.
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largest four mesh points yields an estimate of the initial convergence
rate to be O(Δξ2.43). That this solution has not achieved the O(Δξ4)
accuracy expected from cubic Hermite interpolation, is due to the fact
that the tip element only makes use of the leading order term in the
asymptotic expansion forΩ. This error, which is made at the interface
point ξM and propagates throughout the domain, should be of the
order as the first neglected term in the asymptotic series. For N≥80
the error starts to decrease rapidly because the effect of the error in
the tip asymptote becomes subdominant.

In Fig. 5(b) various Hermite cubic estimates of the fracture length
corresponding toM=5, 10, and 20 nodes andΔτ=0.01 are compared
to the exact solution γ(τ) over the time interval τ∈ [1, 600]. The cases
M=10 and 20 are indistinguishable at this scale from the exact
solution. The cubic Hermite solution clearly converges to the exact
solution. Also plotted on the same figure using solid circles are the
estimates of the fracture length using the following geometric growth
rule to increment the time-step Δτk+1=rΔτk, where r=1.2. The
results are indistinguishable from those of the very fine uniform time-
step and the same spatial resolutionM=20. This scheme will thus be
very useful for exploring the transition from one mode of fracture
propagation to another, which might involve simulation over many
orders of magnitude in time. Even with this dramatic increase in the
time-step there is little deterioration in the quality of the solution.

4.2. Propagation of a crack in a large toughness regime

In the second test problem we consider the propagation of a KGD
fracture in a mediumwith large toughness. In this case we assume the
toughness scaling and choose the value of the dimensionless viscosity
Gm=0.01. We compare the solutions produced by the Hermite
collocation scheme with the asymptotic expansion in powers of the
dimensionless viscosity Gm due to Garagash [18]. This value of Gm was
chosen for this experiment as it was identified by Garagash as being
sufficiently small to yield accurate values for the width and pressure
fields. In order to improve on the accuracy of the asymptotic solution,
we used the Euler transformation derived in that paper to accelerate
the convergence of the asymptotic series. This transformation
amounts to replacing the small parameter Gm by the alternative

expansion parameter δ = Gmffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 + Gm = Gmsi

p where Gmsi≈0.0333. Because

the fracture is propagating in the toughness dominated regime the
appropriate tip asymptote is given by Eq. (2.17).



Fig. 5. Top figure: asymptotic convergence of the cubic Hermite fracture widthΩ(0, 10)
estimated using mesh sizes Δξ=1/5, 1/10, 1/20, 1/40, 1/80, 1/120, and 1/160. A linear
regression on the errors for the larger four mesh sizes indicates that the asymptotic
convergence rate is O(Δξ2.43). Bottom figure: comparison of the cubic Hermite fracture
lengths for various spatial discretizations (M=5 dashed, M=10 dotted, M=20 dash-
dot), and the exact fracture length γ solid. Also denoted on this plot by solid circles are
the fracture length estimates obtained usingM=20 elements and a scheme to increase
the time-step size geometrically according to the rule Δτk+1= rΔτk, r=1.2.

Fig. 6. Top figure: comparison of Hermite cubic fracture widths at the M=20
collocation points denoted by solid circles with the corresponding two-term large
toughness asymptotic solution denoted by the solid lines at dimensionless times τ=10,
50, 200, and 600. The fracture widths Ω increase monotonically with time. Bottom
figure: comparison of Hermite cubic fluid pressures at the M=20 collocation points
denoted by solid circles with the corresponding two-term large toughness asymptotic
solution denoted by the solid lines at dimensionless times τ=10, 50, 200, and 600. The
fluid pressures Π decrease monotonically with time.
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As in the previous experiment we initialize the numerical solution
to the asymptotic solution at the dimensionless time horizon
τ=τ0=1 and assume a very small time-step Δτ=0.01 to focus on
the spatial discretization errors. In Fig. 6 we compare the fracture
apertures Ω and fluid pressures Π obtained by using the Hermite
collocation algorithm using M=20 nodes with those of the
asymptotic solution at four distinct points in time τ=10, 50, 200,
and 600. There is close agreement between the two solutions. This
demonstrates that the performance of the Hermite scheme is not
affected by the mode of propagation. We are not able to pursue a
convergence study in this case since it will not be possible to
distinguish between errors in the asymptotic solution and those due
the numerical solution.

4.3. Propagation of buoyancy driven crack in a large toughness regime

As a third test problem we consider the model investigated by
Roper and Lister [32] to explore the buoyancy driven crack
propagation in the limit of large toughness. Our starting point will
be first set of scaled equations that are numbered (2.7)–(2.9) in [32]:

p′ =
1
h2

−1 = Fp h; pð Þ ð4:1Þ

p xð Þ = − 1
π
∫∞
0

h′ sð Þ
s−x

ds ð4:2Þ

h xð Þ ∼x→0þ K 2xð Þ1=2: ð4:3Þ

Here p represents the pressure and h the fracture half-width, i.e.,
h=Ω/2, in the scaling presented in that paper. For the purposes of this
example, we proceed to use the same symbols as those used by Roper
and Lister. The methodology introduced in Section 3 can be applied
directly to the approximation of Eqs. (4.1)–(4.3) with only one slight
modification. In order to implement the problem on a finite truncation
[0, L] of the semi-infinite domain with the boundary condition,

h Lð Þ = 1
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we introduce the following blended infinite element

H∞ s;Δ−ð Þ =
H0

− s;Δ−ð Þ; for s∈½−Δ−;0Þ
1; for s∈½0;∞Þ
0; for s∉½−Δ−;∞Þ

8>><
>>:

whose associated influence function is given by

H∞ x;Δ−ð Þ = − 3
Δ−

− 6x
Δ2

−
+

6x x + Δ−ð Þ
Δ3

−
logj x + Δ−

x j: ð4:4Þ

Wepartition the interval [0, L] intoM sub-intervals or elements [xk,
xk+1],k=1:M where 0=x1bx2b…bxMbxM+1=L. For this mesh the
following 3M−2 unknowns need to be determined

h = h2;…;hM + 1;h
′ = h′3;…; h′M;p = p2;…;pM + 1

n o
:

Fig. 7. Top figure: the Hermite cubic collocation fracture half-widths h(x) for K=1, 2, 4,
8, 16, and 32 are plotted. In all these runs M=60 elements were used. Bottom figure:
the corresponding Hermite cubic collocation pressure gradients K=1, 2, 4, 8, 16, and
32. These results closely resemble those given in [32].
The discrete cubic Hermite collocation equations now assume the
form

pk + 1 = pk +
Δxk
6

Fp;k + 4F
p;k +

1
2

+ Fp;k + 1

 !
; k = 2 : M

pk = ∑
M + 1

l=2
C0
klhl + ∑

M

l=3
C1
klh

′
l ; k = 3 : M

p
k +

1
2

= ∑
M + 1

l=2
C0

k +
1
2
l
hl + ∑

M

l=2
C1

k +
1
2
l
h′l ; k = 2 : M

which, along with the following two boundary conditions,

h2 = K 2Δx1ð Þ1=2 and hM + 1 = 1

provide the required 3M−2 equations. The elasticity coefficient
matrix components Ckl

j
are defined in terms of the influence functions
Fig. 8. Top figure: the scaled Hermite cubic collocation fracture half-widths H(X) for
K=1, 2, 4, 8, 16, and 32 are plotted with solid lines. The dashed line represents the
analytic solution for the head H0 = 1

2
X1=2 2−Xð Þ3=2. In all these runs M=60 elements

were used. Bottom figure: the corresponding Hermite cubic collocation pressure
gradients dP

dX
are also plotted for the same range of K values. These results closely

resemble those given in [32].
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introduced in Section 3 as well as the infinite element influence
function H∞, defined in Eq. (4.4), as follows:

C0
k2 = λHe

− xk−x2;Δ1;Δ2;αð Þ
C0
kl = λH0 xk−xl;Δl−1;Δlð Þ; l = 3 : M

C0
kM + 1 = λH∞ xk−xM ;ΔMð Þ

and

C1
kl = λH1 xk−xl;Δl−1;Δlð Þ; l = 3 : M

here α=1/2 and, in accordance with the elasticity Eq. in (4.2), we
define λ = −1

π
.

In Fig. 7(a) we plot the Hermite cubic collocation fracture half-
widths h(x) for the following sequence of values for the fracture
toughness K=1, 2, 4, 8, 16, and 32. In all these runs M=60 elements
were used and crude mesh refinement was used in the vicinity of the
left tip as well as near the anticipated minimum point in the half-
width field, which corresponds to the neck that is adjacent to the
bulbous fracture head. For large K the approximate location of this
neck occurs at x=2K2/3.

The method used by [32] had difficulty resolving the peak in p′ for
values of K≥16 due to the mesh distribution. In order to explore the
solution for values of K≥16, Roper and Lister introduced the scaling

X =
x

K2=3 ; H =
h

K4=3 ; P =
p

K2=3 ;
dP
dX

=
dp
dx

and formulated a new numerical scheme to solve the re-scaled
equations.

In Fig. 8 we re-plot the same Hermite cubic collocation solutions as
those presented in Fig. 7, but in the scaled coordinates. We observe
that the method presented in this paper is able to faithfully reproduce
these results without re-scaling.

5. Conclusions

In this paper we have presented a novel algorithm based on cubic
Hermite interpolation to solve the coupled integro-partial differential
equations governing a hydraulic fracture propagating in a state of a
plane strain. The influence functions needed to implement the
algorithm have been evaluated explicitly and are provided for
completeness. Of particular importance for the analysis of hydraulic
fractures, is the influence function associated with a blended cubic
Hermite-power–law basis function, which is valid for any power–law
index 0bαb1. In addition, the formulation is extended to treat semi-
infinite domains by the incorporation of a blended cubic Hermite-
constant element. Indeed, the infinite element influence function
associated with an arbitrary power–law (only restricted by the
constraint that the resulting improper integral should be convergent)
can also be evaluated analytically in much the same way as for the
blended tip elements.

In the numerical experiments presented, the cubic Hermite scheme
was shown to converge to the similarity solution for a viscositydominated
plane strain HF propagating in an elastic medium with zero toughness.
The convergence rate of the scheme for larger mesh sizes O(Δξ2.43) is
dominated by the largest neglected term in the tip asymptotic expansion.
However, as themesh is refined further, the error decreases rapidly as the
influence of the tip element becomes subdominant. Thus if an optimal
order scheme is to be constructed the O(h4) accuracy within the domain
needs to be matched by the order of the asymptotic expansion used to
establish the tip solution. The backward Euler time-stepping scheme
proved to be a robust and accurate time-stepping scheme for tracking the
HF solutions tested. A simple scheme to increase the time-step
geometrically between steps yields remarkably accurate results with
little deterioration of the solution in spite of the large time steps used at
the endof the simulation. This typeof schemewill prove veryusefulwhen
exploring the transition from onemode of propagation to another, which
can take place over many orders of magnitude in the elapsed time. The
cubic Hermite scheme performed equallywell on the experiment to track
the time dynamic solution of a plane strain HF propagating in the large
toughness regime. The flexibility of the techniquewas also demonstrated
by the application to themodel of a steady, semi-infinite buoyancy driven
HF propagating in a large toughness regime. The cubic Hermite results
correlated well with the published solution and managed to achieve
accurate results for relatively large dimensionless toughnesses without
requiring a re-scaling of the problem.

A number of extensions and enhancements to the algorithm are
possible. For example incorporating leak-off into this model using the 5/
8 asymptote [4,22] is relatively straightforward given the fact that the
expressions for the blended influence functions have been established for
arbitrary 0bαb1. It is desirable to apply the method developed here to
more complex problems in which rapid changes in the solution can be
expected to occur spontaneously within the domain — such as the
formation of pinch points in the vicinity of discontinuities in the ambient
geological stress field σc. In this case it may be necessary to develop some
formof adaptivemesh refinement in regions inwhich the gradients of the
solution are large. Adaptive time-stepping might also be necessary to
capture the time scale onwhich the pinch point forms. Because the plane
strain Cauchy kernel (Eq. (2.2)) appears as the dominant, singular part to
many fracture propagation models, the tools developed in this paper will
also prove useful in the development of HF models for other fracture
geometries such as radial fractures or slender fractures.

The method presented in this paper establishes a flexible
framework for the analysis of plane strain hydraulic fractures. It
yields accurate results when tested against established solutions to
problems with different tip asymptotes. The arbitrary power–law
blended tip elements and robust time-stepping open the possibility to
explore the transition of asymptotes as the propagation regime
changes from one regime to another, provided the tip element is
sufficiently small that the correct power–law active at the tip can be
used. To represent such a transition from one power–law to another
on a coarser mesh, we could use an effective power–law that is chosen
to match the same volume of fluid in the tip as that given by the
detailed transition solution. Finally, the accurate solution with
relativelymodest computational resources provided by this algorithm
also opens the possibility of deployment within algorithms to model
planar fractures in 3D elastic media to provide autonomous tip
asymptotic solutions that can model different propagation regimes at
different points along the periphery of the planar fracture.
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Appendix A. Asymptotic behavior of Π

In this appendix we use a Mellin transform analysis (see [24]) to
determine the tip asymptotic behavior of the pressure field Π for a
finite crack associated with a width fieldΩ having a given power–law
behavior in the neighborhood of one of the tips. By introducing a
coordinate system located at one of the tips of the fracture, it is
possible to rewrite Eq. (2.12) in the following form

Π ξð Þ = − 1
4πγ

⨎
2

0

Ω χð Þ
χ−ξð Þ2 dχ: ðA:1Þ
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We define the Mellin transform (see [24,29]) of Π(ξ) to be

Π̂ zð Þ = ∫∞
0

ξz−1Π ξð Þdξ:

If Π(ξ) has the following asymptotic behaviors

Π ξð Þ∼ ξβ asξ→0
ξ−θ asξ→∞

�

then Π̂(z) is analytic on the strip −βbRe(z)bθ. The function Π may
be recovered by the Bromwich type inversion integral

Π ξð Þ = 1
2πi

∫
c + i∞

c−i∞
ξ−z Π̂ zð Þdz ðA:2Þ

in which c lies in the above strip of analyticity. By considering the
limiting behavior of Π(ξ) as ξ→∞ in (A.1), we conclude that
Π(ξ)∼ξ−2 so that θ=2.

Now applying the integral operator ∫
∞
0

ξzdξ• to (A.1) we obtain

− 1
4πγ

∫∞
0

ξz ∫2

0

Ω χð Þ
χ−ξð Þ2 dχ

 !
dξ =Π̂ z + 1ð Þ:

Assuming that we may swap the order of integration, and using
the following Mellin transform [24]

∫∞
0

ξz

χ−ξð Þ2 dξ = −πzχz−1 cotπz; whichisanalytic for−1bRe zð Þb1;

we obtain the following equation

zcotπz
4γ

∫2

0
Ω χð Þχz−1dξ =Π̂ z + 1ð Þ: ðA:3Þ

By defining Ω(ξ)=0 for ξN2, and using the fact that Ω
vanishes at ξ=2 we may define a continuous extension of Ω to
the whole interval [0,∞). Using this extension we may rewrite (A.3)
as follows

z cot π z
4γ

Ω̂ zð Þ =Π̂ z + 1ð Þ; ðA:4Þ

which, in view of the region of analyticity ofΠ, must be analytic in the
strip

−β−1b Re zð Þ b 1:

Now assuming the following asymptotic behavior for Ω

Ω ξð Þ∼Aξα 0 bα≤ 1

it follows that Ω̂(z) has a simple pole at z=−α of the form

A
z + α

:

Moreover, given that Ω vanishes for ξ≥2 it follows that Ω̂(z) is
analytic in the half-space −αbRe(z). In order for the regions of
analyticity of Ω̂(z) and Π̂(z+1) to match for αb1, we require that
−β−1=−α, since the z cot πz factor (A.4) in does not interfere
with the region of analyticity, except if α=1. Now in order to
obtain the asymptotic behavior of Π we push the contour in (A.2)
downhill (to the left to obtain the asymptotic behavior as
ξ→0) until we encounter the first pole. The leading behavior is
obtained from the residue at that pole, which can be shown to
yield

Π ξð Þ∼
A
4γ

αcot πα ξα−1 for 0 bα b 1

A
4πγ

log ξ forα = 1

8>>><
>>>:

Note that in the special case α=1/2 the pole is removed by the cos
π z term in the numerator of the pre-factor multiplying Ω̂(z) in (A.4).
In addition, the log term results from the double pole due to the sin π z
term in the denominator of same pre-factor as z→−1.
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