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Summary

A novel method to map asymmetric hydraulic-fracture propaga-
tion using tiltmeter measurements is presented. Hydraulic fractur-
ing is primarily used for oil-and-gas well stimulation, and is also
applied to precondition rock before mining. The geometry of the
developing fracture is often remotely monitored with tiltmeters—
instruments that are able to remotely measure the fracture-induced
deformations. However, conventional analysis of tiltmeter data is
limited to determining the fracture orientation and volume. The
objective of this work is to detect asymmetric fracture growth dur-
ing a hydraulic-fracturing treatment, which will yield height-
growth information for vertical fracture growth and horizontal
asymmetry for lateral fracture growth or detect low precondition-
ing-treatment efficiency in mining. The technique proposed here
uses the extended Kalman filter (EKF) to assimilate tilt data into a
hydraulic-fracture model to track the geometry of the fracture
front. The EKF uses the implicit level set algorithm (ILSA) as the
dynamic model to locate the boundary of the fracture by solving
the coupled fluid-flow/fracture-propagation equations, and uses
the Okada half-space solution as the observation model (forward
model) to relate the fracture geometry to the measured tilts. The
3D fracture model uses the Okada analytical expressions for the
displacements and tilts caused by piecewise constant-displacement
discontinuity elements to discretize the fracture area. The pro-
posed technique is first validated by a numerical example in which
synthetic tilt data are generated by assuming a confining-stress
gradient to generate asymmetric fracture growth. The inversion is
carried in a two-step process in which the fracture dip and dip
direction are first obtained with an elliptical fracture-forward
model, and then the ILSA-EKF model is used to obtain the fracture
footprint by fixing the dip and dip direction to the values obtained
in the first step. Finally, the ILSA-EKF scheme is used to predict
the fracture width and geometry evolution from real field data,
which are compared with intersection data obtained by tempera-
ture and pressure monitoring in offset boreholes. The results show
that the procedure is able to satisfactorily capture fracture growth
and asymmetry even though the field data contain significant
noise, the tiltmeters are relatively far from the fracture, and the
dynamic model contains significant “unmodeled dynamics” such
as stress anisotropy, material heterogeneity, fluid leakoff into the
formation, and other physical processes that have not been explic-
itly accounted for in the dynamic ILSA model. However, all the
physical processes that affect the tilt signal are incorporated by the
EKF when the tilt measurements are used to obtain the maximum
likelihood estimates of the fracture widths and geometry.

Introduction

Hydraulic fracturing has been used for oil-and-gas well stimula-
tion since the late 1940s (Montgomery and Smith 2010), and is
also used as a preconditioning method to promote earlier and
more-continuous caving in underground coal and metal mines
(Jeffrey et al. 2013). The goal of hydraulic-fracture design is to
optimize the treatment such that a fracture length and fracture
conductivity are achieved that maximize productivity while mini-
mizing cost. Hence, information about the fracture geometry
and fracture height, width, and orientation is required to study
the efficacy of a fracturing treatment and to further optimize
future treatments.

Most conventional hydraulic-fracture design models assume
symmetric/lateral fracture growth about the wellbore. In real treat-
ments, the fracture growth can be asymmetric. Asymmetric frac-
ture geometry develops when the fracture grows preferentially in
one direction with respect to the wellbore. In the case of vertical
fractures, asymmetric fracture growth may develop with unequal
lateral growth or unequal vertical growth or both. Unequal verti-
cal growth is common because the vertical growth occurs through
rock layers with contrasting properties and containing contrasting
confining stresses. Such vertical growth or height growth not only
leads to a less effective stimulation but can also result in the frac-
ture growing into water-bearing formations that may be affected
by the treatment or by the later production of the well. Asymmet-
ric growth is often associated with reduced fracture conductivity
over the pay zone, and may also lead to a proppant screenout,
further reducing the effectiveness of the fracturing treatment
(Bennett et al. 1983; Jeffrey 1996). Asymmetry in the lateral
growth of a fracture is attributed to interaction with adjacent, pre-
viously placed hydraulic fractures that impose an additional com-
pressive stress in the reservoir rock around the fracture. A new
fracture will then tend to avoid these more highly stressed areas,
leading to asymmetric growth and less-complete stimulation of
the reservoir. Because the fracture asymmetry can have a signifi-
cant effect on the effectiveness and efficiency of a hydraulic-frac-
turing treatment, it is useful to have methods to monitor
asymmetric fracture growth.

Fracture-monitoring techniques map hydraulic-fracture geom-
etry indirectly with remote-monitoring methods applied at the
wellsite, which provides helpful guidance for controlling the treat-
ment and for optimization of future hydraulic-fracturing designs.
Microseismic-event location and tilt measurements are two com-
monly used techniques to monitor fracture growth. Tiltmeters are
instruments that can measure small rotational movements with
respect to the gravity vector along two orthogonal directions. The
opening and shearing of the hydraulic-fracture surfaces result in
rock deformations, which, in turn, cause small rotational move-
ments at the tiltmeter location. The induced movements are
picked up by these instruments located either close to the surface
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(surface tiltmeters) or in the interior of the Earth close to the well-
bore (downhole tiltmeters). The deformation map, collected over
a period of time, can be combined with an appropriate forward
model to estimate the fracture orientation, volume, and, in some
cases, the fracture geometry by an inversion process (Lecampion
and Gunning 2007). However, as with most inverse problems, the
problem can be ill-posed, leading to multiple solutions. It is often
difficult to uniquely recover the fracture width and shape when
the tiltmeters are located far away from the fracture plane
(Lecampion et al. 2005a). Also, the tilt data can be corrupted by
external disturbances not related to the actual fracture.

Recently, numerical hydraulic-fracture models have seen rapid
developments (Adachi et al. 2007), and new monitoring techni-
ques have been constantly evolving (Olson et al. 1997; Wright
et al., 1998; Cipolla and Wright 2000; Warpinski et al. 2006), but
not much effort has gone into integrating these efforts to monitor
the evolving hydraulic-fracture geometry. Integrating field data
with mathematical models can make the best use of both
approaches and provides valuable insights about the fracture ge-
ometry. In previous work, Peirce and Rochinha (2012) used the
EKF approach to assimilate tilt data into a dynamic fracture
model. A planar 3D fracture model making use of the ILSA
scheme (Peirce and Detournay 2008) was implemented to assimi-
late tilt data to make an improved prediction of the fracture shape
(footprint). Data assimilation is a statistical technique to include
noisy measurements into a physical model to make an improved
model (state) forecast. In a sense, the tilt data are used to provide
real-time feedback to the modeling process. In the earlier work,
the ILSA-EKF approach was used to predict geometry from syn-
thetic tilt data generated with 2D and 3D fractures propagating in
an infinite elastic medium, respectively (Rochinha and Peirce
2010; Peirce and Rochinha 2012). In this paper, the performance
and capability of this integrated ILSA-EKF approach are demon-
strated by applying it to analyze real field data and observations.
Further, the earlier approach had used the full-space elastic solu-
tion with synthetic measurements as the observation model (for-
ward model) to relate the fracture geometry to the measured tilts.
In this work, the Okada half-space solution is used as a building
block to establish the observation model. This is necessary because
the field tiltmeters were near the surface in 10-m deep boreholes,
and a half-space solution is an accurate representation of the defor-
mation produced by the actual fracture under these field condi-
tions. The half-space model, as used here, requires that the fracture
dip and dip direction be known a priori. Therefore, the analysis is
performed in a two-step process, in which the fracture-dip and dip-
direction values are obtained with an elliptical fracture forward
model (Pandurangan et al. 2015), which has been implemented
and integrated into a tilt-analysis library (TAL) (Lecampion and
Gunning 2007). The TAL is a FORTRAN code library developed
in-house at the CSIRO that uses different static fracture models
and a Bayesian approach for inverting tiltmeter data recorded dur-
ing a hydraulic-fracturing treatment. The library consists of differ-
ent fracture models that can be used to analyze tilt data generated
by fractures in an infinite or semi-infinite space, which is assumed
to be homogeneous, elastic, and isotropic. After obtaining the dip
and dip direction with the elliptical fracture model in the TAL, the
ILSA-EKF model is used to obtain the fracture shape by fixing the
dip and dip direction at the values obtained in the first step.

The method presented in this paper is different from other
approaches such as the one presented by Olson et al. (1997), in
which the estimation of hydraulic-fracture geometry from tilt-
meter data is based on discrete inversion of the ill-posed elliptic
problem with a priori information and a penalty-function
approach to find the optimal fracture geometry that fits the tilt
data in such a way that the prior constraints are satisfied and the
solution is also physically reasonable. In this approach, the frac-
ture widths at each timestep are obtained by discrete linear inver-
sion of the tilt signal with a static fracture model. The ILSA-EKF
approach presented in our paper is different in many aspects.
First, it uses the Okada solution that provides a closed-form ana-
lytical solution for the displacement and strains caused by a point

source or tensile fault in a homogeneous elastic half-space. Sec-
ond, the ILSA algorithm solves the coupled hydraulic-fracture
propagation problem to determine the fracture opening and the
location of the fracture front. It then uses the EKF to assimilate
tilt measurements throughout the fracturing treatment with the
dynamic fracture-propagation model to arrive at the optimal esti-
mates of the state vector (fracture widths and footprints) and the
associated variance. This is quite distinct from the approach used
by Olson et al. (1997), which does not involve a dynamic fracture
model; instead, it relies on a priori constraints to artificially con-
strain the solution. The dynamic fracture model incorporates
physical constraints to the otherwise ill-posed elliptical problem
without resorting to artificial mathematical techniques such as
constrained optimization or regularization, which are difficult to
explain physically. The ILSA-EKF scheme can therefore be
expected to provide more-realistic estimates of the fracture geom-
etry and opening throughout its evolution instead of just providing
a best-fit solution applicable only at each timestep.

The remainder of the paper is organized as follows. The next
section presents an overview of the ILSA-EKF algorithm, the
dynamic ILSA model, and the half-space displacement disconti-
nuity-observation model. Then, we present results with synthetic
tilt data, in which asymmetry is artificially introduced with a grad-
ually varying in-situ stress field, and the tilt data are corrupted by
adding noise. In the next section, field data from a mining site are
analyzed with the ILSA-EKF model to map asymmetric fracture
growth. The final section summarizes the major findings.

ILSA-EKF Formulation

This section provides an overview of the ILSA-EKF scheme
for mapping hydraulic fractures from tilt data, developed by
Rochinha and Peirce (2010) and Peirce and Rochinha (2012).
Data assimilation is a statistical technique to include noisy meas-
urements in a physical model to provide an improved estimate of
the model state. In this paper, the idea is to assimilate all tiltmeter
observations until time tk in the ILSA model to make an improved
estimate of the fracture boundary up to time tkþ1. In data assimila-
tion, the state variables are expressed in a Bayesian probabilistic
framework, which also helps to quantify the uncertainty associ-
ated with the results.

Kalman filters render the state-estimation problem of a linear
dynamical system tractable by assuming that the model and obser-
vation errors are Gaussian, independent, and white in time, mean-
ing that the probability-density function of the state can be
approximated by the first two moments: namely, the mean and co-
variance. The EKF (Gelb 1974) is the nonlinear version of the
Kalman filter that linearizes the covariance estimate about the cur-
rent mean. Consider a nonlinear dynamical system defined in
terms of a state vector x and a set of noisy measurements yk

related to the state:

xkþ1 ¼ fkðxkÞ þ qk

yk ¼ Hkxk þ vk; � � � � � � � � � � � � � � � � � � � � � � � � � ð1Þ

where xk is the state vector at any time tk, yk is the tilt vector at a
given tiltmeter location, and qk, vk correspond to the process and
measurement noise resulting from modeling errors and instrument
noise, which are assumed to be independent and normally distrib-
uted with zero mean and covariance Cqk and Cvk, respectively.
The process and measurement noise are also assumed to be uncor-

related, meaning that they can be expressed in the form Cqk ¼ r2
qI

and CVk ¼ r2
vI, with no cross-correlation; that is, E½qk; vk� ¼ 0.

Here, fkð�Þ, is the dynamic model that relates the state vector xk at
time tk to that at time tkþ1 whereas the observation model Hkð�Þ
relates the model state vector xk to the measurement yk. In the
present paper, fkð�Þ and Hkð�Þ refer to the ILSA scheme and the
half-space displacement-discontinuity (DD) fracture model,
respectively, and are discussed in detail in the following.

With the dynamic model and the measurement data, the
EKF estimates the mean and variance of the state vector in a
predictor/corrector sequence. In the predictor step or time update,
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the state vector xk and the error covariance Ck at the time tk are
projected forward in time using the dynamic model:

X̂kþ1jk ¼ fkðX̂kjkÞ
Ckþ1jk ¼ FkCkjkFT

k þ Cqk: � � � � � � � � � � � � � � � � � � � ð2Þ

Because the dynamic model fkð�Þ is nonlinear, the Jacobian Fk

is used to linearize the covariance estimate about the predicted
state, and is defined as

Fk ¼
›fkðX̂kjkÞ

›x
: ð3Þ

In the correction step or measurement update, the predictions
are updated by adding a weighted difference between the actual
and predicted measurements. The weighting factor, known as the
Kalman gain Kkþ1, minimizes the posteriori-error covariance:

Kkþ1 ¼ Ckþ1jkHT
kþ1ðHkþ1Ckþ1jkHT

kþ1 þ Cvkþ1
Þ�1

X̂kþ1jkþ1 ¼ X̂kþ1jk þKkþ1½ykþ1 �Hkþ1ðX̂kþ1jkÞ�
Ckþ1jkþ1 ¼ ðI�Kkþ1Hkþ1ÞCkþ1jk: � � � � � � � � � � � � � ð4Þ

The following set of scaling parameters is introduced to deal
with the small magnitude of the tilt measurements:

e ¼ kH1k2;

Hk ¼ eHk; yk ¼ eYk; Cijj ¼ r2
qGijj; c :¼ r2

v=r
2
qe

2; � � � � ð5Þ

where Hk is the scaled Green’s function operator. The Kalman
gain and the measurement update equations can then be expressed
in terms of the scaled variables as follows:

Kkþ1 ¼ e�1Kkþ1;

where

Kkþ1 ¼ Gkþ1jkHT
kþ1ðHkþ1Gkþ1jkHT

kþ1 þ c IÞ�1

x̂kþ1jkþ1 ¼ x̂kþ1jk þKkþ1ðYkþ1 �Hkþ1x̂kþ1jkÞ; � � � � � � ð6Þ

where Kkþ1 is the scaled Kalman grain matrix. The scaling
parameter, c introduced previously in Eq. 5, provides a rationale for
selecting the prior process and measurement-noise covariance. A
larger value of c implies a smaller value of Kalman gain, meaning
that the filter gives more weighting (or confidence) to the dynamic
model in arriving at the predictions. Hence, to assimilate tilt data
into the models, it would be useful to work with smaller values of
c ¼ U2, where rv ¼ Urwe2

v . The parameter U can be adjusted to
reflect the resolution of the measurements relative to the fidelity of
the dynamic model. The parameter U can therefore be used to
adjust the way in which the ILSA-EKF algorithm weights the
dynamic forward model relative to the tilt measurements. It is typi-
cally assigned a value in the range 0:01 < U < 2 (Peirce and
Rochinha 2012). The smaller values 0:01 < U < 0:5 are appropri-
ate when the measured data have a higher signal–noise ratio and the
dynamic forward model does not fully capture the physics of the
problem, and larger values 0:5 < U < 2 when the measurements
are significantly noisier (Peirce and Rochinha 2012).

Though using higher values of U can be useful when dealing
with noisy data, it also lowers the Kalman gain, meaning that the
measurements contribute little toward improving the model estimates.

Dynamic Model ILSA. The ILSA scheme (Peirce and Detour-
nay 2008) is a numerical technique to locate the boundary of a
propagating hydraulic fracture. As with any hydraulic-fracture
model, the ILSA model is built on three main components: the
elasticity equation relating the net pressure in the fracture to the
elastic fracture opening, the fluid-flow equation that governs the
pressure drop within the fracture consistent with mass conserva-
tion, and the fracture front-propagation condition. The novelty of
the ILSA scheme is that it uses a tip asymptotic relationship, valid
for a given propagation regime, in combination with an implicit
algorithm that is based on a level-set method to track the position

of the fracture front. The method is briefly presented in this sec-
tion for completeness. The detailed formulation of the method can
be found in Peirce and Detournay (2008).

First, the elasticity equation relates the fracture width wðx; y; tÞ
and the fluid pressure pf within the fracture. For a planar fracture
in an infinite homogeneous medium occupying a region S at any
time t, the integral equation that relates pf to w is as follows:

p ¼ pfðx; y; tÞ � r0ðx; yÞ

¼ � E0

8p

ð
SðtÞ

wðx0; y0; tÞdSðx0; y0Þ
½ðx0 � xÞ2 þ ðy0 � yÞ2�3=2

; � � � � � � � � � � ð7Þ

where E0 ¼ E

1� m2
is the plane-strain modulus and p the net pres-

sure or the pressure in excess of the far-field confining stress (min-
imum principal stress) r0. Because hydraulic fractures are
predominantly opening-mode fractures, the fracture width is
always taken to be positive.

Second, the Reynolds lubrication equation, describing fluid
flow within the fracture, is obtained by combining Poiseuille’s
law, which relates the fluid flux to the pressure drop within the
fracture, with the conservation of mass which implies that any
injected fluid stays within the fracture plane:

@w

@t
¼ 1

l0
$ � ðw3rpfÞ þ dðx; yÞQðtÞ: ð8Þ

Here, l0 ¼ 12l is the scaled fluid viscosity, QðtÞ is the fluid-injec-
tion rate, and dðx; yÞ is the Dirac delta function. The coupled Eqs.
7 and 8 are solved by assuming a zero-flux boundary condition
along the fracture front, and that the fluid completely fills the frac-
ture and there is no fluid lag at the tip; that is, by assigning

lim
n!0

w3 @pf

@n
¼ 0: ð9Þ

The energy required for propagating the fracture is primarily
supplied by the fluid pressure applied to the injected fluid, which is
dissipated during the propagation process. The dissipation phe-
nomenon is mainly governed by viscous losses as the fluid flows
through the fracture and the breakage of rock at the fracture tip,
each of which is associated with a characteristic length scale. This
results in a multiscale solution that is dependent on the propaga-
tion regime (Peirce 2015). For hydraulic-fracturing treatments car-
ried out under field conditions, the fracture propagation is
dominated by viscous dissipation (Adachi et al. 2007). Therefore,
in the present study, we consider the propagation to be in the vis-
cosity-dominated regime without leakoff, in which case the tip as-
ymptotic relationship is of the form

lim
n!1

w � bm0

l0v
E0

� �1=3

n2=3; ð10Þ

where bm0 ¼ 21=335=6, v is the fluid tip velocity, and n is the dis-
tance to the fracture perimeter. The tip asymptotic relation pro-
vides the necessary information for determining the position of
the fracture front.

To solve the coupled Eqs. 7 and 8 numerically, the fracture
boundary SðsÞ is assumed to grow within a rectangular region
discretized with uniform rectangular elements. With piecewise-
constant DD elements, and the collocation technique, the elastic-
ity Eq. 7 can be converted to a set of algebraic equations that can
be written in a matrix form as

p ¼ Cw; ð11Þ

where the matrix elements are given as

Ck�m;l�n ¼ �
E0

8p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðvk � vÞ2 þ ðfl � fÞ2

q
ðvk � vÞðfl � fÞ

2
4

3
5

v¼vmþ
Dv
2
;f¼fnþ

Df
2

v¼vm�
Dv
2
;f¼fn�

Df
2

:

� � � � � � � � � � � � � � � � � � � ð12Þ

. . . . . . . . . . . . . . . . . . . . . . . . . .

. . . . . . . . . . . . . .

. . . . . . . . . . . . . . . . . . . . . . . . . . .

. . . . . . . . . . . . . . . . . . .

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
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The fluid flow Eq. 8 is spatially discretized by a central-differ-
ence scheme, with the pressure p and fracture width w taken at
the element centers. After substituting for pressure from Eq. 11,
the coupled fluid-flow–elasticity equation can be expressed in a
discrete form as

wðtþ DtÞ � wðtÞ ¼ DtA½wðtþ DtÞ�Cwðtþ DtÞþ Dtsðtþ DtÞ;
� � � � � � � � � � � � � � � � � � � ð13Þ

where AðwÞ is the central-difference operator obtained by spatial
discretization of Eq. 8, and sðtÞ corresponds to the source term
at the wellbore. Because the discretized Eq. 13 is very stiff, the
L-stable backward Euler scheme is used for marching the solution
forward in time.

The location of the fracture perimeter at any time ðtþ DtÞ is
determined with the level-set method. In this method, the fracture
contour S is implicitly represented as the zeroth level set
Tðx; y; tÞ ¼ 0 of a surface Z ¼ Tðx; y; tÞ with T < 0 correspond-
ing to points inside the fracture boundary and vice-versa. Starting
with an initial guess of the fracture footprint, the coupled Eq. 13 is
solved to obtain the fracture width closest to the fracture boundary.
Assuming that the fracture propagation is in the viscous regime,
the asymptotic solution (Eq. 10) is inverted to obtain the distance
from reference points within the fracture to the fracture boundary:

Tðx; y; tÞ ¼ �n � � w

bm0

E0

l0v

� �1=3
" #3=2

for all ðx; yÞ 2 @Sc:

� � � � � � � � � � � � � � � � � � � ð14Þ

The frontal velocity is approximated by a finite-difference
quotient involving the signed distance functions at two successive
timesteps, resulting in a cubic equation that can be solved to
obtain the signed distance function Tðx; y; tþ DtÞ. Using these
boundary values obtained from the solution of the cubic that
results from eliminating v from Eq. 15, the neighboring values
of the signed-distance function are obtained by solving the
Eikonal equation,

jrTðx; y; tþ DtÞj ¼ 1: ð15Þ

Thus, by evolving the signed-distance surface Z ¼ Tðx; y; tþ
DtÞ, we can identify the fracture perimeter as the zero level-set
curve Tðx; y; tþ DtÞ ¼ 0.

Forward-Observation-Model–Displacement-Discontinuity Me-

thod. Rock deformation associated with hydraulic-fracture
growth induces deformations and tilts at the tiltmeter locations,
and a forward-observation model is required to relate these defor-
mations and tilts to the generated fracture geometry. The DD
technique has been mainly used to construct 3D fracture models
such as the solution for the displacement and tilt caused by point
displacement discontinuities or rectangular fractures with a con-
stant or variable opening in an elastic half-space or full space
(Davis 1983; Yang and Davis 1986; Okada 1992; Olson et al.
1997). An elastic half-space model, as shown in Fig. 1, is useful
for analyzing data from a surface-tiltmeter array.

The displacements ui at any point x in the medium, caused by
a DD singularity at the point x0, can be obtained using the princi-
ple of superposition as

uiðxÞ ¼
ð

S

½Uijkðx; x0ÞnjnkDnðx0Þ

þUijkðx; x0ÞsjnkDsðx0Þ�ds ði; j;k ¼ 1; 2; 3Þ;
� � � � � � � � � � � � � � � � � � � ð16Þ

where Uijkðx; x0Þ is the displacement vector that represents the
fundamental solution. Dn ¼ Dijninj and Ds ¼ Dijsinj correspond
to the normal and shear components of the DD vector, respec-
tively. The previous integral is singular when x ¼ x0, but this
issue is easily resolved in the case of tiltmeter mapping because
the measurement points x are always outside the fracture plane. In
the DD method, the fracture plane is discretized with piecewise-
constant rectangular DD elements. Here, we consider a planar
fracture over the surface S, with a unit normal n and unit vector s
along the fracture plane, and discretize it with rectangular ele-
ments, each with a constant DD field. For these rectangular con-
stant-strength DD elements, Eq. 16 can be integrated analytically.
In this work, we have used the analytical expression for the inter-
nal deformation and strains caused by a rectangular DD in an elas-
tic half-space developed by Okada (1992). The Okada solution
provides simplified closed-form expressions for an arbitrarily ori-
ented shear or tensile fracture in an elastic half-space. The rectan-
gular elements, used to discretize the governing Eqs. 7 and 8, can
also be used as the rectangular DD elements of the Okada model.

Because hydraulic fractures are predominantly opening-mode
fractures, only the normal component of the DD is considered in
this study. At a given tiltmeter location, the tiltmeter measures
rotation movements along two orthogonal directions x1 and x2

with reference to the gravity vector that can be related to the curl
of the displacement vector as

x1 ¼ u3;1 � u1;3; x2 ¼ u3;2 � u2;3; ð17Þ

where the comma denotes the derivative with respect to the sec-
ond index. If the tiltmeters are set up on a free surface and used
like a typical carpenter’s level, the tilt data can be related to the
horizontal component of the vertical displacement alone, and we
have x1 ¼ �u3;1 and x2 ¼ �u3;2. However, for monitoring hy-
draulic-fracture growth, tiltmeters are often installed in shallow
boreholes and are fully coupled to the rock mass. For an isotropic
elastic medium, the stresses r13 and r23 vanish close to a free sur-
face, meaning that u3;1 ¼ �u1;3 and u2;3 ¼ �u3;2. In this case, the
two modes of deformation—the difference of horizontal displace-
ment as well as the difference of vertical displacement between
the endpoints of the instrument—induce tilt, and we have x1 ¼
�2u3;1 and x2 ¼ �2u3;2. If this factor of 2 is not taken into
account and the tilt data are analyzed with x1 ¼ �u3;1 and
x2 ¼ �u3;2, it can result in an estimated fracture volume that is
twice the actual fracture volume. This can, in some cases, cause
the estimated treatment efficiency, which is the ratio of the

. . . . . . . . . . . . . . . . . . . . . .

. . . . . . . . . . . .

N

S

90–φ

180–φ

E

∂S

θ

Fig. 1—Fracture parameters of the ILSA-EKF model. The dip,
strike, and dip direction are indicated as h, 9082/, and 18082/,
respectively.
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fracture volume to the injected fluid volume, to increase beyond
100% which is physically not possible (Lecampion et al. 2005b).

ILSA-EKF Algorithm. With the ILSA framework and the ob-
servation model defined, this section describes the algorithmic
steps in the assimilation process. The first step is to identify the
state variables for the EKF. Referring to Fig. 1, the possible
choices are the fracture geometry @S, fracture width w, the frac-
ture dip h, and dip direction 180� /. However, in the current pa-
per, only the fracture widths wmn for every rectangular element
DSmn over the fracture domain are chosen as the state variables. It
is possible to parameterize and include the fracture geometry or
the fracture boundary as additional state variables in the EKF,
instead of estimating them from the ILSA model. However, this
approach does not give satisfactory results because, in a majority
of cases, the tiltmeter measurements are in the far-field regime
(Lecampion et al. 2005a), meaning that the distance between the
tiltmeter location and the fracture plane is much greater (roughly
three times) than the characteristic dimension of the fracture.
Under such conditions, the fracture width and the geometry are
strongly correlated, making it difficult to uniquely recover them
by inverting tilt data (Lecampion et al. 2005a; Pandurangan et al.
2015). Including the dip and dip direction as state variables is also
not possible because the current ILSA model assumes the fracture
to be planar, and predicts the evolution of the fracture boundary at
any time t on the basis of the assumption that dip and dip direc-
tion are held constant. If the dip and dip direction are included as
additional state variables, their values will change with every
timestep, making the ILSA predictions invalid. Therefore, in the
current algorithm, the dip and dip direction are obtained with an
elliptical fracture-forward model (thus, referred to as the TAL-tilt
analysis library) (Lecampion and Gunning 2007; Pandurangan
et al. 2015), in the preliminary analysis step, and are fixed during
the simulation step with the ILSA-EKF algorithm.

In the prediction update step, the fracture widths ŵkþ1jk at time
tkþ1 are obtained by solving the coupled Eq. 13, by fixing the frac-
ture front @Sk at timestep tk. To begin with, the fracture front is
assumed to be radial. In the update step, all tilt data up to time tkþ1

are assimilated to obtain a corrected estimate of the fracture widths
ŵkþ1jkþ1. In case the corrected fracture widths are negative, which
is physically not possible, they are reset to the predicted estimates.
Because the predicted values are obtained from the converged solu-
tion to the coupled Eq. 13, they are all positive. The ILSA algo-
rithm is then used to obtain the new front position @Skþ1 with the
corrected estimates of the fracture widths. This procedure is
repeated until the front positions have converged within a given
timestep. The algorithmic steps in the ILSA-EKF scheme are sum-
marized next. Superscripts are used to distinguish front iterations
from timesteps. For example, ŵ

j

kþ1jk refers to the predicted fracture
width during the jth front iteration within the ðkþ 1Þth timestep.

1. Set the fracture boundary to be the circle S1 ¼ ½ðv; fÞ :ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðv� vcÞ

2 þ ðf� fcÞ
2

q
� qexactðs1Þ�.

2. Initialize the EKF parameters U and the initial covariance
matrix C1j1 ¼ r2

qI.
3. Do for Nt timesteps:

a. Advance the timestep tkþ1 ¼ tk þ Dt.
b. Fix the fracture front and error covariance from the pre-

vious timestep @S1
kþ1 ¼ @Sk; C1

kjk ¼ Ckjk.

c. Do for Nj front iterations:
i. Given ŵkjk and @Sj

kþ1, solve the coupled Eq. 13 to

predict ŵ
j

kþ1jk.

ii. Compute the Jacobian F
j
k using Eq. 3.

iii. Predict the error-covariance matrix Cj

kþ1jk with Eq. 2.

iv. Calculate the Kalman gain K
j

kþ1jk and the corrected

widths ŵ
jþ1

kþ1jkþ1
.

v. Set ŵ
jþ1

kþ1jkþ1
¼ ŵ

jþ1

kþ1jk for elements for which the

corrected width is negative.

vi. Update the posterior error covariance Cjþ1

kþ1jkþ1
with

Eq. 4.

vii. Use the corrected widths and the level-set algorithm
(Eqs. 14 and 15) to obtain the new front position

@Sjþ1

kþ1jkþ1
.

c. End of front iteration.
4. End of timestep loop.
The EKF formulation used in this paper is based on the lineari-

zation of the governing equations that does not necessarily pre-
serve the variance and covariance of the full dynamical system,
but rather imposes the Gaussian variance and covariance inherited
from the linearized system. However, when the model is highly
nonlinear, this linear approximation can lead to a suboptimal and
biased solution, and the covariance update may not be exact. The
EKF also requires the Jacobian matrix for propagating the error
covariance, which is computationally expensive. Particle-based
approaches such as the ensemble KF (EnKF) and the unscented
Kalman filter (UKF), in contrast, use a strategically chosen
“ensemble” of trajectories to evaluate the variance and covariance
numerically. The error covariance is thus obtained as an ensemble
estimate instead of the linear approximation used in the EKF. The
EnKF makes use of Monte Carlo sampling to select the ensemble
members whereas, in the case of the UKF, the ensemble members,
also known as sigma points, are chosen deterministically.
Although particle-based approaches can be more efficient than the
EKF and are better suited for highly nonlinear models, for the
coupled hydraulic-fracturing problem presented in this paper, this
would involve a solution to the coupled system of Eq. 13 at every
sample point. This would be computationally very demanding
and clearly requires more development. This is beyond the scope
of the current paper but is certainly an avenue for further
investigation.

Numerical Experiment

Synthetic Example. The robustness of the ILSA-EKF algorithm
has been demonstrated for 1D and 2D cases with the infinite-space
observation model in earlier studies (Peirce and Rochinha 2012) by
use of synthetic data sets, under both near-field and far-field
regimes. Therefore, the purpose of the numerical example presented
here is to demonstrate the performance of the ILSA-EKF algorithm
updated with the half-space observation model. Near- and far-field
measurements are differentiated on the basis of a term known as the
resolution index given by the ratio of the distance d between the tilt-
meter and the fracture plane and the characteristic half-length l of
the fracture. Measurements are considered to be in the far field if
this ratio is greater than three (Lecampion et al. 2005a).

Synthetic data were generated by considering a fracture that is
initially penny-shaped and growing in a homogeneous elastic
half-space, with the injection point 50 m below the surface. The
fracture orientation defined by the dip and dip direction is
assumed to be 30� and 20�, respectively. Further, the fracture is
assumed to propagate in the viscosity-dominated regime, and to
be subject to a linearly varying confining-stress field roðx; yÞ of
the form

r0ðv; fÞ ¼
vM � v
vM � vm

; ð18Þ

where vm and vM refer to the minimum and maximum v coordi-
nates of the rectangular mesh, respectively. Hydraulic fractures
tend to grow from high-stress toward low-stress zones because
less energy is required to extend a fracture into the low-stress
zone (Wu et al. 2008). Therefore, the linearly decreasing confin-
ing-stress field (Eq. 18) with linearly increasing v causes asym-
metric fracture growth in the v direction. For the observation
model, we assume a surface-tiltmeter array, as shown in Fig. 2,
with coordinates defined as

v ¼ f ¼ f7:25 : 10 : 57:25g; g ¼ 10; ð19Þ

where g is the depth at which the tiltmeter array is located. The x
and y components of the tilt vector are measured at every tiltmeter
location for 100 discrete timesteps, generating a time-series. To

. . . . . . . . . . . . . . . . . . . . . . .
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simulate field conditions, a zero-mean Gaussian noise with var-
iance r2

N in the range 0–8% is added to the generated tilt measure-
ments. The ILSA-EKF algorithm previously discussed is then
used to predict the fracture footprint from these noisy data. In the
simulation, the dynamic forward model assumes no confining
stress r0 ¼ 0. This implies that the ILSA model would predict
radially symmetric fractures in the absence of feedback from the
tilt data. The performance of the ILSA-EKF scheme is evaluated
with the following error measures:

Ewðtk; /;rNÞ :¼
Ð
Ss

k[SE�I
k
jwsðv; f; tkÞ � wE�Iðv; f; tkÞjdSð

Ss
k

jwsðv; f; tkÞjdS

� � � � � � � � � � � � � � � � � � � ð20Þ

EFðtk; /; rNÞ :¼ A½ðS
s
k[SE�I

k ÞnðSs
k\SE�I

k Þ�
A½Ss

k�
: ð21Þ

Here, EwðtkÞ is the width error that measures the relative differ-
ence between the actual (synthetic) and estimated fracture widths
at time tk, EFðtkÞ is the footprint error that measures the relative
difference between the actual and estimated fracture geometries,

Ss and SE�I are the regions occupied by the actual and estimated
fractures, and A½�� is the area of the region.

The ILSA-EKF algorithm requires that the fracture orientation
be known a priori, which is seldom the case in the field. To satisfy
this condition, the simulation is carried out in a two-step fashion,
where the fracture dip and dip direction are first obtained with an
elliptical fracture forward model (Lecampion and Gunning 2007;
Pandurangan et al. 2015). The ILSA-EKF model is then used to
obtain the fracture footprint by fixing the dip and dip direction to
the values obtained in the first step. In the TAL, the fracture dip,
dip direction, width, and geometry are chosen as the state varia-
bles, and a simple persistence model is used to predict their values
forward in time. The observation model on the basis of the analyt-
ical Okada solution is used. The dip and dip direction predicted
by the TAL for different noise levels are summarized in Table 1.

For the surface array coordinates defined in Eq. 19, the syn-
thetic measurements fall in the far-field regime with the resolution
index in the range 2.7–14.5. Considering the far-field nature of
the data, the EKF parameter U was chosen from the range
(0.5–2), and convergence was achieved for U ¼ 0:8. Fig. 3 shows
the snapshots of the synthetic-fracture footprints (solid lines) cor-
responding to an initially radial fracture propagating in a linearly
varying stress field, and those predicted by the ILSA-EKF algo-
rithm (dotted lines), the TAL with an elliptical DD model (dashed
dotted), using the synthetic tilt measurements with a noise level
rN ¼ 6%, and assuming that the confining stress is absent. The
results on the left correspond to the two-step inversion, where the
fracture orientation was first obtained from the TAL. The pre-
dicted fronts show significant distortions that do not follow the
synthetic front, and develop spurious bulges at latter times. This
behavior can be mainly attributed to the errors introduced while
estimating the dip angle with the TAL. This can be verified from
the figure on the right that shows the same comparison when the
TAL step is skipped, and the simulation is repeated with the cor-
rect dip and dip direction (30�, 20�). Here, the results show good
agreement with the synthetic result in spite of the 6% Gaussian
noise added to the data. This highlights the fact that even small
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Fig. 2—Tiltmeter layout used for generating the synthetic data
set.

Noise Level Dip Dip Direction 

0.00 33.34 20.3

0.02 33.43 20.9

0.04 33.45 20.4

0.06 33.34 19.7

0.08 33.34 20.8

Table 1—Dip and dip direction obtained with the elliptical-fracture

model.
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Fig. 3—Left figure: Comparison of synthetic front (solid lines) with ILSA-EKF front (dotted lines) and TAL front (dashed dotted
lines) for measurements with noise level rN 5 0.6 and dip and dip direction obtained from an elliptical fracture forward model. Right
figure: Comparison of synthetic front (solid lines) with ILSA-EKF front (dotted lines) and with noise level rN 5 0.6 when correct dip
and dip direction are used. The results are plotted every 20 timesteps.
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errors in estimating the dip angles (close to 10% in this case) can
significantly affect ILSA-EKF front predictions. However, despite
the significant error in the dip angles, the ILSA-EKF scheme is
able to capture the significant asymmetry in the hydraulic frac-
tures that developed in the linearly varying stress field, which was
used to generate the synthetic tilt data. Although the TAL analysis
is also able to reasonably capture the fracture asymmetry, the pre-
dicted fracture footprints are smaller than those predicted by the
ILSA-EKF scheme. The maximum fracture volume predicted by
TAL and ILSA-EKF is 0.95 and 0.91 m3, respectively, which
agrees well with the actual fracture volume of 0.94 m3 used for
generating the synthetic data. In the TAL analysis, the fracture
opening is constrained to obtain a physically reasonable solution.
In contrast, the ILSA-EKF model solves the coupled system of
Eq. 13 to compute the fracture opening as a function of time,
which results in more-realistic estimates of the fracture opening
and therefore the fracture footprint. The improved prediction of
the fracture geometry by ILSA-EKF can provide improved resolu-
tion of the fracture geometry in field applications, including better
estimates of fracture-height growth. This additional information
provides critical feedback to optimize hydraulic-fracture treat-
ments. The width and footprint errors for different noise levels are
summarized in Fig. 4. Both error curves exhibit similar character-
istics, peaking at a relatively early time and gradually reducing
thereafter. Because the fracture front evolves with time, there is a
reduction in the resolution index, and there is thus a gradual tran-
sition toward the near-field regime. Also, the EKF learns by
assimilating more data with time, resulting in a smaller error co-
variance and more accurate estimates.

Field Study. The field data presented in this study were obtained
from preconditioning trials carried out by the CSIRO at the Nar-
rabri longwall coal mine, New South Wales, Australia. Longwall
mining is an underground-mining technique for extracting rela-
tively flat coal seams. During the mining operation, hydraulic roof
supports are used to protect workers and equipment to allow the
mining of the coal. As the mining progresses, the roof supports
are moved forward along the longwall face, and the roof rock is
allowed to cave into the void region behind the supports. If the
roof is strong, failure does not occur immediately, and a large
open void may form behind the supports. Failure of the rock
above this void may then occur suddenly, significantly increasing
the loads on the roof supports and potentially producing a danger-
ous wind blast because the air and gas in the void are displaced
into the mine workings. Preconditioning with hydraulic fracturing
is a rock-caving control technique in which hydraulic fractures
are generated to weaken the roof rock and to promote earlier and
more-uniform caving, thereby improving the safety conditions at
the site (Jeffrey et al. 2013).

During the preconditioning treatment at Narrabri, multiple par-
allel fractures with a spacing of 2.5 m were generated from verti-
cal boreholes at a depth of 140–175 m. Pressure monitoring and
temperature logging in offset boreholes, positioned 10–30 m from
the injection hole, were used to estimate fracture-arrival times and
to ascertain if the fractures remained horizontal over a 30-m dis-
tance. In addition, a tiltmeter array consisting of 12 tiltmeters,
secured firmly in 10-m deep holes around the injection well, was
used to determine the fracture orientation and geometry. When a
series of hydraulic fractures is started one after the other from dif-
ferent points along a borehole, they can alter the local stress field
around them, thereby increasing the chances for a newly started
fracture to develop asymmetrically. Therefore, the objective of
this exercise was to determine whether the ILSA-EKF algorithm
is able to provide some insight into the fracture asymmetry by
comparing the predicted fracture front estimates with the intersec-
tion data recorded in the offset monitoring wells.

First, we present the results for Fracture 1 started from Bore-
hole J (F1J) at a depth of 146.8 m. In this case, data from 11 tilt-
meters were available. The fracturing treatments typically lasted
approximately 45 minutes, but the tiltmeter data were collected
over a larger time window, which included some time period
before the start of injection and sometime after shut-in. Fig. 5
shows the raw data obtained from one of the tiltmeters used in the
study. The raw data are first filtered to remove noise from external
events such as instrument drift, vehicle movements and others.
Random spikes in the data are then removed and substituted with
a local signal after which the low-frequency noise is removed by
fitting a trend function to the tilt data recorded before the actual
fracturing treatment. Finally, this trend is subtracted from the
denoised signal to extract the tilt signal induced by the hydraulic
fracture, which is then used for further analysis with the ILSA-
EKF algorithm.

The Young’s modulus and Poisson’s ratio of the conglomerate
roof rock were measured from core samples (Jeffrey et al. 2013)
and were found to be 20 GPa and 0.2, respectively. The dip and
dip direction were first estimated with the TAL and were found to
be 20� and 174�, respectively. The apparent dip angles were also
estimated by knowing the depth of the intersections of the frac-
tures with the offset boreholes. In this case, the fracture was found
to be nearly horizontal with apparent dip angles between 0� and
5�. The apparent dip estimate, which was the result of a direct ob-
servation/measurement, was assumed to be correct with confi-
dence, and therefore a smaller dip angle of 3� was used in the
asymmetry analysis.

Fig. 6 shows the ILSA-EKF fracture footprints at different
times in the fracture coordinate system with the origin (0, 0) at the
injection point in Borehole J. The black-dashed contour lines
refer to the fracture footprints before shut-in, and the green-solid
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TAL, and are summarized in Table 1.

J186100 DOI: 10.2118/186100-PA Date: 13-July-17 Stage: Page: 7 Total Pages: 14

ID: jaganm Time: 17:15 I Path: S:/J###/Vol00000/170041/Comp/APPFile/SA-J###170041

2017 SPE Journal 7



lines show the footprints after shut-in. The circles represent the
boreholes. Fig. 7 shows a 3D view of the fracture footprints with
the z-axis representing the time in minutes. The vertical lines cor-
respond to the injection Borehole J and offset Boreholes A, C,
and E, with blobs indicating the measured intersection times (red)
and estimated intersection times (green), in minutes. It can be
seen from the contour plot that the fracture growth is asymmetric
about the injection Borehole J, with the growth preferentially

being in the negative f direction. F1J was the first fracture in the
borehole, and therefore, a somewhat symmetric profile was
expected. Hence, the exact reason for the asymmetry is not
known. The footprints after shut-in also show spurious herniation.
Recall that such spurious bulges were also observed in the earlier
investigation with the synthetic data when the incorrect fracture
orientation was used. However, with field data, it is difficult to
verify if the herniations are the result of incorrect fracture orienta-
tion or noise in the data.

The measured intersection times with offset boreholes serve as
a reference to compare and validate the ILSA-EKF footprints.
Table 2 shows the measured intersection times for F1J with Bore-
holes A, C, and E. Fig. 6 also shows the shortest distance in
meters between each borehole and the point on the fracture front
closest to the borehole at the measured intersection times, which
is indicated by a triangle. The number (7.2) for example refers to
the shortest distance (m) from the triangle closest to the Borehole
E at time t ¼ 9 minutes. We have used this as an error measure to
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boreholes (A, C, E). The fracture dip and dip direction are not
represented in this orthogonal view. The black-dashed con-
tours indicate footprints before shut-in, and the solid-green line
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tion of the closest points on the t 5 9 and t 5 37 ILSA-EKF foot-
prints corresponding to the observed arrival times at
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EKF footprint at any time during the inversion was 0 m (at time
t 5 58) and the shortest distance between Borehole C and the
closest ILSA-EKF footprint at any time during the inversion was
1.6 m (at time t 5 58). Note that the borehole locations have
been rotated to the fracture coordinate system.
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compare the simulation results. The offset borehole monitoring
shows that F1J intersects Borehole A at 16 minutes, whereas in
the simulation, it takes 9 minutes for the fracture to intersect
Borehole A. The arrival time at Borehole A was determined by
pressure monitoring in which the intersection time was taken as
the time when the pressure exceeded the vertical or minimum
principal stress. The arrival time is thus deduced from the pressure
plots, and can sometimes be complicated, unlike temperature
monitoring (used in Boreholes E and C) in which arrival times
are sharper and more clear-cut. This might have resulted in some
of the discrepancy with the simulated intersection times. The pre-
dicted fracture front does not show intersection with Borehole C
although it reaches very close (1.9 m) to it at the observed inter-
section time of 37 minutes. The borehole-survey process does
contain an uncertainty in the determined bottomhole location,
which is typically approximately 1 m at depths of 200 m. There-
fore, an error of 1.9 m in ILSA-EKF arrivals compared with the
plotted borehole location can be regarded as insignificant. The
simulation also shows interaction with Borehole E only at 58
minutes against the observed time of 9 minutes. Because the sim-
ulation shows that intersection occurs only after shut-in, it is most
likely a degenerate case and cannot be considered as a true mea-
sure of the arrival time. Therefore, we have used the distance error
to indicate the distance from the borehole to the fracture front at
the measured intersection time t ¼ 9. It can be seen that the dis-
tance error (7.2 m) in this case is larger compared with that of C
(1.9 m). As per the intersection data, F1J grows into Borehole E
earlier during the treatment (9 minutes), but grows into Borehole
C much later, toward the end of the fracture treatment (37
minutes). Previously, with synthetic data, we had seen that the
ILSA-EKF predictions improve with time as the filter assimilates
more data. At t ¼ 37 minutes, the filter has already assimilated
considerable data compared with time t ¼ 9. Also, the fracture

dimensions and volume are much larger at t ¼ 37, resulting in a
stronger tilt signal and therefore a larger signal–noise ratio. These
are the probable reasons for the relatively larger distance error
observed for Borehole E compared with Borehole C. A compari-
son between the measured tilt vectors and the estimated tilt vec-
tors at the end of injection is shown in Fig. 8. It can be observed
that the ILSA-EKF algorithm is able to reasonably fit the
observed tilt data, in spite of the far-field nature of the data. The
radially divergent tilt pattern is characteristic of subhorizontal
fractures. Fig. 9 shows the predicted final fracture footprint at t ¼
58 minutes superimposed on the site layout, which shows the
borehole locations and tiltmeter positions.

In the synthetic example presented in the previous section, we
had compared the mismatch between the actual and the estimated
fracture geometry at different noise levels. In the field example
presented here, the actual fracture geometry is unknown whereas
intersection data provided a means to indirectly validate the
ILSA-EKF estimates. Therefore, to study the influence of tilt-
meter data on model prediction, the tilt data were corrupted by a
noise amplitude r where r refers to the standard deviation of the
measured signal in each of the tiltmeters, and the ILSA-EKF sim-
ulation was repeated with the noisy signal. The addition of noise
to the tilt signal can also affect the predicted dip angle. Hence, the
simulation was carried out in a two-step fashion, in which the
fracture dip and dip-direction were first obtained with the ellipti-
cal DD model in the TAL to determine the change in dip angle as
a result of introducing the noise, and then the ILSA-EKF simula-
tion was carried out with a fixed dip and dip direction. The effect
of the noise level on the dip angle is predicted with the TAL;
then, the predicted change in the dip angle from the TAL is added
to the dip angle used in the ILSA-EKF simulation (3� þ changes),
to reflect the influence of noise of tilt measurements. For example,

Date
Fracture 
Number Borehole Depth (m) 

Start of 
Injection (t1)

Intersected
Borehole

Intersection
Time (t2) Δt = t2 – t1

E 13:09:56 0:08:46

C 13:38:12 0:37:022/6/2011 1 J 146.8 13:01:10

A 13:17:00 0:15:50

AB 15:05 0:32
22/9/2011 3 168.1 14:33

AC 14:40 0:07

23/9/2011 5

AA

175.6 09:26 AC 09:52 0:26

Table 2—Measured intersection times for different fractures with monitoring holes.
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Fig. 8—Left figure: Tilt vectors at the end of injection for Frac-
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if the TAL predicts a change of 9� in the dip angle for a given
noise level, the dip angle used in the ILSA-EKF is 3� þ 9�. The
change in dip angles corresponding to noise levels 1, 1.5, and 2r
were 6�, 9�, and 12.7�. Fig. 10 shows a comparison between the
fracture footprints at the end of injection (t ¼ 45 minutes) for dif-
ferent noise levels with the original footprint obtained before the
addition of noise. Although the shape of the estimated fractures at
different noise levels is similar to the original estimates, the frac-
ture area/size is different and shows an increase with increased
noise levels. Because the dip angle is strongly coupled to the frac-
ture geometry, both the increase in tilt magnitude with the addi-
tion of noise and corresponding change in dip angle are
responsible for the increase in the fracture footprint. The root-
mean-square (RMS) error between measured and estimated tilt
vectors at the end of injection was used to compare the quality of

the resulting fit at different noise levels. The RMS error at the end
of injection for noise levels 1, 1.5, and 2r were 0.59, 0.69, and
0.83 mrad, respectively. In comparison, the RMS error for the
original signal was 0.48 mrad, which clearly shows that the quality
of the resulting fit deteriorates with an increase in noise level
although the fracture volume in all the cases is less than the
injected fluid volume.

Next, we present the results for Fractures 03 and 05 started at
a second different test site from Borehole AA at a depth of 168.1
and 175.6 m, respectively. In this case, data from 12 tiltmeters
were available. In the first analysis step, the TAL was used to
obtain an estimate of the fracture dip and dip-direction, which
were 21�, 310�, and 13�, 330� for Fractures 03 and 05, respec-
tively. As before, the data from the offset boreholes were also
used to obtain an estimate of the apparent dip angle. On the basis
of these results, the dip angle was fixed at 5�, and the dip
directions were fixed at 310� and 330� for Fractures 03 and 05,
respectively. Figs. 11 and 12 show the plan and 3D views of the
ILSA-EKF fracture footprints at different times, in the fracture
coordinate system with the origin (0, 0) at the injection point in
Borehole AA. The black-dashed and green-contour lines refer to
the fracture footprints before and after shut-in respectively. In
Fig. 11, it can be observed that Fracture 03 develops asymmetri-
cally with respect to Borehole AA. Previously placed fractures
cause stress changes and perhaps an even bigger pore-pressure
change and concomitant stress changes. In this case, Fracture 02
was placed 45 minutes before Fracture 03 in Borehole AA, at a
depth of 178.1 m. This might have locally altered the stress field
around Fracture 03 and caused the observed asymmetry.

As before, intersection times with offset Boreholes AB and
AC, summarized in Table 2, were used as a reference to validate
the ILSA-EKF footprints. In Fig. 11, it can be observed that the
fracture front grows into Borehole AC (7 minutes), much earlier
than AB (32 minutes). The simulation shows intersection with
both holes, but the ILSA-EKF intersection time of 45 minutes
with AC occurs after shut-in. Pressure monitoring was used in
AC, and temperature monitoring was used in AB, which means
that the observed arrival time of 7 minutes at Borehole AC might
be subject to a larger error than that in AB. This, along with the
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fact that the observed intersection time occurs close to the start of
injection, explains why the distance error is larger (19.2 m) for
Borehole AC. In the case of Borehole AB, intersection occurs
later in the simulation, allowing the filter to assimilate more data,
which is why the ILSA-EKF time estimate (39 minutes) shows
better agreement with the measured intersection time (32
minutes), with a smaller distance error of 3.2 m.

In the case of Fracture 05, the simulation shows intersection
with AC at 31 minutes against the observed time of 26 minutes,
with a distance error of 5.2 m. Considering that pressure monitor-
ing was used in this hole, this estimate is very reasonable. It is
interesting to observe that the simulation shows no intersection
with Borehole AB, exactly as was observed at the site. This dem-
onstrates that the ILSA-EKF is able to make a reasonable predic-
tion of the fracture front and is also able to capture fracture
asymmetry. Fig. 13 shows the predicted final fracture footprint
superimposed on the site layout, which shows the borehole loca-
tions and tiltmeter positions. Fig. 14 shows the measured and the

estimated tilt vectors at the end of injection, which once again
shows a radially diverging pattern typically associated with sub-
horizontal fractures.

Fig. 15 shows the average fracture width and the width at the
wellbore for all the three fractures discussed so far. The wellbore
width is the width at the injection point, and the average width is
the simple average over all elements in the Eulerian mesh. If we
assume the fracture to be a line crack opened by a net pressure
that is linearly varying within the fracture, the opening profile
would be ellipsoidal with maximum width at the center (Valkó
and Michael 1995). Hence, we find that the wellbore width is
higher than the average width for Fractures 03 and 05, and ini-
tially for Fracture 01. The fracture center coincides with the injec-
tion point for a symmetric fracture, but moves farther away from
the injection point as the fracture develops asymmetry. In the case
of Fracture 01, the fracture, which is initially symmetric, develops
strong asymmetry at later times. This implies that the fracture
center has moved significantly away from the injection point,
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which is now toward one end of the fracture. Therefore, in the
case of Fracture 01, the wellbore width is smaller than the average
width at later times and also shows large fluctuations.

Fig. 16 shows a comparison between the estimated fracture
volume and injected-fluid volume for all three fractures. The
injected-fluid volume is the cumulative volume of fluid injected
into the well during the fracture treatment. The predicted fracture-
volume profile is consistent with the injected-fluid volume in all
three cases. The volume increases until the end of injection, and
there is a drop in volume as the fracture faces close because of
fluid loss and decreasing net pressure. Fracture 03 shows an
increase in volume above the injected volume after shut-in, which
is physically not possible. The reason for this behavior is not
clear. A possible reason is that the residual tilt signals from Frac-
ture 02 placed 45 minutes before Fracture 03 in Borehole AA
could have affected the tilt signals from Fracture 03.

In all the three cases, the fracture volume is less than the
injected volume, meaning that some amount of fluid leaks off into
the formation or there is some spurious leakoff. There are several
possible mechanisms other than the leakoff that would affect the
fracture volume and reduce the tilt signal. The fractures are con-
tained in a conglomerate, which most probably has a Young’s
modulus similar to that of the overburden rock. However, the coal
seam, which is 6 to 7 m thick and is located 5 to 10 m below the

fracture plane, has a Young’s modulus that is an order of magni-
tude lower than that of the rock. The drainage of water and gas to
variable degrees from the coal seam before the fracturing will
cause some shrinkage of the softer coal seam. Consequently,
some of the deformation caused by the actual fracture may be
absorbed by the softer coal layer, resulting in smaller tilt signals
at the surface. The conglomerate has low permeability but does
contain natural fractures, so leakoff can occur. Shearing on faults
and fractures is another energy-dissipation mechanism that has
not been accounted for in the current study. The other loss process
is fracture intersection with adjacent boreholes and fluid loss from
these boreholes. Any or all these factors could have contributed to
a reduced fracture volume.

Conclusion

In this work, we proposed a technique that uses tilt data to detect
asymmetric hydraulic-fracture growth in a homogeneous elastic
half-space. The algorithm uses the EKF to integrate the dynamic
ILSA scheme with tilt data to obtain real-time estimates of the
fracture footprint. The highlight of the ILSA-EKF scheme is that
only the fracture width is treated as the state variable in the EKF,
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and the fracture boundary is located with the ILSA algorithm using
the tip asymptotic relationship, avoiding the need to parametrize
the fracture boundary. Further, the scheme uses the Okada half-
space solution as a building block to establish the observation
model (forward model) to relate the fracture geometry to the
observed tilt. This is a more faithful representation of a fracture
propagating below the surface in which the characteristic length of
the fracture is not too small compared with the fracture depth, and
the tilt measurements are near the ground surface. The fracture dip
and dip direction, together with the fracture geometry, are required
to completely describe the fracture. Because the Okada model pro-
vides analytical expressions for the displacements and tilts caused
by a given fracture, it is computationally highly efficient.

Numerical experiments involving synthetic data show that the
algorithm is able to filter out measurement noise, but an error in
dip angle can have a significant impact on the predicted footprint
and may result in spurious herniations. After validating the ILSA-
EKF algorithm with the synthetic data set and ensuring that the
algorithm provides a reasonable estimate of the fracture geometry
(Fig. 3), we have used it to further analyze field data. The analysis
of field tilt data collected during preconditioning trials and corre-
sponding to three different hydraulic fractures showed that the
ILSA-EKF scheme was able to make reasonable estimates of the
fracture footprint, which agreed well with the intersection data
from offset monitoring boreholes. In the case of field data, the
exact geometry of the developing fracture is unknown. The meas-
ured intersection times with offset boreholes were therefore used
as a “reference” to validate the ILSA-EKF footprints. The
“distance error” is defined as the distance between an intersection
borehole and the closest point on the ILSA-EKF fracture front at
the time the fracture intersects the borehole. The distance error is
thus used to provide a quantitative way to indicate the extent to
which the ILSA-EKF predictions differ from the expected geome-
try on the basis of the intersection data. Considering the uncertain-
ties associated with determining the intersection times, the
distance errors were relatively small, meaning that ILSA-EKF
predictions most likely reflect reality and correlate fairly well
with the intersection field data. Further, for Fracture 05, the
ILSA-EKF front registered no intersection with the offset Bore-
hole AB, in agreement with the field observation, showing that
the ILSA-EKF algorithm is able to capture fracture asymmetry.
The filter performance also showed improvement with time,
which was evident from the smaller distance errors for intersec-
tions that occurred toward the end of injection.

Typically, the conglomerate in which hydraulic fracturing is
performed consists of multiple layers, each with different material
properties such as Young’s modulus, toughness, and Poisson’s ra-
tio and others. Furthermore, the stress distribution is rarely homo-
geneous, and the rock permeability means that a portion of the
injected fluid will leak into the surrounding formation. There are
also other factors such as stress shadows from previous fractures,
soft coal seams, fluid loss to natural fractures, and others that
have not been explicitly accounted for in the dynamic ILSA
model. These features were omitted to make the problem compu-
tationally feasible without ignoring the essential physics of the
problem. However, these unmodeled factors, which we have
termed as “unmodeled dynamics,” do have an impact on the
measured tilt signal. The ILSA-EKF algorithm presented in this
paper does therefore, to a certain extent, account for these missing
features in the models. When the feedback from the tilt measure-
ments is assimilated with the dynamic model through the EKF to
obtain the maximum likelihood estimates of the fracture widths
and geometry, we are, in some sense, indirectly accounting for
these factors and therefore expect that the predicted geometry that
we obtain is a more realistic representation of what is happening
in reality. For example, the ILSA-EKF predicts a volume smaller
than the injected volume, possibly caused by unmodeled leakoff.

The ILSA-EKF algorithm is a novel approach for integrating
mathematical modeling and monitoring techniques for a better
evaluation of hydraulic-fracture treatments. Although the algo-
rithm, in its current form, can be used for real-time mapping of

hydraulic fractures, there is scope to improve its efficiency and ac-
curacy by making further improvements to the forward model to
reduce the “unmodeled dynamics.” As seen in the synthetic exam-
ple, the fracture dip and orientation can have a significant impact
on the predicted results, and, therefore, the immediate goal would
be to obtain more-accurate estimates of these quantities. Though
the ILSA-EKF algorithm uses the half-space observation model,
the ILSA scheme still considers the fracture to be in an infinite ho-
mogeneous medium, defined by a single value of Young’s modu-
lus and Poisson’s ratio. Therefore, a possible improvement to the
ILSA algorithm includes the use of half-space kernels to deter-
mine the elastic fracture opening (Zhang et al. 2002), and
accounting for the heterogeneous nature of the rock mass with a
multilayer elastic model, in which the elastic properties vary
across each layer (Peirce and Siebrits 2001; Siebrits and Peirce
2002). Leakoff is an important aspect of hydraulic fracturing, and
obtaining a better quantification of it would be very useful. If the
conglomerate is highly porous, leakoff can result in a poroelastic-
ity-induced tilt signal, which has to be separated from the meas-
ured tilt signal to obtain more-realistic estimates of the fracture
geometry. The focus of our future work will be to develop a uni-
fied algorithm that addresses some of these issues, and to test it
across a wide range of field conditions.

Nomenclature

Að�Þ ¼ area function
D ¼ displacement discontinuity
E ¼ Young’s modulus, GPa

E0 ¼ plane-strain modulus, E0 ¼ E=ð1� t2Þ, GPa
fð�Þ ¼ dynamic fracture-propagation model

F ¼ Jacobian of the function fð�Þ
H ¼ scaled Green’s-function operator

Hð�Þ ¼ observation model
K ¼ Kalman gain matrix
n ¼ unit normal vector
p ¼ net fluid pressure, Pa

pf ¼ fluid pressure, Pa
q ¼ normally distributed process noise, q � Nð0;CqÞ
Q ¼ fluid-injection rate, m3/s
s ¼ source term at wellbore
S ¼ region occupied by fracture
t ¼ time, seconds

T ¼ signed distance function
u ¼ displacement, m
U ¼ displacement fundamental solution
v ¼ normally distributed measurement noise, v � Nð0;CvÞ
w ¼ fracture opening, m
ŵ ¼ predicted fracture opening, m
x ¼ model state vector
y ¼ observation vector
Z ¼ signed-distance surface

dð�Þ ¼ Dirac Delta function, 1/m
h ¼ fracture dip, degrees

ð180� /Þ ¼ dip direction, degrees
n ¼ distance to fracture perimeter, m
l ¼ fluid dynamic viscosity, Pa�s
l0 ¼ fluid dynamic viscosity, l0 ¼ 12l, Pa�s
v ¼ fluid tip velocity, m/s

bmo ¼ dimensionless constant, bmo ¼ 21=335=6

Ew ¼ width error
EF ¼ footprint error
U ¼ EKF parameter
v ¼ x-coordinate of rectangular mesh
f ¼ y-coordinate of rectangular mesh
f ¼ depth of tiltmeter array, m
x ¼ rotational movement, radians
Dt ¼ timestep
r0 ¼ minimum principal stress, MPa
rN ¼ noise amplitude
Cq ¼ process-noise covariance matrix
Cv ¼ measurement-noise covariance matrix
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e; c ¼ scaling parameters
@S ¼ fracture-front position
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