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Abstract

We consider the problem of constraining a particle to a smooth compact submanifold Σ of

configuration space using a sequence of increasing potentials. We compare the classical and

quantum versions of this procedure. This leads to new results in both cases: an unbounded

energy theorem in the classical case, and a quantum averaging theorem. Our two step

approach, consisting of an expansion in a dilation parameter, followed by averaging in normal

directions, emphasizes the role of the normal bundle of Σ, and shows when the limiting phase

space will be larger (or different) than expected.

1. Introduction

Consider a system of non-relativistic particles in a Euclidean configuration space Rn+m whose

motion is governed by the Hamiltonian

H =
1
2
〈p, p〉+ V (x). (1.1)
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We are interested in the motion of these particles when their positions are constrained to lie on some

n-dimensional smooth compact submanifold Σ ⊂ Rn+m. In both classical and quantum mechanics

there are accepted notions about what the constrained motion should be:

In classical mechanics, the Hamiltonian for the constrained motion is assumed to have the form

(1.1), but whereas p and x originally denoted variables on the phase space T ∗Rn+m = Rn+m×Rn+m,

they now are variables on the cotangent bundle T ∗Σ. The inner product 〈p, p〉 is now computed using

the metric that Σ inherits from Rn+m, and V now denotes the restriction of V to Σ.

In quantum mechanics, 〈p, p〉 is interpreted to mean −∆, where ∆ is the Laplace operator, and

V (x) is the operator of multiplication by V . For unconstrained motion ∆ is the Euclidean Laplacian

on Rn+m, and the Hamiltonian acts in L2(Rn+m). For constrained motion, the Laplace operator for Σ

with the inherited metric is used, and the Hilbert space is L2(Σ, dvol).

In both cases the description of the constrained motion is intrinsic: it depends only on the Rie-

mannian structure that Σ inherits from Rn+m, but not on other details of the imbedding.

Of course, a constrained system of particles is an idealization. Instead of particles moving exactly

on Σ, one might imagine there is a strong force pushing the particles onto the submanifold. The motion

of the particles would then be governed by the Hamiltonian

Hλ =
1
2
〈p, p〉+ V (x) + λ4W (x) (1.2)

where W is a positive potential vanishing exactly on Σ and λ is large. (The fourth power is just for

notational convenience later on.) Does the motion described byHλ converge to the intrinsic constrained

motion as λ tends to infinity? Surprisingly, the answer to this question depends on exactly how it is

asked, and is often no.

A situation in classical mechanics where the answer is yes is described by Rubin and Ungar

[RU]. An initial position on Σ and an initial velocity tangent to Σ are fixed. Then, for a sequence of λ’s

tending to infinity, the subsequent motions underHλ are computed. As λ becomes large, these motions

converge to the intrinsic constrained motion on Σ. This result is widely known, since it appears in

Arnold’s book [A1] on classical mechanics. However, from the physical point of view, it is neither

completely natural to require that the initial position lies exactly on Σ, nor that the initial velocity be

exactly tangent. Rubin and Ungar also consider what happens if the initial velocity has a component

in the direction normal to Σ. In this case, the motion in the normal direction is highly oscillatory, and

there is an extra potential term, depending on the initial condition, in the Hamiltonian for the limiting

motion on Σ. In their proof, Σ is assumed to have co-dimension one. A more complete result is given

by Takens [T]. Here the initial conditions are allowed to depend on λ in such a way that the initial

position converges to a point on Σ and the initial energy remains bounded. (We will give precise

assumptions below.) Once again, the limiting motion on Σ is governed by a Hamiltonian with an

additional potential. Takens noticed that a non-resonance condition on the eigenvalues of the Hessian
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of the constraining potential W along Σ is required to prove convergence. He also gave an example

showing that if the Hessian of W has an eigenvalue crossing, so that the non-resonance condition is

violated, then there may not be a good notion of limiting motion on Σ. In his example, he constructs

two sequences of orbits, each one converging to an orbit on Σ. These limiting orbits are identical until

they hit the point on Σ where the eigenvalues cross. After that, they are different. This means there

is no differential equation on Σ governing the limiting motion. For other discussions of the question

of realizing constraints see [A2] and [G]. A modern survey of the classical mechanical results that

emphasizes the systematic use of weak convergence is given by Bornemann and Schütte [BS].

The quantum case was considered previously by Tolar [T], da Costa [dC1, dC2] and in the path

integral literature (see Anderson and Driver [AD]). Related work can also be found in Helffer and

Sjöstrand [HS1] [HS2], who obtained WKB expansions for the ground state, and in Duclos and Exner

[DE], Figotin and Kuchment [FK], Schatzman [S] and Kuchment and Zeng [KZ]. The most general

formal expansions appear in the preprint of Mitchell [M]. (We thank the referee for this reference.)

There are really two aspects to the problem of realizing constraints: a large λ expansion followed by

an averaging procedure to deal with highly oscillatory normal motion. Previous work in quantum

mechanics concentrated on the first aspect (although a related averaging procedure for classical paths

with a vanishingly small random perturbation can be found in [F] and [FW]). Already a formal large

λ expansion reveals the interesting feature that the limiting Hamiltonian has an extra potential term

depending on scalar and the mean curvatures. Since the mean curvature is not intrinsic, this potential

does depend on the imbedding of Σ in Rn+m.

It is not completely straightforward to formulate a theorem in the quantum case. We have chosen

a formulation, modeled on the classical mechanical theorems, tracking a sequence of orbits with initial

positions concentrating on Σ via dilations in the normal direction. Actually we consider the equivalent

problem of tracking the evolution of a fixed vector governed by the Hamiltonian Hλ conjugated by

unitary dilations. In order to obtain simple limiting asymptotics for the orbit we must assume that all

the eigenvalues of the Hessian of the constraining potentialW are constant on Σ. In fact we will assume

that W is exactly quadratic. Our theorems show that for large λ the motion is approximated by the

motion generated by an averaged limiting Hamiltonian HB , with superimposed normal oscillations

generated by λ2HO, whereHO is the normal harmonic oscillator Hamiltonian. The Hamiltonians HB

and HO commute, so the motions are independent. These theorems do not require any non-resonance

conditions on the eigenvalues of the Hessian of W . However, the limiting Hamiltonian HB does not

act in L2(Σ), but in L2(NΣ) whereNΣ is the normal bundle of Σ. It is only in certain situations where

one can effectively ignore the motion in the normal directions and obtain a unitary group on L2(Σ)

implementing the dynamics of the tangential motion. This occurs, for example, if (a) the eigenvalues of

the Hessian of W are all distinct and non-resonant, (b) the normal bundle is trivial, and (c) we confine

our attention to a simultaneous eigenspace of all the number operators for the normal motion. In the
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general situation, the dynamics of the additional degrees of freedom in NΣ cannot be factored out,

and we must be content with analysis on L2(NΣ).

Our formulation of the quantum theorems invites comparison with the classical mechanical results

of Rubin and Ungar [RU] and Takens [T]. It turns out that extra potentials that appear in the two cases

are quite different, and there is no obvious connection. Upon reflection, the reason for this difference is

clear. If we have a sequence of initial quantum states whose position distribution is being squeezed to

lie close to Σ, then by the uncertainty principle, the distribution of initial momenta will be spreading

out, and thus the initial energy will be unbounded. However, the classical mechanical convergence

theorems above all deal with bounded energies. The danger in considering unbounded energies is

that even if the initial energy in the tangential mode is bounded, the coupling between tangential and

normal modes may result in unbounded tangential energy in finite time. Our assumptions, which allow

us to obtain a classical theorem despite the unbounded energy, are motivated by quantum mechanics.

Our results for classical mechanics with unbounded initial energies are quite similar to our results in

quantum mechanics.
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2. Classical mechanics: bounded energy

To give a precise statement of our results we must introduce some notation. Let Σ be a smooth

compact n-dimensional submanifold of Rn+m. The normal bundle to Σ is the submanifold of Rn+m×
Rn+m given by

NΣ = {(σ, n) : σ ∈ Σ, n ∈ NσΣ}

Here NσΣ denotes the normal space to Σ at σ, identified with a subspace of Rn+m.

There is a natural map from NΣ into Rn+m given by

ι : (σ, n) 7→ σ + n.

We now fix a sufficiently small δ so that this map is a diffeomorphism of NΣδ = {(σ, n) : ‖n‖ < δ}
onto a tubular neighbourhood of Σ in Rn+m. Then we can pull back the Euclidean metric from Rn+m

toNΣδ. Since we are interested in the motion close to Σ we may useNΣδ as the classical configuration

space. This will be convenient in what follows, and is justified below.

We will want to decompose vectors in the cotangent spaces of NΣδ into horizontal and vertical

vectors, so we now explain this decomposition. Let π : NΣ → Σ denote the projection of the normal

bundle onto the base given by π : (σ, n) 7→ σ. The vertical subspace of T(σ,n)NΣ is defined to be

the kernel of dπ : T(σ,n)NΣ → TσΣ. The horizontal subspace is then defined to be the orthogonal

complement (in the pulled back metric) of the vertical subspace. Using the identification of T(σ,n)NΣ

with T ∗(σ,n)NΣ given by the metric we obtain a decomposition of cotangent vectors into horizontal

and vertical components as well. We will denote by (ξ, η) the horizontal and vertical components of a

vector in T ∗(σ,n)NΣ.

The decomposition can be explained more concretely as follows. For each point σ ∈ Σ, we may

decompose TσRn+m = TσΣ⊕NσΣ into the tangent and normal space. Using the natural identification

of all tangent spaces with Rn+m, we may regard this as a decomposition of Rn+m. Let P Tσ and PNσ

be the corresponding orthogonal projections. Since we are thinking of NΣ as an n + m–dimensional

submanifold of Rn+m × Rn+m, we can identify T(σ,n)NΣ with the n + m–dimensional subspace of

Rn+m × Rn+m given by all vectors of the form (X,Y ) = (σ̇(0), ṅ(0)), where (σ(t), n(t)) is a curve in

NΣ passing through (σ, n) at time t = 0. The inner product of two such tangent vectors is

〈(X1, Y1), (X2, Y2)〉 = 〈X1 + Y1, X2 + Y2〉 (2.1)

where the inner product on the right is the usual Euclidean inner product. For a tangent vector (X,Y ),

the decomposition into horizontal and vertical vectors is given by

(X,Y ) = (X,PTσ Y ) + (0, PNσ Y )
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In the statements of our theorems we will want to express the fact that two cotangent vectors, for

example ξλ(t) and ξ(t) in Theorem 2.1, are close, even though they belong to two different cotangent

spaces. To do this we may use the imbedding to think of the vectors as elements of R2(n+m). Then it

makes sense to use the (Euclidean) norm of their difference, ‖ξλ(t)− ξ(t)‖ to measure how close they

are. We will use the symbol ‖ · ‖ in this situation, while |ξ| will denote the norm of ξ as a cotangent

vector.

We will assume that the constraining potential is a C∞ function of the form

W (σ, n) =
1
2
〈n,A(σ)n〉 (2.2)

where for each σ, A(σ) is a positive definite linear transformation on NσΣ. The Hamiltonian (1.2) can

then be written

Hλ(σ, n, ξ, η) =
1
2
〈ξ, ξ〉+

1
2
〈η, η〉+ V (σ + n) + λ4W (σ, n) (2.3)

Notice that on the boundary of NΣδ1 , for 0 < δ1 < δ,

Hλ(σ, n, ξ, η) ≥ c1λ4 − c2

with
c1 = inf

(σ,n):σ∈Σ,‖n‖=δ1
W (σ + n) > 0

c2 = sup
(σ,n):σ∈Σ,‖n‖=δ1

|V (σ + n)|

By conservation of energy, this implies that an orbit underHλ that starts out inNΣδ1 with initial energy

less than c1λ4 − c2 can never cross the boundary, and therefore stays in NΣδ1 . We will only consider

such orbits in this paper, and therefore are justified in taking our phase space to be T ∗NΣδ, or even

T ∗NΣ if we extend Hλ in some arbitrary way.

Since we expect the motion in the normal directions to consist of rapid harmonic oscillations, it is

natural to introduce action variables for this motion. There is one for each distinct eigenvalue ω2
α(σ)

of A(σ). Let Pα(σ) be the projection onto the eigenspace of ω2
α(σ). This projection is defined on NσΣ,

which we may think of as the range of PNσ in Rn+m. Thus the projection is defined on vertical vectors

in T(σ,n)NΣ and, via the natural identification, on vertical vectors in T ∗(σ,n)NΣ. With this notation, the

corresponding action variable, multiplied by λ2 for notational convenience, is given by

Iλα(σ, n, ξ, η) =
1

2ωα(σ)
〈η, Pαη〉+

λ4ωα(σ)
2

〈n, Pαn〉 (2.4)

Notice that the total normal energy is given by
∑
α ωαI

λ
α . The following is a version of the theorem of

Takens and Rubin, Ungar.

Theorem 2.1 Let Σ be a smooth compact n-dimensional submanifold of Rn+m. Let the Hamiltonian Hλ on

T ∗NΣ be given by (2.3) where V,W ∈ C∞, W has the form (2.2) and satisfies
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(i) The eigenvalues ω2
α(σ) of A(σ) have constant multiplicity.

Suppose that (σλ, nλ, ξλ, ηλ) are initial conditions in T ∗NΣδ satisfying

(a) ‖σλ − σ0‖+ ‖ξλ − ξ0‖ → 0,

(b) Iλα(σλ, nλ, ξλ, ηλ)→ I0
α > 0,

as λ → ∞. Let (σλ(t), nλ(t), ξλ(t), ηλ(t)) denote the subsequent orbit in T ∗NΣδ under the Hamiltonian

Hλ. Suppose that (σ(t), ξ(t)) is the orbit in T ∗Σ with initial conditions (σ0, ξ0) governed by the Hamiltonian

h(σ, ξ) =
1
2
〈ξ, ξ〉σ + V (σ) +

∑
α

I0
αωα(σ).

Then for any T ≥ 0

sup
0≤t≤T

‖σλ(t)− σ(t)‖ + ‖ξλ(t)− ξ(t)‖ → 0

as λ→∞.

Implicit in this statement is the fact that the approximating orbit stays in the tubular neighbourhood

for 0 ≤ t ≤ T , provided λ is sufficiently large. This theorem is actually true in greater generality. We

can consider smooth constraining potentials W where 1
2 〈n,A(σ)n〉 is the first term in an expansion.

If we choose our tubular neighbourhood so that W (σ + n) ≥ c|n|2 and impose the non-resonance

condition ωα(σ) 6= ωβ(σ) + ωγ(σ) for every choice of α, β and γ and for every σ, then the same

conclusion holds. This theorem is also really a local theorem: if we impose the conditions on W and

the non-resonance condition locally, and take T to be a number less than the time where σ(t) leaves

the set where condition (i) is true, then the same conclusion holds as well.

Actually, Takens [T] only treats the case where all the eigenvalues ωα are distinct and the normal

bundle is trivial. On the other hand, he does not require that I0
α > 0. This positivity is a technical

requirement of our proof and arises because action angle co-ordinates are singular on the surface

I0
α = 0. Since Theorem 2.1 is a minor variation of known results, we will not give a proof here.

3. Classical mechanics: unbounded energy

We now describe our theorems in classical mechanics where the initial energies are diverging as

they do in the quantum case. In quantum mechanics, the ground state energy of a harmonic oscillator

− 1
2 (d/dx)2 + 1

2λ
4ω2x2 is λ2ω/2. Thus we will assume that the initial values of the action variables Iλα

scale like λ2I0
α, and therefore that the initial normal energy diverges like λ2. Examining the effective

Hamiltonian h(σ, ξ) in Theorem 2.1, one would expect there to be a divergingλ2
∑

α I
0
αωα(σ) potential

term similar to the constraining potential but with strength λ2. If this potential is not constant, and

thus has a local minimum (called a mini-well in [HS1, HS2]), no limiting orbit could be expected in

general unless the initial positions were chosen to converge to such a minimum. For simplicity, we will

assume that there are no mini-wells, i.e., the frequencies ωα are constant.
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The first step in our analysis is a large λ expansion. It is convenient to implement this expansion

using dilations in the fibre of the normal bundle. It is also convenient to assume that our configuration

space is all of NΣ. This makes no difference, since the orbits we are considering never leave NΣδ.

The dilation dλ : NΣ→ NΣ is defined by

dλ(σ, n) = (σ, λn)

As with any diffeomorphism of the configuration space, dλ has a symplectic lift Dλ to the cotangent

bundle given by

Dλ = d−1∗
λ = d∗λ−1

The expression for Dλ in local co-ordinates is given by (5.1).

Instead of the original Hamiltonian Hλ we may now consider the equivalent pulled back Hamil-

tonian Lλ = Hλ ◦ D−1
λ . Since Dλ is a symplectic transformation, orbits under Hλ and orbits under

Lλ are mapped to each other by Dλ and its inverse. Therefore, it suffices to study the dynamics of the

scaled Hamiltonian Lλ.

A formal large λ expansion yields

Lλ = HB + λ2HO +O(λ−1)

where HO is the harmonic oscillator Hamiltonian

HO(σ, n, ξ, η) =
1
2
〈η, η〉+

1
2
〈n,A(σ)n〉 (3.1)

and HB is the bundle Hamiltonian given by

HB(σ, n, ξ, η) =
1
2
〈Jξ, Jξ〉σ + V (σ) (3.2)

The inner product 〈·, ·〉σ is the inner product on T ∗Σ defined by the imbedding. Here J denotes the

identification of the horizontal subspace of T ∗(σ,n)NΣ with the horizontal subspace of T ∗σΣ given in

terms of the bundle projection map πσ,n by J = dπ∗−1
σ,n . This map is well defined on the horizontal

subspace, since dπσ,n : T(σ,n)NΣ→ TσΣ is an isomorphism when restricted to the horizontal subspace

of T(σ,n)NΣ. Thus, its adjoint dπ∗σ,n is an isomorphism of T ∗σΣ onto the horizontal subspace of

T ∗(σ,n)NΣ. In local co-ordinates xi, yi defined in section 5 below, where xi are co-ordinates for Σ, the

map J simply identifies dxi ∈ T ∗(σ,n)NΣ with dxi ∈ T ∗σΣ.

Additional understanding of the HamiltoniansHB andHOcan be obtained if we introduce another

metric on NΣ. If (X,Y ) ∈ T(σ,n)NΣ, let

〈(X,Y ), (X,Y )〉λ = ‖X‖2 + λ−2‖PNσ Y ‖2. (3.3)

(In Section 7 we describe in what sense this is a limiting form of the pulled-back, scaled, Euclidean

metric.) If 〈·, ·〉λ denotes the corresponding metric on the cotangent space, then

HB + λ2HO =
1
2
〈(ξ, η), (ξ, η)〉λ +

λ2

2
〈n,A(σ)n〉 + V (σ)

The local co-ordinate expressions for HB and HO are given in (5.9) and (5.10).

We will use the notation φHt to denote the Hamiltonian flow governed by the Hamiltonian H .
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Theorem 3.1 Let Σ be a smooth compact n-dimensional submanifold ofRn+m. Let Lλ = Hλ ◦D−1
λ , where

the Hamiltonian Hλ on T ∗NΣ is given by (2.3). Assume that V,W ∈ C∞, W has the form (2.2), and that the

eigenvalues ω2
α of A(σ) do not depend on σ.

Suppose that γλ are initial conditions in T ∗NΣ with γλ → γ0 as λ→∞.

Then for any T ≥ 0

sup
0≤t≤T

∥∥∥φLλt (γλ)− φHB+λ2H0
t (γ0)

∥∥∥→ 0

as λ→∞.

In this theorem the normal energy of the initial conditions, λ2HO(γλ) grows like λ2, sinceHO(γλ)

is converging to HO(γ0). This leads to increasingly rapid normal oscillations for both orbits φLλt (γλ)

and φHB+λ2H0
t (γ0). Neither orbit converges as λ becomes large. It is only their difference that

converges.

The convergence of the initial conditions is stated for the scaled variables γλ. To find out what

this implies for the original variables (σ̃λ, ñλ, ξ̃λ, η̃λ) = D−1
λ γλ we must determine the action ofDλ on

horizontal and vertical vectors. This results in the following conditions

(a) σ̃λ → σ0,

(b) λñλ → n0,

(c) ξ̃λ → Jξ0, and

(d) λ−1η̃λ → η0

where (σ0, n0, ξ0, η0) = γ0. Here we are thinking of σ, n as vectors in Rn+m and ξ, η as vectors

in R2(n+m). We may also compute what these conditions mean for the initial velocities (Xλ, Yλ) ∈
T(σ̃λ,ñλ)NΣ, again thought of as vectors in R2(n+m). It turns out that

(c’) Xλ → X0, and

(d’) λ−1Yλ → Y0.

This theorem gives a satisfactory description of the limiting motion if the Poisson bracket of HB

and HO vanishes. Then the flows generated by HB and HO commute and the motion is given by the

rapid oscillations generated by λ2HO superimposed on the flow generated byHB . In this situation we

can perform averaging by simply ignoring the oscillations.

An example where {HB, HO} is zero is when Σ has codimension one, or, more generally, if the

connection form, given by (3.10) below, vanishes. Then HB only involves variables on T ∗Σ, so the

motion for large λ is a motion on Σ with independent oscillations in the normal variables. The Poisson

bracket {HB, HO} also vanishes if all the frequenciesωα are equal, but in this case the motion generated

by HB need not only involve the variables on T ∗Σ.

The motion generated byHB can be thought of as a generalized minimal coupling type flow. (See

[GS] for a description of the geometry of this sort of flow.) The flow has the property that the trajectories

in NΣ are parallel along their projections onto Σ. In particular, |n|2 is preserved by this motion.

9



In general, when the frequencies are not all equal, the flows generated by HB and λ2HO interact,

and HB + λ2HO generates a more complicated flow which need not be simply related to the flows

generated by HB and HO. Let HB be defined by

HB(γ) = lim
T→∞

T−1

∫ T

0

HB ◦ φHOt (γ)dt. (3.4)

The existence of this limit follows from the Fourier expansion discussed below. This averaged Hamil-

tonian Poisson commutes with HO. It turns out that the flow for large λ is the one generated by this

Hamiltonian, with superimposed normal oscillations.

Theorem 3.2 Assume that the assumptions of Theorem 3.1 hold. LetHO, HB and HB be the Hamiltonians

given by (3.1), (3.2) and (3.4) respectively. Let γ0 ∈ T ∗NΣ and T > 0. Then

sup
0≤t≤T

∥∥∥φHB+λ2H0
t (γ0)− φλ

2H0
t ◦ φHBt (γ0)

∥∥∥→ 0 (3.5)

as λ→∞.

In this theorem we do not impose a non-resonance condition. However, the form of the averaged

Hamiltonian HB depends crucially on whether or not resonances are present.

To explain this further we introduce scaled action variables. Recall that the scaled Hamiltonian

was defined by Lλ = Hλ ◦D−1
λ . We perform a similar scaling on the action variables and define Iα by

Iλα ◦D−1
λ = λ2Iα.

Then

Iα(σ, n, ξ, η) =
1

2ωα
〈η, Pαη〉+

ωα
2
〈n, Pαn〉.

Suppose that there are m0 distinct eigenvalues ω2
α. Then the flows φIαt are commuting harmonic

oscillations in the normal variables. They are periodic, satisfying φIαt+2π = φIαt We therefore obtain a

group action Φ of the m0 torus Tm0 on T ∗NΣ defined by

Φτ = φI1τ1 ◦ · · · ◦ φ
Im0
τm0

,

for τ = (τ1, . . . , τm0) ∈ Tm0 . Notice that φHOt = Φtω where ω = (ω1, . . . , ωm0).

Now we may perform a Fourier expansion of HB ◦ Φτ yielding

HB ◦ Φτ =
∑

ν∈Zm0

ei〈ν,τ〉Fν

so that

HB ◦ φHOt =
∑

ν∈Zm0

eit〈ν,ω〉Fν
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It turns out that only finitely many Fν ’s are non-zero. Thus we may exchange the integral and limit in

the definition of HB with the Fourier sum to obtain

HB =
∑

ν∈Zm0

(
lim
T→∞

T−1

∫ T

0

eit〈ν,ω〉dt

)
Fν =

∑
ν∈Zm0 :〈ν,ω〉=0

Fν .

The non-resonance condition on the eigenvalues ω = (ω1, . . . , ωm0) in this situation would be

If ν 6= 0 and Fν 6= 0 then 〈ν, ω〉 6= 0. (3.6)

If this condition holds, we find that HB = F0.

We now examine the casem0 = m, where there arem distinct frequenciesωα. We wish to describe

how the limiting motion generated by HB can be thought of as taking place on Σ. To begin, since

{HB, Iα} = 0 for each α, each Iα is a constant of the motion, so the motion takes place on the level

sets of I1, . . . , Im. Furthermore, we want to to disregard the normal oscillations. Technically, we may

do this by replacing the original phase space T ∗NΣ, with its quotient by the group action Φ. This

amounts to ignoring the angle variables in local action angle co-ordinates.

It turns out that

T ∗NΣ/Φ = T ∗Σ× Rm, (3.7)

where the variables in Rm are the action variables. Since these are constant, we may think of the

motion as taking place on T ∗Σ. To describe the identification (3.7) we first make a new direct sum

decomposition of each cotangent space T ∗(σ,n)NΣ. Since there are m distinct eigenvalues ω1, . . . , ωm,

the corresponding eigenvectors, defined globally up to sign, give an orthonormal frame for the normal

bundle. In this situation the co-ordinates yi = 〈n, ni(σ)〉 are also globally defined up to sign. Thus the

subspace of T ∗(σ,n)NΣ spanned by dy1, . . . , dym is globally defined. This subspace is complementary to

the horizontal subspace, but is not necessarily orthogonal. Given horizontal and vertical components

(ξ, η) of a vector in T ∗(σ,n)NΣ, we may write ξ + η = ξ1 + η1 where ξ1 is horizontal and η1 is in the

span of dy1, . . . , dym. The map from T ∗NΣ→ T ∗Σ× Rm given by

(σ, n, ξ, η) 7→ (σ, Jξ1, I1(σ, n, ξ, η), . . . , Im(σ, n, ξ, η))

is invariant under Φ and gives rise to the identification (3.7).

Now suppose that the values of I1, . . . , Im have been fixed by the initial condition. Then the

Hamiltonian governing the motion on T ∗Σ depends on these “hidden” variables, and is given by

hB(σ, ξ; I1, . . . , Im) =
1
2
〈ξ, ξ〉σ + V (σ) + V1(σ; I1, . . . , Im), (3.8)

provided the non-resonance condition holds. Given that the eigenvalues are distinct, the following

implies (3.6)
If j, k, l and m are all distinct then ωj + ωk ± ωl − ωm 6= 0

If j, k and l are all distinct then 2ωj ± ωk − ωl 6= 0
(3.9)
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The extra potential V1 is defined in terms of the frame for the normal bundle, n1(σ), . . . , nm(σ),

consisting of normalized eigenvectors of A(σ). Let bk,l be the associated connection one-form given

by

bk,l[·] = 〈nk, dnl[·]〉 (3.10)

Then

V1(σ; I1, . . . , Im) =
∑
k,l

IkIlωl
ωk
|bk,l|2. (3.11)

Notice that the norm |bk,l| is insensitive to the choice of signs for the frame.

4. Quantum mechanics

In quantum mechanics, we wish to understand the time evolution generated by Hλ for large λ,

where Hλ is the Hamiltonian given by (1.2) with 〈p, p〉 = −∆. As in the classical case, it is convenient

to replace the original configuration space Rn+m with the normal bundle NΣ. We will show that if

the initial conditions in L2(Rn+m) are supported near Σ then, to a good approximation for large λ, the

time evolution stays near Σ. Thus we lose nothing by inserting Dirichlet boundary conditions on the

boundary of the tubular neighbourhood of Σ, and may transfer our considerations to L2(NΣδ, dvol),

where dvol is computed using the pulled back metric. If we extend the pulled back metric, and make

a suitable definition of Hλ in the complement of NΣδ, we may remove the boundary condition. Thus

we may assume that that the Hamiltonian Hλ acts in L2(NΣ, dvol).

More precisely, we let gNΣ be any complete smooth Riemannian metric on NΣ that equals the

metric induced from the imbedding in the region {(σ, n) : ‖n‖ < ε}, for some ε < δ. For example, such

a gNΣ could be obtained by smoothly joining the induced metric for small ‖n‖ with the metric 〈·, ·〉1
given by (3.3) for large ‖n‖. Let dvol denote the Riemannian density for gNΣ. Let V (σ, n) be a smooth

bounded function on NΣ such that V (σ, n) = V (σ + n) when ‖n‖ < ε. Our goal in this section is to

analyze the time evolution generated by

Hλ = −1
2

∆ + V (σ, n) +
λ4

2
〈n,A(σ)n〉 (4.1)

acting in L2(NΣ, dvol). Here ∆ denotes the Laplace-Beltrami operator for gNΣ.

We now introduce the group of dilations in the normal directions by defining

(Dλψ)(σ, n) = λm/2ψ(σ, λn).

This is a unitary operator from L2(NΣ, dvolλ) to L2(NΣ, dvol) where dvolλ denotes the pulled back

density dvolλ(σ, n) = dvol(σ, λ−1n). Since the spaces L2(NΣ, dvolλ) depend on λ, and we want to

deal with a fixed Hilbert space as λ→∞, we perform an an additional unitary transformation. Let

dvolNΣ = lim
λ→∞

dvolλ = dvolΣ ⊗ dvolRm

12



Then the quotient of densities dvolNΣ/dvolλ is a function on NΣ and we may define Mλ to be the

operator of multiplication by
√
dvolNΣ/dvolλ. The operator Mλ is unitary from L2(NΣ, dvolNΣ) to

L2(NΣ, dvolλ). Let

Uλ = DλMλ. (4.2)

Notice that the support of a family of initial conditions of the form Uλψ is being squeezed close to Σ as

λ → ∞. We want to consider such a sequence of initial conditions. Therefore it is natural to consider

the conjugated Hamiltonian

Lλ = U∗λHλUλ,

since the evolution generated by Lλ acting on ψ is unitarily equivalent to the evolution generated by

Hλ acting on Uλψ.

As a first step we perform a large λ expansion. Formally, this yields

Lλ = HB + λ2HO +O(λ−1)

whereHO is the quantum harmonic oscillator Hamiltonian in the normal variables, andHB is quantum

version of the corresponding classical Hamiltonian, except with an additional potential

K =
n(n− 1)

4
s− n2

8
‖h‖2.

Here s is the scalar curvature and h is the mean curvature vector (see equations (7.2) and (7.1)). Notice

that this extra potential does depend on the imbedding of Σ in Rn+m, since the mean curvature does.

The quadratic forms for HO and HB are

〈ψ,HOψ〉 =
∫
NΣ

1
2
〈PV dψ, P V dψ〉σ,n +

1
2
〈n,A(σ)n〉|ψ|2dvolNΣ (4.3)

and

〈ψ,HBψ〉 =
∫
NΣ

1
2
〈JPHdψ, JPHdψ〉σ + (V (σ, 0) +K(σ))|ψ|2dvolNΣ. (4.4)

Local co-ordinate expressions for these operators are given by (7.7) and (7.6) below. As in the classical

case, we can gain additional understanding of these operators by introducing the metric (3.3). Then

HB + λ2HO = −1
2

∆λ +
λ2

2
〈n,A(σ)n〉 + V (σ, 0) +K(σ),

where ∆λ is the Laplace-Beltrami operator on NΣ with the metric (3.3). Note that the volume element

dvolNΣ is actually λm times the usual volume element associated to this metric (see Section 7).

The operator HO is explicitly given on C2 functions in its domain by the formula

(HOψ)(σ, n) =

(
−1

2

m∑
k=1

∂2

∂y2
k

+
1
2
〈n,A(σ)n〉

)
ψ(σ,

m∑
k=1

yknk(σ)),

13



where {nk(σ) : k = 1 . . .m} is any orthonormal basis for NΣ and n =
∑m
k=1 yknk(σ).

It is easy to show that with the metric (3.3), NΣ is complete so that any positive integer power

of HB + λ2HO is essentially self-adjoint on C∞0 for λ > 0 [C]. Similarly, because HO is basically a

harmonic oscillator Hamiltonian, it is straightforward to show that any positive integer power of HO

is essentially self-adjoint on C∞0 . The operator HB is more complicated, but also can be shown to be

essentially self-adjoint on C∞0 . The argument is not difficult and will be omitted.

Theorem 4.1 Let Σ be a smooth compact n-dimensional submanifold of Rn+m. Let gNΣ be a complete

smooth Riemannian metric on NΣ that coincides with the induced metric when ‖n‖ < ε, for some ε < δ, and

suppose V (σ, n) is a bounded smooth extension of V (σ+ n). Let Hλ be the Hamiltonian given by (4.1), acting

in L2(NΣ, dvol). Assume that A(σ) varies smoothly, and that the eigenvalues of ω2
α ofA(σ) do not depend on

σ.

Let Lλ = U∗λHλUλ acting in L2(NΣ, dvolNΣ). Then, for every ψ ∈ L2(NΣ, dvolNΣ) and every T > 0

lim
λ→∞

sup
0≤t≤T

∥∥∥(e−itLλ − e−it(HB+λ2HO)
)
ψ
∥∥∥ = 0

Just as in the classical case, this theorem provides a satisfactory description of the motion if

[HB, HO] = 0, so that exp(−it(HB + λ2HO)) = exp(−itHB) exp(−itλ2HO). As before, this will

happen, for example, if Σ has co-dimension one, or if all the frequencies ωα are equal.

If Σ has co-dimension one, then the normal bundle is trivial. (We are assuming that Σ is compact.)

Then we have L2(NΣ, dvolNΣ) = L2(Σ, dvolΣ) ⊗ L2(R, dy) and HB = hB ⊗ I for a Schrödinger

operator hB acting in L2(Σ, dvolΣ). Since HO = I ⊗ hO we have that exp(−it(HB + λ2HO)) =

exp(−ithB)⊗ exp(−itλ2hO). This can be interpreted as a motion in L2(Σ, dvolΣ) with superimposed

normal oscillations.

In the case where the frequencies ωα are all equal, the normal bundle may be non-trivial, and

there is not such a simple tensor product decomposition of L2(NΣ, dvolNΣ). However, for some

initial conditions ψ the limiting motion may again be thought of as taking place in L2(Σ, dvolΣ)

with superimposed oscillations. For example, consider the subspace of functions in L2(NΣ, dvolNΣ)

that are radially symmetric in the fibre variable n. This subspace does have a tensor product de-

composition L2(Σ, dvolΣ) ⊗ L2
radial(Rm, dmy). It is an invariant subspace for HB . Furthermore,

the restriction of HB to this subspace has the form hB ⊗ I . Thus, if ψ0 is a radial function in n,

then exp(−itLλ)ψ0 = exp(−ithB) ⊗ exp(−itλ2hO)ψ0. As above, we interpret this as motion in

L2(Σ, dvolΣ) with superimposed normal oscillations.

On the other hand, if the normal bundle is non-trivial, it may happen that the limiting motion takes

place on a space of sections of a vector bundle over Σ. Instead of giving more details about the general

case, we offer the following illustrative example. Instead of a normal bundle, consider the Möbius

band B defined by R× R / ∼, where (x, y) ∼ (x+ 1,−y). This an O(1) bundle over S1 with fibre R.

14



An L2 function ψ on B can be thought of as a function on R× R satisfying ψ(x + 1,−y) = ψ(x, y). If

we decompose ψ(x, y), for fixed x, into odd and even functions of y

ψ(x, y) = ψeven(x, y) + ψodd(x, y)

then ψeven(x + 1, y) = ψeven(x, y) and ψodd(x + 1, y) = −ψodd(x, y). (Notice that these are eigen-

functions for the left regular representation of O(1) on L2(R).) Thus ψeven can be thought of as an

L2(R, dy) valued function on S1, while ψodd can be thought of as an L2(R, dy) valued section of a line

bundle over S1 (which happens to be B itself). In this way we obtain the decomposition

L2(B) = L2(S1, dx)⊗ L2
even(R, dy) ⊕ Γ(S1, dx)⊗ L2

odd(R, dy)

where Γ is the space of L2 sections of B.

In this example, the bundle is flat, so HB = −D2
x + V (x) and HO = −D2

y + y2/2 acting in

L2(B, dxdy). Let h+ = −D2
x + V (x) acting in L2(S1, dx) and h− = −D2

x + V (x) acting in Γ(S1, dx).

Let h0 = −D2
y + y2/2 acting in L2(R, dy), with L2

even(R, dy) and L2
odd(R, dy) as invariant subspaces.

Then

e−it(HB+λ2HO) = e−ith+ ⊗ e−itλ2hO ⊕ e−ith− ⊗ e−itλ2hO

So if the initial condition happens to lie in Γ ⊗ L2
odd, then we would think of the limiting motion as

taking place in Γ, with superimposed oscillations in L2
odd.

When HB and HO do not commute, we perform a quantum version of averaging. Define HB on

C∞0 by

HBψ = lim
T→∞

T−1

∫ ∞
0

eitHOHBe
−itHOψ dt (4.5)

It can be shown that HB is essentially self-adjoint.

Theorem 4.2 Assume that the hypotheses of Theorem 4.1 hold. Let HO , HB , and HB be the Hamiltonians

defined by (4.3), (4.4) and (4.5). Then, for every ψ ∈ L2(NΣ, dvolNΣ) and every T > 0

lim
λ→∞

sup
0≤t≤T

∥∥∥(e−it(HB+λ2HO) − e−itλ
2HOe−itHB

)
ψ
∥∥∥ = 0

The proof that this limit definingHB exists parallels the discussion in classical mechanics. Suppose

that there are m0 distinct eigenvalues ω2
1 , . . . , ω

2
m0

. For each α = 1, . . . ,m0 define the operators Iα via

the quadratic forms

〈ψ, Iαψ〉 =
∫
NΣ

(
1

2ωα
〈PV dψ, PαPV dψ〉+

ωα
2
〈n, Pαn〉|ψ|2

)
dvolNΣ

These operators all commute and satisfy

∑
α

ωαIα = HO.
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An expression for Iα in terms of local creation and annihilation operators will be given near the end

of Section 7. In that section we will show that eiτIαHBe
−iτIα is periodic in τ with period 2π. Thus if

we conjugate HB with ei
∑

ταIα , the resulting operator is defined on the torus Tm0 and has a Fourier

expansion

ei
∑

ταIαHBe
−i
∑

ταIα =
∑

ν∈Zm0

ei〈ν,τ〉Fν

Here τ = (τ1, . . . , τm0) and the coefficients Fν are differential operators. As in the classical case, the

sum is finite. Thus

eitHOHBe
−itHO =

∑
ν∈Zm0

eit〈ν,ω〉Fν .

This shows that the limit defining HB exists, and is given by

HB =
∑

ν∈Zm0 :〈ν,ω〉=0

Fν .

As in the classical case, we may look for conditions under which the limiting motion can be

considered to take place on Σ. Suppose that the eigenvalues ω1, . . . , ωm are all distinct, and, in

addition, that the eigenvectors nk(σ) can be chosen to be smooth functions on all of Σ. Then the

normal bundle is trivial, NΣ = Σ× Rm and L2(NΣ, dvolNΣ) = L2(Σ, dvolΣ) ⊗ L2(Rm, dmy). If the

non-resonance condition (3.9) holds, then

HB =
(
−1

2
∆Σ + V (σ) +K(σ)

)
⊗ 1 + V1.

The termV1 is slightly different from (3.11), because terms arising in its computation do not all commute.

It is given by

V1 =
∑
k,l

(
IkIlωl
ωk

− 1
4

)
|bk,l|2.

The joint eigenspaces of I1, . . . , Im are invariant subspaces for HB . The restriction of HB to such a

joint eigenspace is the Schrödinger operator−1
2∆Σ +V (σ)+K(σ)+ Ṽ1 , acting inL2(Σ, dvolΣ), where

Ṽ1 is obtained from V1 by replacing the operators Ik by their respective eigenvalues. Thus HB is a

direct sum of Schrödinger operators acting in L2(Σ, dvolΣ).

5. Co-ordinate expressions

Our proofs will rely on local co-ordinate expressions for the quantities introduced above.

Suppose x(σ) is a local co-ordinate map for Σ. Its inverse σ(x) is a local imbedding of Rn onto

Σ ⊂ Rn+m. Given a local orthonormal frame n1(σ), . . . , nm(σ) for the normal bundle, we obtain local

co-ordinates for NΣ by setting

xi(σ, n) = xi(σ), i = 1, . . . , n

yi(σ, n) = 〈ni(σ), n〉, i = 1, . . . ,m
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We then may form the standard bases ∂/∂x1, . . . , ∂/∂xn, ∂/∂y1, . . . , ∂/∂ym for the tangent spaces of

NΣ and dx1, . . . , dxn, dy1, . . . , dyn for the cotangent spaces. This gives rise to local co-ordinates for

TNΣ and T ∗NΣ in the standard way. For the cotangent bundle, we will denote these by (x, y, p, r) ∈
R2(n+m). Thus (x, y, p, r) denotes the cotangent vector

∑
pidxi+

∑
rjdyj in the cotangent space over

(σ(x),
∑

j yjnj(σ)).

The standard symplectic form for T ∗NΣ is the two form given by

ω =
n∑
i=1

dpi ∧ dxi +
m∑
j=1

drj ∧ dyj

The dilation map Dλ is given in local co-ordinates by

Dλ(x, y, p, r) = (x, λy, p, λ−1r) (5.1)

Clearly this map preserves the symplectic form ω.

We now compute the local expression for the metric. Let σi(x) ∈ Rn+m denote the vector

∂σ(x)/∂xi. The tangent vector ∂/∂xi ∈ T(σ,n)NΣ corresponds to the vector in R2(n+m) given by

(σi,
∑

j yjdnj(σ)[σi]). The tangent vector ∂/∂yj corresponds to (0, nj(σ)) Here σ = σ(x), σi = σi(x)

and n =
∑
j yjnj(σ(x)). Using (2.1) for the inner product, we find that the local expression for the

metric has block form

G(x, y) =
[
GΣ + C +BBT B

BT I

]
=
[
I B
0 I

] [
GΣ + C 0

0 I

] [
I B
0 I

]T
(5.2)

where GΣ = GΣ(x) is the metric for Σ with matrix entries 〈σi(x), σj(x)〉, B = B(x, y) is the matrix

with entries

Bi,j(x, y) =
∑
k

yk〈dnk[σi], nj〉 (5.3)

and where C = C(x, y) is the matrix with entries

Ci,j(x, y) =
∑
k

yk(〈dnk[σi], σj〉+ 〈σi, dnk[σj ]〉) +
∑
k,l

ykyl〈dnk[σi], dnl[σj ]〉 −BBT

=
∑
k

yk(〈dnk[σi], σj〉+ 〈σi, dnk[σj ]〉) +
∑
k,l

ykyl〈dnk[σi], PTσ dnl[σj ]〉
(5.4)

The geometrical meaning of the term GΣ + C is given in (7.12) below.

The inverse can be written

G−1(x, y) =
[
I −B
0 I

]T [ (GΣ + C)−1 0
0 I

] [
I −B
0 I

]
(5.5)

The local expressions for the projections onto the vertical and horizontal subspaces can now be

computed. LetPV and PH denote the projections for the tangent space andPV and PH the projections

for the cotangent spaces. Then

PV =
[

0 0
BT I

]
PH =

[
I 0
−BT 0

]
17



and

PV = GPVG
−1 =

[
0 B
0 I

]
PH = GPHG

−1 =
[
I −B
0 0

]
Notice that the vertical subspace of T(σ,n)NΣ is the span of ∂/∂y1, . . . , ∂/∂ym and the horizontal

subspace of T ∗σ,nNΣ is the span of dx1, . . . , dxn. The map dπσ,n : T(σ,n)NΣ → TσΣ sends ∂/∂xi ∈
T(σ,n)NΣ to ∂/∂xi ∈ TσΣ and sends ∂/∂yi ∈ T(σ,n)NΣ to 0. From this it follows that J = dπ∗−1

σ,n ,

defined on the horizontal subspace of T ∗σ,nNΣ sends dxi ∈ T ∗σ,nNΣ to dxi ∈ T ∗σΣ. If (σ, n, ξ, η) has

co-ordinates (x, y, p, r) then ξ has co-ordinates

PH(x, y)
[
p
r

]
=
[
p−B(x, y)r

0

]
so that Jξ has co-ordinates

p−B(x, y)r.

We now compute the expressions forHλ,HB andHO in local co-ordinates. We will abuse notation

and use the same letters to denote functions on T ∗NΣ and their co-ordinate expressions. Suppose that

the co-ordinates of (σ, n, ξ, η) are (x, y, p, r). Since

G−1PV = PV TG−1PV =
[

0 0
0 I

]
(5.6)

we have that

〈η, η〉 =
〈
PV

[
p
r

]
, G−1PV

[
p
r

]〉
= 〈r, r〉 (5.7)

Here, and in what follows, inner products involving co-ordinate vectors always refer to Euclidean

inner products. For example, 〈r, r〉 =
∑m
i=1 r

2
i . For the horizontal vectors, we have[

I −B
0 I

]
PH = PH

so that

〈ξ, ξ〉 =
〈
PH

[
p
r

]
, G−1PH

[
p
r

]〉
= 〈(p−Br), (GΣ + C)−1(p−Br)〉

(5.8)

Therefore the local co-ordinate expression for Hλ is

Hλ(x, y, p, r) =
1
2
〈(p−Br), (GΣ + C)−1(p−Br)〉 +

1
2
〈r, r〉 +

λ4

2
〈y,A(x)y〉+ V (x, y)

Here C = C(x, y) and B = B(x, y) are the matrices appearing in the expression for the metric G,

A(x) is the matrix for A(σ) in the basis given by the orthonormal frame n1, . . . nm used to define the

co-ordinate system and V (x, y) = V
(
σ(x) +

∑
yknk(σ(x))

)
. Similarly

HB(x, y, p, r) =
1
2
〈(p−Br), G−1

Σ (p−Br)〉 + V (x, 0) (5.9)

18



where B = B(x, y) and GΣ = GΣ(x). Finally

HO(x, y, p, r) =
1
2
〈r, r〉+

1
2
〈y,A(x)y〉 (5.10)

The expressions for HO and Iα simplify if we can choose the vectors in the local orthonormal

frame to be eigenvectors ofA(σ). This is always possible if there are no eigenvalue crossings. When, in

addition, the eigenvalues ω2
α(σ) do not depend on σ there are further simplifications. In what follows

we will assume that there are m0 distinct constant eigenvalues ω2
α for α = 1, . . . ,m0, where ω2

α has

multiplicity kα. We will assume that the local orthonormal frame used to the define the co-ordinate

system consists of eigenvectors for A(σ). We label them nα,j , where α = 1, . . .m0 and j = 1, . . . , kα

where for each α, nα,j is an eigenvector with eigenvalue ω2
α. This means that the co-ordinates y and r

now also acquire a double labelling.

First of all we have

HO(x, y, p, r) =
1
2
〈r, r〉 +

1
2

∑
α

ω2
α

∑
j

y2
α,j

If the co-ordinates of (σ, n, ξ, η) are (x, y, p, r), then

〈n, Pαn〉 =
∑
j

y2
α,j

The vertical cotangent vector η has co-ordinates PV
[
p
r

]
. The corresponding tangent vector has co-

ordinates G−1PV
[
p
r

]
which equals

[
0
r

]
, by (5.6). Now the projection Pα, acting on tangent vectors,

just picks off the basis vectors ∂/∂yα,j , i.e., Pα∂/∂yβ,j = δβ,α∂/∂yβ,j. Thus

〈η, Pαη〉 =
∑
j

r2
α,j

Therefore

Iα(x, y, p, r) =
1

2ωα

∑
j

r2
α,j +

ωα
2

∑
j

y2
α,j

Notice that in this situation, where the vectors in the local orthonormal frame are eigenvectors ofA(σ),

neither HO nor Iα depend on x or p.

Now we introduce local action-angle co-ordinates. In analogy with creation and destruction

operators in quantum mechanics, we define the complex quantities

aα,j =
yα,jωα + irα,j√

2ωα
,

so that
yα,j =

1√
2ωα

(aα,j + a∗α,j)

rα,j = −i
√
ωα
2

(aα,j − a∗α,j).
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The action variables Iα,j ∈ R and angle variables ϕα,j ∈ S1 are then defined by

aα,j =
√
Iα,je

iϕα,j

Notice that
∑

j Iα,j = Iα. The change of co-ordinates from (x, y, p, r) to (x, ϕ, p, I) is symplectic, since∑
drα,j ∧ dyα,j =

∑
dIα,j ∧ dϕα,j . This makes it easy to compute the flow φIαt in these co-ordinates.

Hamilton’s equations for the flow are

ẋi = 0, ṗi = 0, İα,j = 0

ϕ̇α,j = δβ,α

Thus, under the flow φIαt each ϕα,j is translated by t and all the other variables remain unchanged.

This implies that under the group action Φ(τ), with τ = (τ1, . . . , τm0) the quantities aα,j evolve as

e−iταaα,j .

We now compute the expression for HB in action angle co-ordinates. We find

(Br)i =
∑
α,j

Bi,(α,j)(x, y)rα,j

=
∑

β,k,α,j

bi(α,j),(β,k)(x)rα,jyβ,k

=
∑

β,k,α,j

bi(α,j),(β,k)(x)

2
(aα,j − a∗α,j)(aβ,k + a∗β,k)

√
ωα
ωβ

Here bi(α,j),(β,k)(x) = b(α,j),(β,k)[σi(x)] is the antisymmetric matrix given by (3.10). The expression for

HB is now obtained by substituting this formula for Br into (5.9), which we may rewrite as

HB(x, p, ϕ, I) =
1
2

∑
i,l

pig
i,lpl −

∑
i,l

(Br)igi,lpl +
1
2

∑
i,l

(Br)igi,l(Br)l + V (x, 0)

Here gi,l = gi,l(x) are the matrix elements of G−1
Σ (x). To obtain the expression for HB ◦ Φ(τ) we

simply replace each occurrence of aα,j in the formula above with eiταaα,j . Since HB contains only

constant, quadratic and quartic terms in aα,j , a∗α,j , we see that the Fourier expansion of HB ◦Φ(τ) has

finitely many terms, since the ν = (ν1, . . . , νm0)’s that appear have
∑

α |να| ∈ {0, 2, 4}.

6. Proofs of theorems in classical mechanics

Proof of Theorem 3.1: We begin with some remarks about the co-ordinate charts for T ∗NΣ. We

will assume that the frames used to defined the co-ordinates consist of eigenvectors of A(σ). We

assume that each chart has the form {(σ, n, ξ, η) : σ ∈ U , n ∈ NσΣ, ξ ∈ T ∗σ,nNΣ is horizontal, η ∈
T ∗σ,nNΣ is vertical}, where U is a co-ordinate chart for Σ. Since Σ is compact, there is an atlas with
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finitely many charts, and there exists a positive number ε1 so that two points in T ∗NΣ both lie in a

single chart if their projections onto Σ are a distance less than ε1 apart.

We use the notation

γλ(t) = φLλt (γλ), γλ(t) = φHB+λ2H0
t (γ0).

Our first estimates are large λ bounds on the components of

γλ(t) = (σλ(t), nλ(t), ξλ(t), ηλ(t))

that follow from the conservation of energy. These bounds are

|nλ(t)|, |ηλ(t)| ≤ C (6.1)

and

|ξλ(t)| ≤ Cλ (6.2)

The analogous bounds also hold for γλ(t) = (σλ(t), nλ(t), ξλ(t), ηλ(t)). Clearly |nλ(t)| = |yλ(t)| and,

by (5.7), |ηλ(t)| = |rλ(t)|. Thus, (6.1) implies that |yλ(t)| and |rλ(t)| remain bounded.

To prove these we first consider the action ofD−1
λ on ξλ. Letγλ = (σλ, nλ, ξλ, ηλ) have co-ordinates

(xλ, yλ, pλ, rλ). Then ξλ ∈ T ∗σλ,nλNΣ has co-ordinates

PH
[
pλ
rλ

]
=
[
pλ −B(xλ, yλ)rλ

0

]
We now wish to apply D−1

λ . Since B(x, y) is linear in y, the scaling in yλ and in rλ cancel. In other

words

B(xλ, λ−1yλ)λrλ = B(xλ, yλ)rλ.

Thus D−1
λ ξλ ∈ T ∗σλ,λ−1nλ

NΣ has the same co-ordinates as ξλ ∈ T ∗σλ,nλNΣ. This implies that as

λ→∞,

|D−1
λ ξλ|2 =

〈[
pλ −B(xλ, yλ)rλ

0

]
, G−1(xλ, λ−1yλ)

[
pλ −B(xλ, yλ)rλ

0

]〉
= 〈
(
pλ −B(xλ, yλ)rλ

)
,
(
GΣ(xλ) + C(xλ, λ−1yλ)

)−1(
pλ −B(xλ, yλ)rλ

)
〉

→ 〈
(
p0 −B(x0, y0)r0

)
, GΣ(x0)−1

(
p0 −B(x0, y0)r0

)
〉

= |dπ∗−1ξ0|2

(6.3)

Thus, for large λ, the initial energy satisfies

Lλ(γλ) = Hλ ◦D−1
λ (γλ) ≤ 1

2
|D−1

λ ξλ|2 + CV +
λ2

2
(
|ηλ|2 + 〈nλ, A(σλ)nλ)〉

)
≤ Cλ2,
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where CV is an upper bound for V in a neighbourhood of Σ. Given this bound on the initial energies,

we may assume that V is bounded, as was explained in the introduction. We now estimate the energy

for later times t.

Lλ(γλ(t)) = Hλ ◦D−1
λ (γλ(t)) ≥ 1

2
|D−1

λ ξλ(t)|2 − ‖V ‖∞ + Cλ2
(
|ηλ(t)|2 + |nλ(t)|2

)
≥ −‖V ‖∞ + Cλ2

(
|ηλ(t)|2 + |nλ(t)|2

)
Since energy is conserved, i.e., Lλ(γλ(t)) = Lλ(γλ), this implies (6.1). In a similar way we find that

|D−1
λ ξλ(t)|2 ≤ Cλ2. (6.4)

Now for |y| < C1 sufficiently large λ there is a constant C such that

G−1(x, y) < CG−1(x, λ−1y)

in any of the finitely many co-ordinate patches. Thus, (6.3) implies

|ξλ(t)| ≤ |D−1
λ ξλ(t)|,

so that (6.4) implies (6.2).

The proof of bounds (6.1) and (6.2) for γλ(t) is similar.

We now wish to improve the bound (6.2) to

|ξλ(t)| ≤ C (6.5)

for 0 ≤ t ≤ T . We begin by defining a function Q that depends on our co-ordinate systems. Let

χ1(σ), . . . , χN (σ) be a partition of unity with each χk supported in a single co-ordinate patch. Define

Q =
∑
Qkχk, where the local co-ordinate expression for Qk is

Qk(x, p) =
1
2
〈p,GΣ(x)−1p〉+ 1.

(We are abusing notation by using the same letterQk for the function on T ∗NΣ and its local co-ordinate

expression.) Given (6.1) we may find a constant C such that

|ξλ(t)|2 ≤ CQ(γλ(t))

Thus bound (6.5) follows from an upper bound for Q along an orbit.

To establish such a bound we first estimate the time derivative ofQk(xλ(t), pλ(t)). This derivative

is given by the Poisson bracket.

d

dt
Qk(xλ(t), pλ(t)) = {Qk, Lλ} (xλ(t), pλ(t), pλ(t), rλ(t))
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Recall that the orthonormal frame n1(σ), . . . , nm(σ) giving our local co-ordinates consists of eigenvec-

tors of A(σ). Thus

Lλ = HB + λ2HO + Eλ

with

HB(x, y, p, r) = Qk(x, p)− 〈B(x, y)r,GΣ(x)−1p〉+
1
2
〈B(x, y)r,GΣ(x)−1B(x, y)r〉 + V (x, 0),

HO(x, y, p, r) =
1
2
〈r, r〉 +

1
2

∑
i

ω2
i y

2
i

and

Eλ(x, y, p, r) =
1
2

〈(
p−B(x, y)r

)
,
(

(GΣ(x) + C(x, λ−1y))−1 −GΣ(x)−1
)(
p−B(x, y)r

)〉
+ V (x, λ−1y)− V (x, 0)

Since Qk only depends on x and p any Poisson bracket {Qk, F} is given in local co-ordinates by

{Qk, F} =
∑
i

∂Qk
∂pi

∂F

∂xi
− ∂Qk

∂xi

∂F

∂pi
.

Thus {Qk, HO} = {Qk, Qk} = 0. Using these formulas, together with (6.1) and (6.2) we find

d

dt
Qk(xλ(t), pλ(t)) ≤ C

(
‖pλ(t)‖2 + λ−1‖pλ(t)‖3

)
≤ CQk(xλ(t), pλ(t))

(6.6)

Next, writing Hamilton’s equations for xλ(t) and using (6.1) we find

|ẋλ(t)| ≤
∣∣∣∣∂HB

∂p

∣∣∣∣
≤ CQ 1

2 (xλ(t), pλ(t))
(6.7)

Since the cutoff functions, written in local co-ordinates, only depend on xλ we find that

|χ̇k| ≤ C|ẋλ| ≤ CQ
1
2 (6.8)

Now we show if we evaluateQk and Qj at the same point γ = (σ, n, ξ, η) with |n|, |η| < C then

|Qk(γ)−Qj(γ)| ≤ CQk(γ)
1
2 . (6.9)

To see this, we first compute how our co-ordinates change. If (x̃, ỹ, p̃, r̃) are the co-ordinates in the jth

chart, obtained from the co-ordinates in the ith chart by a change of co-ordinates on Σ and a change of

frame, then
p̃ = Mp+ b

G̃−1
Σ = M−1G−1

Σ M−1
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where M is the n× n matrix with entries ∂x̃i/∂xj and b is a vector with components
∑
rkyl∂θkl/∂xi

for an orthogonal matrix valued function θ(x) given by taking inner products of the elements of the

old and new frames. Thus

Qj = 〈p̃, G̃−1
Σ p̃〉+ 1

= Qk + 2〈b,M−1G−1
Σ p〉+ ‖b‖2 + 1

≤ Qk + CQ
1
2
k

This implies (6.9).

Now we are ready to establish a bound for Q along an orbit. Let Q̇ denote dQ(γλ(t))/dt. Then

Q̇ =
∑
j

Q̇jχj +Qjχ̇j

=
∑
j

Q̇jχj +
∑
k,j

Qjχ̇jχk

The first term is estimated using (6.6) yielding

∑
j

Q̇jχj ≤ C
∑
j

Qjχj = CQ

To estimate the second term, note that since
∑

k χk = 1, we have
∑

k χ̇k = 0. Thus

∑
k,j

Qkχ̇jχk = 0

so that ∑
k,j

Qjχ̇jχk =
∑
k,j

(Qj −Qk)χ̇jχk

≤ CQ

by (6.8) and (6.9). Thus we have the differential inequality

Q̇ ≤ CQ

which implies

Q(γλ(t)) ≤ Q(γλ(0))eCt

This implies (6.5)

Note that (6.7) implies

‖σ̇λ(t)‖, ‖σ̇λ(t)‖ < C (6.10)

for 0 ≤ t ≤ T .

We will now show that there exists ε > 0 such that if

lim
λ→∞

sup
τ∈[0,t]

‖γλ(τ) − γλ(τ)‖ = 0 (6.11)
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holds for some t = t1 ≤ T then (6.11) also holds for any t ≤ t1 + ε. Since (6.11) holds for t = 0 by the

assumption on the initial conditions, this will complete the proof.

So assume that (6.11) holds for t = t1 ≤ T . To compare the two orbits for nearby times, we want

to ensure that they lie in the same co-ordinate patch. There exists an ε1 > 0 such that γλ and γλ will lie

in the same co-ordinate chart if ‖σλ − σλ‖ < ε1.

Choose λ0 so that λ > λ0 implies

sup
τ∈[0,t1]

‖γλ(τ) − γλ(τ)‖ < ε1/3

Now fix λ > λ0. For t > t1

‖σλ(t)− σλ(t)‖ ≤ ‖σλ(t)− σλ(t1)‖+ ‖σλ(t1)− σλ(t1)‖ + ‖σλ(t1)− σλ(t)‖

≤ 2|t− t1|C + ε1/3

where C is the constant from (6.10). Thus if we choose ε < ε1/3C then γλ and γλ will lie in the same

co-ordinate chart for t ∈ [t1, t1 + ε]. Notice that we do not rule out the the chart changes with λ.

We now write down the differential equation for γλ and γλ in this common co-ordinate chart. Let

z ∈ R2(n+m) denote co-ordinates for T ∗NΣ, i.e.,

z =


x
y
p
r

 .
Denote by zλ the co-ordinates of γλ and by zλ the co-ordinates of γλ. For a Hamiltonian H , let XH

denote the corresponding Hamiltonian vector field given in local co-ordinates by

XH(z) =


∂H/∂x(z)
∂H/∂y(z)
−∂H/∂p(z)
−∂H/∂r(z)


Then

d

dt
zλ(t) = XHB (zλ(t)) +Xλ2HO (zλ(t)) +XEλ (zλ(t)) (6.12)

Since HO is quadratic, the vector field Xλ2HO is linear, given by

Xλ2HO (z) = λ2Dz

for a matrix D that is similar to a real antisymmetric matrix. It follows that (6.12) can be written in

integral form

zλ(t) = eλ
2(t−t1)Dzλ(t1) + eλ

2tD

∫ t

t1

e−λ
2τD
(
XHB (zλ(τ)) +XEλ (zλ(τ))

)
dτ
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We may write a similar equation for the co-ordinates of γλ and obtain

zλ(t)− zλ(t) = eλ
2(t−t1)D(zλ(t1)− zλ(t1))

+eλ
2tD

∫ t

t1

e−λ
2τD
(
XHB (zλ(τ)) −XHB

(
zλ(τ)

)
+XEλ (zλ(τ))

)
dτ

The harmonic oscillator evolution eλ
2tD is similar to a rotation and therefore uniformly bounded.

Moreover we have the estimates

∥∥XHB (zλ(τ)) −XHB

(
zλ(τ)

)∥∥ ≤ C ∥∥zλ(τ)− zλ(τ)
∥∥

and

‖XEλ (zλ(τ))‖ ≤ Cλ−1

These follow from (6.1) and (6.5) which imply that the co-ordinates for the orbits stay in compact sets.

Thus

∥∥zλ(t)− zλ(t)
∥∥ = C

∥∥zλ(t1)− zλ(t1)
∥∥+ C|t− t1| sup

τ∈[t1,t1+ε]

∥∥zλ(τ)− zλ(τ)
∥∥ + C|t− t1|λ−1

If we now also insist that

ε < 1/(2C)

then we find that

1
2

sup
τ∈[t1,t1+ε]

∥∥zλ(τ)− zλ(τ)
∥∥ ≤ C ∥∥zλ(t1)− zλ(t1)

∥∥+ Cελ−1

Since we have only finitely many co-ordinate charts, there is a constant C so that

C−1
∥∥zλ(τ)− zλ(τ)

∥∥ ≤ ‖γλ(τ) − γλ(τ)‖ ≤ C
∥∥zλ(τ) − zλ(τ)

∥∥
in any chart. Thus we conclude that

sup
τ∈[t1,t1+ε]

‖γλ(τ)− γλ(τ)‖ ≤ C
∥∥γλ(t1)− γλ(t1)

∥∥+ Cελ−1

This implies that

lim
λ→∞

sup
τ∈[t1,t1+ε]

‖γλ(τ) − γλ(τ)‖ = 0

and completes the proof.

Proof of Theorem 3.2: We will show that there exists ε > 0 such that if (3.5) holds for some t = t1 ≤ T ,

then (3.5) also holds for any t ≤ t1 + ε. So assume that (3.5) holds for some t = t1 ≤ T .

Define

ψλ(t) = φλ
2HO
−t ◦ φHB+λ2HO

t (γ0)
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Choosing our co-ordinate charts as in the proof of Theorem 3.1, we find that for small enough ε,

ψλ(t) will stay in a single chart for t ∈ [t1, t1 + ε]. This follows from the estimate (6.10) for γλ(t) =

φHB+λ2HO
t (γ0) and the fact that the harmonic oscillator motion φλ

2HO
−t keeps the base point σ fixed.

Let wλ(t) denote the local co-ordinates of ψλ(t). In local co-ordinates, the evolution φλ
2HO
−t is

given by multiplication by e−tλ
2D , and so

wλ(t) = e−tλ
2Dzλ(t),

where D is the same matrix, similar to a real antisymmetric matrix, that appeared in the proof of

Theorem 3.1, and zλ(t) are the co-ordinates of γλ(t). Differentiating, we obtain

dwλ(t)
dt

= e−tλ
2DXHB (etλ

2Dwλ(t)),

so that for t ∈ [t1, t1 + ε],

wλ(t) = wλ(t1) +
∫ t

t1

e−sλ
2DXHB (esλ

2Dwλ(s))ds (6.13)

Now consider the family ofR2(n+m) valued functions on [t1, t1+ε] given byW = {wλ(·) : λ > 0}.
We will show for any sequenceλj →∞, there is a subsequenceλ1,j such thatwλ1,j converges uniformly

to the same limit w∞. This will imply that wλ → w∞ uniformly.

The estimates (6.1) and (6.5) of Theorem 3.1 and the fact that the matrices e−tD are bounded

uniformly in t imply thatW is a bounded family. Moreover, from (6.13) and the boundedness of the

orbits, it follows that

‖wλ(t)− wλ(t′)‖ ≤ C|t− t′|

so thatW is equicontinuous. Suppose we are given a sequence λj → ∞. Then, by Ascoli’s theorem,

there exists subsequence λ1,j so that wλ1,j converges uniformly to w∞. We wish to show that w∞ is

always the same, no matter which sequence we start with. Our assumption on t1 implies thatwλ1,j (t1)

always converges to the same w0, namely to the co-ordinates of φHB
t1 (γ0). We will show that w∞(t) is

the orbit generated by the Hamiltonian HB with initial condition w0 at t = t1.

Using the uniform boundedness of the matrices e−tD in (6.13) we find that

w∞(t) = w0 +
∫ t

t1

e−sλ
2
1,jDXHB (esλ

2
1,jDw∞(s))ds+ o(1)

as j → ∞. Now esλ
2
1,jD is a symplectic map, being the Hamiltonian flow φH0

sλ2
1,j

in local co-ordinates.

It follows that

e−sλ
2
1,jDXHB (esλ

2
1,jDw∞(s)) = X

HB◦φH0
sλ2

1,j

(w∞(s))

If we use the Fourier expansion

HB ◦ φH0
sλ2

1,j
=

∑
ν∈Zm0

eisλ
2
1,j 〈ν,ω〉Fν
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we find that

X
HB◦φH0

sλ2
1,j

=
∑

ν∈Zm0

eisλ
2
1,j〈ν,ω〉XFν

so that

w∞(t) = w0 +
∑

ν∈Zm0

∫ t

t1

eisλ
2
1,j〈ν,ω〉XFν (w∞(s))ds+ o(1)

Taking j to infinity and using the Riemann-Lebesgue lemma, we find that

w∞(t) = w0 +
∑

ν∈Zm0 :〈ν,ω〉=0

∫ t

t1

XFν (w∞(s))ds

= w0 +
∫ t

t1

XHB
(w∞(s))ds

This identifies w∞(t) as the orbit generated by HB with initial condition w0 at t1, as claimed.

Now we have

sup
t∈[t1,t1+ε]

∥∥∥e−tλ2Dzλ(t)− w∞(t)
∥∥∥→ 0

as λ→∞ which implies

sup
t∈[t1,t1+ε]

∥∥∥zλ(t)− etλ
2Dw∞(t)

∥∥∥→ 0

This implies

sup
t∈[t1,t1+ε]

∥∥∥φHB+λ2H0
t (γ0)− φλ

2H0
t ◦ φHBt (γ0)

∥∥∥→ 0

and completes the proof.

7. More co-ordinate expressions

In this section we give the co-ordinate expressions that will be needed in our proofs of the quantum

theorems.

We begin by defining the second fundamental form, the Weingarten maps and the mean and

scalar curvatures. Let X and Y be two vector fields tangent to Σ. Since the Lie bracket [X,Y ] =

dY [X ]− dX [Y ] is tangent to Σ we find that

II(X,Y ) = PNdX [Y ] = PNdY [X ] + PN [X,Y ] = PNdY [X ]

is symmetric in X and Y . Here PN denotes the projection onto the normal space. By definition,

II(X,Y ) is the second fundamental form. Given an orthonormal frame n1(σ), . . . , nm(σ) for the

normal bundle, we have

II(X,Y ) =
∑
k

〈X,SkY 〉nk
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for a collection of symmetric linear transformations Sk on the tangent space. These are called the

Weingarten maps. Clearly 〈X,SkY 〉 = 〈nk, dX [Y ]〉. But, by differentiating 〈nk, X〉 = 0, we obtain

〈dnk[Y ], X〉 + 〈nk, dX [Y ]〉 = 0, so that the Weingarten maps can also be written as Sk = −PTdnk.

Here P T denotes the orthogonal projection onto the tangent space.

The mean curvature vector is given by

h =
1
n

m∑
k=1

tr(Sk)nk (7.1)

while the scalar curvature is

s =
1

n(n− 1)

m∑
k=1

((tr(Sk))2 − tr(S2
k)) (7.2)

Recall that the local expression G(x, y) for the pulled back metric onNΣ has the block form (5.2).

Initially, G(x, y) is only defined for ‖y‖ < δ. In our theorem, we wish to extend this metric to a

complete Riemannian metric on all of NΣ. One way to achieve this is to join the induced metric for

small |y| to the metric 〈·, ·〉1 given by (3.3) for large |y|. Since the matrix for the metric 〈·, ·〉1 is

[
I B
0 I

] [
GΣ 0
0 I

] [
I B
0 I

]T
the resulting metric on all of NΣ would have the matrix

G(x, y) =
[
I B
0 I

] [
GΣ + χC 0

0 I

] [
I B
0 I

]T
where χ = χ(|y|) is a cutoff function that equals 1 for |y| < ε and 0 for |y| > δ. With this special form

of the extended metric the local co-ordinate expression below remain true on all of NΣ if C is replaced

by χC. However, this special form of the extension is not required for our theorems.

Let g(x, y) = det(G(x, y)) = det(GΣ + C). Define

Dx =

Dx1

...
Dxn

 , Dy =

 Dy1

...
Dym


The local co-ordinate expression for the operator Hλ = − 1

2∆ + V (σ, n) + λ4W (σ, n) in the region

|y| < δ is

Hλ = −1
2
g−1/2

[
Dx −BDy

Dy

]T
g1/2

[
(GΣ + C)−1 0

0 I

] [
Dx −BDy

Dy

]
+ V (x, y) +

λ4

2
〈y,A(x)y〉

= −1
2
g−1/2

(
(Dx −BDy)T g1/2(GΣ + C)−1(Dx −BDy) +DT

y g
1/2Dy

)
+ V (x, y) +

λ4

2
〈y,A(x)y〉
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Local expressions for the densities on NΣ are

dvol =
√
g(x, y)|dnx||dmy|

dvolλ =
√
g(x, y/λ)|dnx||dmy|

dvolNΣ =
√
g(x, 0)|dnx||dmy| =

√
gΣ(x)|dnx||dmy|

where gΣ(x) = det(GΣ(x)). Thus the multiplication operator Mλ appearing in (4.2) is multiplication

by f−1/4
λ where

fλ(x, y) =
g(x, y/λ)
gΣ(x)

.

We may now compute the local expression for Lλ. Conjugation by Dλ results in every multipli-

cation by a (possibly matrix valued) function F (x, y) being replaced by multiplication by F (x, y/λ),

and every Dy being replaced by λDy . Conjugation by Mλ simply puts a multiplication by f−1/4
λ to

the right of the operator, and a multiplication by f 1/4
λ to the left. In a co-ordinate system for a domain

in NΣ of the form {(σ, n) : σ ∈ U , n ∈ NΣσ} letD =
[
Dx

Dy

]
and Gλ(x, y) be the scaled and extended

metric taking into account the scaling of Dy as well as y. In other words

Gλ(x, y) =
[
I 0
0 λI

]
G(x, y/λ)

[
I 0
0 λI

]
. (7.3)

Then

Lλ = −1
2
f

1/4
λ g(x, y/λ)−1/2DT g(x, y/λ)1/2G−1

λ Df
−1/4
λ + V (x, y/λ) +

λ2

2
〈y,A(x)y〉

= −1
2
g
−1/2
Σ f

−1/4
λ DT f

1/4
λ g

1/2
Σ G−1

λ f
1/4
λ Df

−1/4
λ + V (x, y/λ) +

λ2

2
〈y,A(x)y〉

(7.4)

Thus in the region where ‖y‖ < δλ we may use the explicit form of the metric to obtain

Lλ = −1
2
f
−1/4
λ g

−1/2
Σ

[
Dx −BDy

Dy

]T
g

1/2
Σ f

1/2
λ

[
(GΣ + Cλ)−1 0

0 λ2I

] [
Dx −BDy

Dy

]
f
−1/4
λ

+ V (x, y/λ) +
λ2

2
〈y,A(x)y〉,

(7.5)

where Cλ(x, y) = C(x, y/λ). Note that formally putting fλ = 1 above, and replacing Cλ by 0, we

obtain for the first line of (7.5)

−1
2
g
−1/2
Σ

[
Dx

Dy

]T [
I −B
0 I

]T
g

1/2
Σ

[
G−1

Σ 0
0 λ2I

] [
I −B
0 I

] [
Dx

Dy

]
which is the Laplace-Beltrami operator for the metric which in local co-ordinates is[

I B
0 I

] [
GΣ 0
0 λ−2I

] [
I B
0 I

]T
.

This is easily seen to be the matrix for the metric (3.3). This explains part of the origin of theHB+λ2HO.

A more complete analysis (to which we now turn) is necessary to understand the origin of the term

K(σ).
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Before beginning this, note that the local expressions for HB and HO are given by

HB =
1
2

(Dx −B(x, y)Dy)∗G−1
Σ (Dx −B(x, y)Dy) +K(x) + V (x, 0) (7.6)

and

H0 =
1
2
D∗yDy +

1
2
〈y,A(x)y〉 (7.7)

Here D∗x and D∗y denote the formal adjoints with respect to dvolNΣ given by D∗x = −g−1/2
Σ DT

x g
1/2
Σ ,

D∗y = −g−1/2
Σ DT

y g
1/2
Σ = −DT

y and B∗ = g
−1/2
Σ BT g

1/2
Σ = BT .

We now wish to perform a large λ expansion of Lλ. To state the error estimates precisely, we

introduce the notation Ek to denote a smooth function of x and y that vanishes to kth order at

y = 0, evaluated at (x, y/λ). Roughly speaking, Ek behaves like (y/λ)k for small y/λ. The effect of

differentiating such an error term is given by

∂Ek
∂xi

= Ek

∂Ek
∂yi

=
{
λ−1Ek−1 if k ≥ 1
λ−1E0 if k = 0

In our theorems we will always assume that the eigenvalues ω2
j ofA(σ) are constant. If we choose

the orthonormal frame in the definition of our co-ordinates to consist of eigenvectors of A(σ) then

〈n,A(σ)n〉 =
∑

j ω
2
jy

2
j . We will make this substitution without further comment below.

Lemma 7.1 In the region where ‖y‖ < δλ, the local expression for Lλ can be written

Lλ = HB + λ2H0 + (Dx −BDy)∗E1(Dx −BDy) + E1.

Proof: In a co-ordinate system for a domain inNΣ of the form {(σ, n) : σ ∈ U , n ∈ NΣσ} letD =
[
Dx

Dy

]
and Gλ(x, y) be given by (7.3). Setting kλ = (1/4) ln fλ, we may write (7.4) as

Lλ =
1
2

(D − ∂kλ)∗G−1
λ (D − ∂kλ) + V (x, y/λ) +

λ2

2

∑
j

ω2
j y

2
j (7.8)

where ∂kλ =
[
∂xkλ
∂ykλ

]
, ∂k∗λ = (∂kλ)T , and D∗ = −g−1/2

Σ DT g
1/2
Σ . We further expand (7.8) to obtain

Lλ =
1
2
D∗G−1

λ D +
1
2
∂k∗λG

−1
λ ∂kλ +

1
2

∑
i,j

g
−1/2
Σ ∂i

(
g

1/2
Σ

(
G−1
λ

)
i,j
∂jkλ

)
+ V (x, y/λ) +

λ2

2

∑
j

ω2
j y

2
j

(7.9)

If ‖y‖ < λδ then

G−1
λ (x, y) =

[
I −B(x, y)
0 I

]T [
(GΣ(x) + C(x, y/λ))−1 0

0 λ2I

] [
I −B(x, y)
0 I

]
(7.10)
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so that in this region we obtain

Lλ =
1
2

(Dx −BDy)∗GΣ(x)−1(Dx −BDy) +
λ2

2
D∗yDy

+ (Dx −BDy)∗E1(Dx −BDy) + E1 +
λ2

2

∑
i

(
∂2
yikλ + (∂yikλ)2

)
+ V (x, y/λ) +

λ2

2

∑
j

ω2
jy

2
j

= HB + λ2HO + (Dx −BDy)∗E1(Dx −BDy) + E1

+
λ2

2

∑
i

(
∂2
yikλ + (∂yikλ)2

)
−K(x)

Here we used (∂x −B∂y)Ek = Ek and ∂kλ =
[

E1

λ−1E0

]
, so that (∂x −B∂y)kλ = E1.

The lemma will follow if we can show

λ2

2

∑
i

(
∂2
yikλ + (∂yikλ)2

)
= K(x) + E1 (7.11)

This requires a more careful expansion of fλ. The first step is to uncover the geometrical meaning

of the term GΣ(x) + C(x, y) occurring in the expression (5.2) for the metric. Note that

〈dnk[σi], σj〉 = −〈Skσi, σj〉 = −〈σi, Skσj〉 = 〈σi, dnk[σj ]〉

and that

Mk = G−1
Σ [〈σi, Skσj〉]

is the matrix for the Weingarten map Sk in the basis σ1, . . . , σn. Let S be the symmetric operator

defined by 〈n, II(X,Y )〉 = 〈X,SY 〉. Then S =
∑

k ykSk, and the matrix for S in the basis σ1, . . . , σn

is

M = M(x, y) =
∑
k

ykMk(x)

A short calculation shows

GΣ + C = GΣ(I −M)2 (7.12)

Given the block form (5.2) of G and (7.12), we obtain

fλ = gλ/gΣ = det(G(x, y/λ))/ det(GΣ(x))

= det(GΣ(x)(I − λ−1M(x, y))2)/ det(GΣ(x))

= det(I − λ−1M(x, y))2.

Thus
kλ =

1
2

ln(f1/2
λ ) =

1
2

ln det(I − λ−1M)

=
1
2

tr ln(I − λ−1M)

= −1
2
λ−1tr(M)− 1

4
λ−2tr(M2) + E3

= −1
2
λ−1

∑
k

yktr(Sk)− 1
4
λ−2

∑
k,l

ykyltr(SkSl) + E3
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This implies that

∂yikλ = −1
2
λ−1tr(Si) + λ−2E1 + λ−1E2

and

(∂yi)
2kλ = −1

2
λ−2tr(S2

i ) + λ−2E1.

Thus
λ2

2

∑
i

(
∂2
yikλ + (∂yikλ)2

)
= −1

4
tr(S2

i ) +
1
8

(tr(Si))2 + E1

=
1
4
(
(tr(Si))2 − tr(S2

i )
)
− 1

8
(tr(Si))2 + E1

=
n(n− 1)

4
s− n2

8
‖h‖2 + E1

Thus proves (7.11) and completes the proof

We conclude this section by discussing the expression forHB in local co-ordinates. We may define

local annihilation and creation operators, using the co-ordinates yα,j defined in Section 5, as

aα,j =
1√
2ωα

(ωα,jyα,j +Dyα,j)

a∗α,j =
1√
2ωα

(ωα,jyα,j −Dyα,j)

Then we find

Iα =
∑
j

(
− 1

2ωα
D2
yα,j +

ωα
2
y2
α,j

)

=
∑
j

(
a∗α,jaα,j +

1
2

)
We may also write HB in terms of the annihilation and creation operators. We begin with

(B(x, y)Dy)i =
∑

α,j,β,k

biα,j,β,kDyα,jyβ,k.

Notice that the order of Dyα,j and yβ,k is irrelevant here, since bi is antisymmetric in (α, j) and (β, k).

Then we can use

Dyα,j =
√
ωα
2
(
aα,j − a∗α,j

)
yβ,k =

√
1

2ωα

(
aβ,k + a∗β,k

)
and substitute the resulting expression in (7.6). The resulting formula expresses HB as a finite sum of

terms involving product of 0, 2 or 4 annihilation or creation operators. The identities

eitHOaα,je
−itHO = e−itωαaα,j eitHOa∗α,je

−itHO = eitωαa∗α,j (7.13)

lead to a finite sum

eitHOHBe
−itHO =

∑
ν∈Zm0

eit〈ν,ω〉Fν

that defines the differential operators Fν .
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Lemma 7.2 For ϕ ∈ C∞0 (NΣ), e−itHOϕ ∈ D(HB) and

eitHOHBe
−itHOϕ =

∑
ν∈Zm0

eit〈ν,ω〉Fνϕ

where the operators Fν are defined by the sum above.

Proof: It suffices to prove this for ϕ ∈ C∞0 supported in a single co-ordinate patch, since a general

ϕ ∈ C∞0 can be written as a sum of such functions. Introducing our usual local co-ordinates x and y,

we find that e−itHO is simply a harmonic oscillator time evolution in the y variables. Hence e−itHOϕ

is in Schwartz space. This implies that e−itHOϕ ∈ D(HB), and that the expansion of HB into a sum of

terms involving products of aα,j and a∗α,j is valid when applied to e−itHOϕ. To complete the proof, it

remains to show that the identities (7.13) hold when applied to a function ϕ in Schwartz space. This

follows from
d

dt
eitHOaα,je

−itHOϕ = ieitHO [HO, aα,j]e−itHOϕ

= iωαe
itHO [a∗α,jaα,j , aα,j]e

−itHOϕ

= iωαe
itHO [a∗α,j , aα,j ]aα,je

−itHOϕ

= −iωαeitHOaα,je−itHOϕ.

8. Proofs of theorems in quantum mechanics

We begin with some analysis that allows us to transfer our considerations from Rn+m to the

normal bundle NΣ. Let

d(x,Σ) = inf{‖x− σ‖ : σ ∈ Σ}

denote the distance to Σ in Rn+m and let

Uδ = {x ∈ Rn+m : d(x,Σ) < δ}

be the tubular neighbourhood of Σ that is diffeomorphic to NΣδ . The first proposition shows that the

time evolution in L2(Rn+m) under Hλ is approximately the same for large λ as the time evolution in

L2(Uδ) under the same Hamiltonian, except with Dirichlet boundary conditions.

Proposition 8.1 Suppose thatW,V ∈ C∞(Rn+m) withW ≥ 0 andV bounded below. SupposeW (x) = 0

if and only if x ∈ Σ and that W (x) ≥ w0 > 0 for large x.

Suppose λ ≥ 1,ψ ∈ L2(Rn+m), ‖ψ‖ = 1 and ‖Hλψ‖ ≤ C1λ
2, whereHλ = − 1

2∆ +V +λ4W . Then,

given ε > 0 there exists C2 such that for all t ∈ R

‖F(d≥ε)e
−itHλψ‖ ≤ C2λ

−1. (8.1)
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Here F(·) denotes multiplication by the characteristic function supported on the region indicated in the paren-

theses.

Define Hδ
λ be the operator in L2(Uδ) given by Hλ with Dirichlet boundary conditions on ∂Uδ. Then for

all t ∈ [0, T ] and 0 < ε < δ

‖F(d≤ε)e
−itHλψ − e−itHδλF(d≤ε)ψ‖ ≤ C3λ

−1/4 (8.2)

Here C2 depends only on C1 and ε and C3 depends only on C1, T and ε.

Remark: The power 1/4 in (8.2) is not optimal.

Proof: By the assumption on ψ and the Schwarz inequality

〈ψ,Hλψ〉 ≤ C1λ
2

Without loss we may assume that V ≥ 0, so that

1
2
‖∇ψ‖2 ≤ C1λ

2

〈ψ,Wψ〉 ≤ C1λ
−2

(8.3)

It follows that

C(ε)〈ψ, F(d≥ε)ψ〉 ≤ 〈ψ, F(d≥ε)Wψ〉 ≤ C1λ
−2

which proves (8.1), since e−itHλψ satisfies the same hypotheses as ψ.

For 0 < ε1 ≤ α we will need the estimate

‖F(ε1≤d≤α)∇ψ‖ ≤ C4λ
1
2 , (8.4)

where C4 depends only on α, ε1 and C1. To prove this, choose a function χ ∈ C∞0 (Rn+m), 0 ≤ χ ≤ 1,

which is 1 in a neighbourhood of {x : ε1 ≤ d(x,Σ) ≤ α} and vanishes in a neighbourhood of Σ. Then

‖F(ε1≤d≤α)∇ψ‖ = ‖F(ε1≤d≤α)∇(χψ)‖ ≤ ‖∇(χψ)‖.

The Schwarz inequality and integration by parts gives

‖∇(χψ)‖ ≤ ‖∆(χψ)‖ 1
2 ‖χψ‖ 1

2

so that (8.4) follows from

‖∆(χψ)‖ ≤ C5λ
2 (8.5)

and (8.1). To prove (8.5) let p = −i∇ and calculate, as forms on C∞0 × C∞0

H2
λ =

1
4
|p|4 + (V + λ4W )2 +

∑
j

pj(V + λ4W )pj −
1
2

(∆V + λ4∆W ) (8.6)

35



It follows from (8.6) and the fact that C∞0 is a core for Hλ that χψ ∈ D(Hλ) and

‖1
2
p2χψ‖2 ≤ ‖Hλ(χψ)‖2 + Cλ4,

or
1
2
‖p2χψ‖ ≤

√
Cλ2 + ‖Hλψ‖+ ‖[ 1

2
p2, χ]ψ‖.

The last term can be bounded by (8.3), yielding (8.5).

Let χ̃ be a smooth function which satisfies 0 ≤ χ̃ ≤ F(d<ε/2) and χ̃ = 1 in a neighbourhood of Σ.

Because of (8.1) (which holds at t = 0) it is enough to show

‖eitHδλ χ̃e−itHλψ − χ̃ψ‖ ≤ Cλ−1/4

for t ∈ [0, T ]. Let

φt,λ = eitH
δ
λ χ̃e−itHλψ − χ̃ψ.

Integrating the derivative, we obtain

φt,λ = i

∫ t

0

eisH
δ
λ (Hδ

λχ̃− χ̃Hλ)e−isHλψds

=
∫ t

0

eisH
δ
λ(∇χ̃ · p− (i/2)∆χ̃)e−isHλψds,

and thus

‖φt,λ‖2 =
∫ t

0

〈e−isHδλφt,λ, (∇χ̃ · p− (i/2)∆χ̃)e−isHλψ〉ds.

Let ˜̃χ = 1 on the support of∇χ̃ and ˜̃χ = 0 in a neighbourhood of Σ. Then from (8.4)

‖φt,λ‖2 ≤
∫ t

0

‖˜̃χe−isHδλφt,λ‖(‖∇χ̃ · pe−isHλψ‖+ C)ds

≤ Cλ 1
2

∫ t

0

‖˜̃χe−isHδλφt,λ‖ds

Now

〈φt,λ, Hδ
λφt,λ〉 ≤ 2〈χ̃e−itHλψ,Hδ

λχ̃e
−itHλψ〉+ 2〈χ̃ψ,Hδ

λχ̃ψ〉

= 〈e−itHλψ, (Hλχ̃
2 + χ̃2Hλ + (∇χ̃)2)e−itHλψ〉+ 〈ψ, (Hλχ̃

2 + χ̃2Hλ + (∇χ̃)2)ψ〉

≤ Cλ2,

by the Schwarz inequality. Thus, following the proof of (8.1),

‖˜̃χe−isHδλφt,λ‖ ≤ Cλ−1

so that

‖φt,λ‖2 ≤ Cλ
1
2 λ−1

which gives (8.2).
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Since the subset Uδ ⊂ Rn+m is diffeomorphic to NΣδ ⊂ NΣ, we may think of Hδ
λ = − 1

2∆ +

V +λ4W as acting in L2(NΣδ, dvol) with Dirichlet boundary conditions on ∂NΣδ, where the volume

form dvol and the Laplace operator ∆ are computed using the pulled back metric, and V and W are

now the pull backs of the corresponding functions on Uδ. We may now extend the metric, and the

potentials V and W , from NΣδ to all of NΣ, as explained in Section 4 above. Recall that the extended

metric is assumed to be complete, that the extended V is bounded and that W = 〈n,A(σ)n〉 on all of

NΣ. We thus obtain an operator Hλ acting in L2(NΣ, dvol). Since the extended metric is complete,

Hλ is essentially self-adjoint on C∞0 . Then it makes sense to talk about e−itHλ .

A proposition analogous to Proposition 8.1 holds in this situation, allowing us to approximate

the evolution under H δ
λ with an evolution under Hλ. For the purposes of this proposition, it does

not matter how the extensions are made, as long as the conditions on the potentials hold, and the

state ψ that we use for the comparison satisfies ‖Hλψ‖ ≤ Cλ2. Since the statement and proof of this

proposition are nearly identical to Proposition 8.1 we omit them.

Having justified the transfer of our considerations to L2(NΣ, dvolNΣ), we now turn to the proof

of Theorem 4.1.

Before beginning, we need some quantum energy bounds.

Lemma 8.2 Let Lλ be as in Theorem 4.1 and L0,λ = HB + λ2HO . Let L]λ denote either of these operators

and R]λ =
(
λ−2L]λ + 1

)−1
. Let F2 = F(|n|/λ<ε) be a smooth cutoff to the indicated region. When ε < δ,

this cutoff function is supported in the region of NΣ where the metric is explicitly defined. Let χ(σ) be a cutoff

with support in a single co-ordinate patch. Then, for small enough ε and large λ,

‖〈n〉R1/2
]λ ‖+ ‖χF2DyR

1/2
]λ ‖+ ‖λ−1χF2DxR

1/2
]λ ‖ ≤ C (8.7)

If l is a non-negative integer and α, β are multi-indices with l + |α|+ |β| ≤ 2, then

‖χF2〈n〉l(λ−1Dx)αDβ
yR]λ‖ ≤ C. (8.8)

In addition, if l is a positive integer and |α|+ |β| ≤ 2, then

‖χF2〈n〉l(λ−1Dx)αDβ
yR

l+1
]λ ‖ ≤ C. (8.9)

Here 〈n〉 =
√

1 + |n|2.

Proof: Without loss of generality we can assume that V ≥ 1. Set f = χF2. Then f ∈ C∞0 with

0 ≤ f ≤ 1. Using (7.8) we see that

Lλ ≥
1
2

(D − ∂kλ)∗fG−1
λ f(D − ∂kλ) +

λ2

2

∑
j

ω2
j y

2
j .

In the region where f > 0 we can use (7.9) to obtain

f

[
I −B
0 I

]T [
I 0
0 λ2I

] [
I −B
0 I

]
f ≤ CfG−1

λ f
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Using λ−2R
1/2
λ (Lλ + λ2)R1/2

λ = 1 we obtain

‖fDyR
1/2
λ ‖ ≤ C (8.10)

λ−1‖f(Dx −BDy − ∂xkλ +B∂ykλ)R1/2
λ ‖ ≤ C (8.11)

‖〈n〉R1/2
λ ‖ ≤ C. (8.12)

On the support of f , ∂xkλ − B∂ykλ is bounded. Thus, using (8.10) and ‖B‖ ≤ C|n| we obtain

λ−1‖fDxR
1/2
λ ‖ ≤ C. This proves (8.7) for Rλ. The proof for R0,λ is similar.

Define U by Lλ = 1
2D
∗G−1

λ D + U . Then, using (7.10) we calculate

Lλf
2Lλ =

1
4

(fD∗G−1
λ D)∗(fD∗G−1

λ D) +D∗G−1
λ f2UD + (Uf)2

+
1
2
D∗G−1

λ [D, f2U ] +
1
2

[Uf2, D∗]G−1
λ D

The last two terms above combine to give a multiplication operator given by a function which is easily

shown to be bounded below by

−χ̃2F̃ 2
2 (1 + λ2|y|2)

where χ̃ and F̃2 are like χ and F2, with slightly expanded support. It follows that

λ−4

4
‖fD∗G−1

λ DRλ‖2 + λ−4‖fG−1/2
λ |U |1/2DRλ‖2 + λ−4‖fURλ‖2 ≤ 1 + λ−4‖χ̃F̃2〈n〉λRλ‖2

The right side is bounded by (8.7). From λ−2‖fURλ‖ ≤ C we obtain ‖f〈n〉2Rλ‖ ≤ C, which proves

(8.8) when l = 2. From

λ−2‖fG−1/2
λ |U |1/2DRλ‖ ≤ C

we obtain

λ−1‖f〈n〉(Dx −BDy)Rλ‖ ≤ C

and

‖f〈n〉DyRy‖ ≤ C

which then gives

‖f〈n〉λ−1DxRλ‖ ≤ C.

This proves (8.8) when l = 1. Finally we consider the consequences of λ−2‖fD∗G−1
λ DRλ‖ ≤ C. This

is equivalent to

λ−2‖D∗G−1
λ DfRλ‖ ≤ C

since the commutator term can be bounded using (8.7). We thus must examine the operator D∗G−1
λ D

acting on functions of compact support in Rn+m contained in a domain of the form Θλ = {(x, y) :
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|x| < r, |y| < ελ} When we rescale y → λy and Dy → λ−1Dy , the operator D∗G−1
λ D goes over

to an elliptic operator E independent of λ operating on functions of compact support in a domain

Θ = {(x, y) : |x| < r, |y| < ε}. The smooth coefficients of the operator E are bounded in Θ. It follows

that if |α|+ |β| ≤ 2

‖Dα
xD

β
yψ‖ ≤ C‖Eψ‖

for ψ with support in Θ. When we scale back again this implies

λ−2‖Dα
x (λDy)βfRλ‖ ≤ C

or

‖(λ−1Dx)αDβ
y fRλ‖ ≤ C.

Again, the commutator term which arises from moving f to the left can be bounded using (8.7). This

takes care of the case l = 0 in (8.8). We have thus proved (8.8) for Rλ. The proof for R0,λ is similar.

We now turn to (8.9). We give the proof for Rλ. The proof for R0,λ is similar. We first show that

‖f〈n〉lRlλ‖ ≤ C. (8.13)

We write f = ff l1 where f1 has slightly larger support than f and is of the form h1(x)h2(|y|/λ).

Writing f1〈n〉 = g, we have

glRlλ = gRλg
l−1Rl−1

λ + g[gl−1, Rλ]Rl−1
λ

= gRλg
l−1Rl−1

λ + gRλ[λ−2Lλ, g
l−1]Rlλ

= gRλg
l−1Rl−1

λ + gRλ
(
D∗yJ1〈n〉l−1 + λ−1(Dx −BDy)∗J2〈n〉l−1 + J3〈n〉l−1

)
Rlλ

where J1, J2 and J3 are bounded functions with support contained in suppf1. Thus, from (8.7)

‖glRlλ‖ ≤ C‖gl−1Rl−1
λ ‖+ C‖f2〈n〉l−1Rl−1

λ ‖

where f2 has slightly larger support than f1. Thus (8.13) follows inductively.

We now let Aα,β denote (λ−1Dx)αDβ
y and take A = Aα,β with |α|+ |β| ≤ 2. Then

‖glARl+1
λ ‖ ≤ ‖[A, gl]R

l+1
λ ‖+ ‖Af2g

lRl+1
λ ‖

where f2 has slightly larger support than f1. We have

‖Af2g
lRl+1

λ ‖ ≤ ‖Af2Rλg
lRlλ‖+ ‖Af2[gl, Rλ]Rlλ‖

≤ ‖Af2Rλ‖ · ‖glRlλ‖+ ‖Af2Rλ‖ · ‖[gl, λ−2Lλ]Rl+1
λ ‖

and

[A, gl] =
∑

|γ|+|µ|≤1

gγ,µ,l−1(λ−1Dx)γDµ
y
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so that

‖[A, gl]Rl+1
λ ‖ ≤

∑
|γ|+|µ|≤1

‖gγ,µ,l−1Aγ,µR
l
λ‖.

where |gγ,µ,l−1| ≤ C(f3〈n〉)l−1 and where f3 has slightly larger support than f2. Similarly

[gl, λ−2Lλ] = J̃1〈n〉l−1Dy + J̃2〈n〉l−1(λ−1Dx) + J̃3〈n〉l−1

where J̃1, J̃2 and J̃3 are bounded functions with support contained in suppf1. Thus

‖[gl, λ−2Lλ]Rl+1
λ ‖ ≤

∑
|γ|+|µ|≤1

‖g̃γ,µ,l−1Aγ,µR
l
λ‖

where |g̃γ,µ,l−1| ≤ C(f3〈n〉)l−1. Thus again using induction, the result (8.9) follows.

Proof of Theorem 4.1: Since

‖e−itL0λψ − e−itLλψ‖2 = 2〈ψ, ψ〉 − 2 Re〈ψ, eitL0λe−itLλψ〉

it suffices to show.

lim
λ→∞

sup
0≤t≤T

∣∣〈ψ, eitL0λe−itLλψ〉 − 〈ψ, ψ〉
∣∣ = 0 (8.14)

for a dense set of ψ in L2(NΣ, dvolNΣ). Let ψ ∈ C∞0 . Our goal is to show (8.14).

As a first step, we insert an energy cutoff. Since ‖L]λψ‖ ≤ Cλ2 we have

‖F(L]λ/λ2≥µ)ψ‖ = ‖F(L]λ/λ2≥µ)L
−1
]λ ‖ · ‖L]λψ‖

≤ Cµ−1

Set

F]1 = F(L]λ/λ2≤µ)

Then it suffices to show that for each fixed µ > 0

lim
λ→∞

sup
0≤t≤T

∣∣〈F01ψ, e
itL0λe−itLλF1ψ〉 − 〈F01ψ, F1ψ〉

∣∣ = 0. (8.15)

We now need to show the quantum analogue of the fact in classical mechanics that the orbits stay

in a bounded region of phase space if we watch the system for a time T <∞ which is independent of

λ. Using energy considerations it follows from Lemma 8.2 that 〈n〉 and Dy are bounded but only that

Dx cannot grow faster than λ. We now seek a λ independent bound, showing that up to a fixed time

T , not too much energy can be transferred from normal to tangential modes. In the quantum setting

the statement

‖F2Dxχe
−itL]λF]1ψ‖ < C, (8.16)

where F2 is as in Lemma 8.2, will suffice.
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We will prove this estimate when L]λ = Lλ, since the other case when L]λ = L0λis similar. Let

{χ2
k(σ)} be a partition of unity subordinate to a finite cover of co-ordinate charts. In other words, each

χ2
k is supported in a single co-ordinate chart, and

∑
k χ

2
k = 1. We may assume that each χk is a smooth

function only of σ. Define

Q =
∑
k

χkD
∗
xG
−1
Σ (x)Dxχk,

where, in each term, Dx and x are defined in terms of the co-ordinates for the chart in which χk is

supported. We now want to cut Q off to the region where we have explicit expressions for the metric,

and then add a constant to regain positivity. So let

Q̄ = F2QF2 + 1

Notice that Q and Q̄ commute with F2, since in local co-ordinates F2 is a function of y alone. It is not

difficult to show that both Q and Q̄ are essentially self-adjoint on C∞0 (NΣ). Define

q(t) = 〈F1ψ, e
itLλQ̄e−itLλF1ψ〉.

Then (8.7) follows from

sup{q(t) : t ∈ [0, T ]} ≤ C.

We will prove a differential inequality as in the classical case. We will need further estimates to

bound the terms which arise when we compute q̇(t) and to prove an upper bound for q(0).

Lemma 8.3 Suppose F1 is a smooth cutoff in the energy λ−2Lλ. Then

∥∥∥(〈n〉l(λ−1Dx)αDβ
y

)
Dγ
xχjF2F1Q̄

−1/2
∥∥∥ ≤ C

if l+ |α|+ |β| ≤ 2 and |γ| = 1.

Proof: We use the Helffer-Sjöstrand formula (see [D])

F1 =
∫
g(z)(Rλ − z)−1dz ∧ dz̄

where we may take g ∈ C∞0 (R2) with |g(z)|| Im z|−N ≤ CN for any N . (We are using the fact that

F1(λ−2Lλ) = F̃1(Rλ) for F̃1 ∈ C∞0 (0, 2). Let A1 = 〈n〉α(λ−1Dx)βDγ
yχ with χ ∈ C∞(Σ), supported

in the jth co-ordinate patch, χχ1 = χ1, and let F2,1 be a smooth function of |n|/λ with F2,1F2 = F2.

Then

A1D
γ
xχjF2F1Q̄

−1/2 = A1F2,1F1D
γ
xχjF2Q̄

−1/2 +A1F2,1[Dγ
xχjF2, F1]Q̄−1/2

Using (8.8), the first term is bounded by a constant times

‖A1F2,1Rλ‖ · ‖Dγ
xχjF2Q̄

−1/2‖ ≤ C
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and it is thus sufficient to show

‖R−1
λ [Dγ

xχjF2, F1]‖ ≤ C.

We compute from the Helffer-Sjöstrand formula

‖R−1
λ [Dγ

xχjF2, F1]‖ ≤ C‖[Dγ
xχjF2, λ

−2Lλ]Rλ‖ (8.17)

For our present purposes we can write

Lλ = (Dx −BDy)∗E0(Dx −BDy) +
λ2

2
(D∗yDy +

∑
j

ω2y2
j ) + E0

and we thus obtain

[Dγ
xχjF2, λ

−2Lλ] = λ−1Dγ
xχj(∇F2 ·Dy +Dy · ∇F2)

+λ−2[Dγ
xχj , (Dx −BDy)∗E0(Dx −BDy)]F2 + λ−2E0

The first term gives a bounded contribution to (8.17) by Lemma 8.2. The second term can be written(
λ−1(Dx −BDy)∗E0λ

−1(Dx −BDy) +D∗yE0λ
−1(Dx −BDy)

+ λ−1(Dx −BDy)∗E0Dy + λ−2E0(Dx −BDy)
)
χjF2

+ λ−1Dγ
x

(
(∂xχj)TE0λ

−1(Dx −BDy) + λ−1(Dx −BDy)∗E0∂xχj

)
F2

and again this gives a bounded contribution to (8.17) by Lemma 8.2.

We now return to the proof of Theorem 4.1 and calculate

q̇(t) = i〈e−itLλψ, F1[Lλ, Q̄]F1e
−itLλψ〉.

Let F1,1 be a C∞0 function of λ−2Lλ with slightly larger support than F1, so that F1F1,1 = F1. We will

show that

F1,1[iLλ, Q̄]F1,1 ≤ CQ̄ (8.18)

so that

q(t) ≤ eCtq(0).

First consider any term which arises when the cut-off F2 = F(|n|/λ<ε) is differentiated. The

derivative F ′2 has support in a region of the form {(σ, n) : λε1 < |n| < λε2} so that F ′2(λ/|n|)l is

bounded for any l. Thus F ′2 =
(
F ′2(λ/|n|)l

)
λ−l|n|l so that according to Lemma 8.2, (8.9), such a term

is bounded (and even decays faster that any inverse power of λ. Note that such a term occurring in the

commutator [Lλ, Q̄] appears alongside DαxD
β
y with |α| + |β| ≤ 3 but because we have an F1,1 on the

left and another on the right, (8.9) even allows |α|+ |β| ≤ 4 and we still obtain faster than any inverse
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power of λ decay.) Since Q̄ contains the constant 1 such terms are harmless and we will ignore them.

Thus we are left with showing

F1,1F2[iLλ, Q]F2F1,1 ≤ CQ̄. (8.19)

We write

hk = D∗xG
−1
Σ (x)Dx

when the x refers to the kth co-ordinate patch. Then

χkhkχk =
1
2
(
χ2
khk + hkχ

2
k

)
+ (∂xχk)TG−1

Σ ∂xχk

so that

[Lλ, Q] =
∑
k

(
1
2

[Lλ, χ2
k]hk +

1
2
hk[Lλ, χ2

k]

+ [Lλ,mk] +
1
2
χ2
k[Lλ, hk] +

1
2

[Lλ, hk]χ2
k

)
where mk = (∂xχk)TG−1

Σ ∂xχk. We must make use of some cancellation which occurs above so we

write ∑
k

1
2

[Lλ, χ2
k]hk =

∑
k,j

1
2

[Lλ, χ2
k](hk − hj)χ2

j +
∑
k,j

1
2

[Lλ, χ2
k]hjχ2

j

and note that the second term on the right vanishes because
∑
k χ

2
k = 1. Thus we obtain

[Lλ, Q] =
∑
k,j

1
2

[Lλ, χ2
k](hk − hj)χ2

j +
1
2
χ2
j(hk − hj)[Lλ, χ2

k]

+ [Lλ,M] +
∑
k

1
2
χ2
k[Lλ, hk] +

1
2

[Lλ, hk]χ2
k

whereM =
∑

kmk.

In the term [Lλ, χ2
k](hk − hj)χ2

j we refer all operators to the jth co-ordinate patch. Thus

hk − hj = D̃∗xG̃
−1
Σ D̃x −D∗xG−1

Σ Dx

where∼ refers to the kth co-ordinate system. We obtain (schematically) D̃x = MTDx+λE1Dy where

MG̃−1
Σ MT = G−1

Σ . Hence

hk − hj = (λE1Dy + E0)Dx + λ2E2DyDy + λE1Dy + E0.

After some calculation we find∑
k,j

1
2

[Lλ, χ2
k](hk − hj)χ2

j +
1
2
χ2
j(hk − hj)[Lλ, χ2

k]

=
∑
j

χjD
∗
x(λE1Dy + E0)Dxχj + χjD

∗
x(λ2E2DyDy + λE1Dy + E0)

+ χ̃j
(
D∗yλ

3E3DyDy + λ2E2DyDy + λE1Dy + E0

)
(8.20)
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where χ̃j ∈ C∞(Σ) with suppχ̃j contained in the jth co-ordinate patch. Noticing the presence of F2

in (8.19) and using Lemma 8.3 withα = 0 along with (8.9) of Lemma 8.2, we see that the terms in (8.20)

give a contribution to the left side of (8.19) which is bounded by CQ̄.

We can re-expandM =M(σ) writingM =
∑

kMχ2
k and then we find

[Lλ,M] =
∑
k

χk(D∗xE0 + λE1Dy + E0)

which is readily handled by Lemma 8.3 and (8.9) of Lemma 8.2. We now expand the terms involving

[Lλ, hk]. After some calculation we obtain∑
k

1
2
χ2
k[L− λ, hk] +

1
2

[Lλ, hk]χ2
k

=
∑
k

χkD
∗
x (E1Dx + λE1Dy + λE1 + E0)Dxχk

+
∑
k

χkD
∗
x

(
(λ2E2 + λE1)DyDy + λE1Dy + λE1 + E0

)
+
∑
k

χk
(
(λ2E2 + λE1)DyDy + (λE1 + E0)Dy + λE1 + E0 + λ−1E0

)
+
∑
k

(χkD∗xE1Dx + χ̃kEqDx)

where χ̃k ∈ C∞(Σ) has support in the kth co-ordinate patch with χ̃kχk = χk. These terms are also

easily handled with a combination of Lemma 8.2, (8.9) and Lemma 8.3. This completes the proof of

(8.19) and shows

q(t) ≤ eCtq(0).

Finally

q(0) = 〈F1ψ, Q̄F1ψ〉

has λ dependence and must be bounded uniformly in λ. But this follows from Lemma 8.3 (with

l = α = β = 0) and the fact that ‖Q̄1/2ψ‖2 = 〈ψ, Q̄ψ〉 <∞, independently of λ.

We now return to (8.15). We introduce a stronger cutoff in the n variable by restricting |n|/λs < 1

where s ∈ (0, 1). Thus let F3 = F(|n|/λs<1) be a smooth cutoff the the indicated region. We note that

‖(1− F3)F1‖ ≤ λ−s‖(1− F1)λs/|n|‖ · ‖〈n〉F1‖ ≤ Cλ−s

by (8.7) of Lemma 8.2. Thus it is sufficient to prove

lim
λ→∞

sup
t∈[0,T ]

∣∣〈F0,1ψ, e
itL0,λF3e

−itLλF1ψ〉 − 〈F0,1ψ, F3F1ψ〉
∣∣ = 0

By the fundamental theorem of calculus we obtain

〈F0,1ψ, e
itL0,λF3e

−itLλF1ψ〉 − 〈F0,1ψ, F3F1ψ〉

= i

∫ t

0

〈F0,1ψ, e
isL0,λ ([L0,λ, F3] + F3(L0,λ − Lλ)) e−isLλF1ψ〉ds

(8.21)

44



The term [L0,λ, F3] contains derivatives of F3 and thus by Lemma 8.2, (8.9) its contribution to (8.21)

decays faster than any inverse power of λ uniformly for t ∈ [0, T ]. According to Lemma 7.1, on the

support of F3 we have

Lλ − L0,λ =
∑
k

χk

(
(Dx −BDy)∗E1(Dx − BDy) + E1

)
χk.

Thus, aside from terms involving derivatives of F3, which again can be handled by Lemma 8.2, (8.9)

we need only show that

lim
λ→∞

sup
s∈[0,T ]

∣∣∣〈F0,1e
isL0,λψ,

(
F2χk(Dx −BDy)∗F3E1(Dx −BDy)F2χk + χ2

kF3E1

)
F1e
−isLλψ〉

∣∣∣ = 0

Now

‖F3E1F1‖ ≤ Cλ−1‖〈n〉F1‖ ≤ Cλ−1

so we need only bound the product

‖(Dx −BDy)χkF2F0,1e
−sL0,λψ‖ · ‖F3E1‖ · ‖(Dx −BDy)χkF2F1e

−isLλψ‖.

By Lemma 8.2, (8.8)

‖BDyχkF2F],1‖ ≤ C

and by (8.16) ∑
s∈[0,T ]

‖DxχkF2F],1e
isL]λψ‖ ≤ C.

Finally

‖F3E1‖ ≤ Cλs/λ = Cλs−1,

which proves (8.15) and thus completes the proof of the theorem.

Proof of Theorem 4.2: To prove the theorem, it suffices to show that for any ψ ∈ C∞0 (NΣ),

lim
λ→∞

sup
0≤t≤T

∥∥∥(e−it(HB+λ2HO) − e−itλ
2HOe−itHB

)
ψ
∥∥∥2

= 0

This can be rewritten as

lim
λ→∞

sup
0≤t≤T

∣∣∣〈ψt,λ − e−itHBψ, e−itHBψ〉∣∣∣ = 0 (8.22)

where

ψt,λ = eitλ
2HOe−it(HB+λ2HO)ψ

We will show that for any ϕ ∈ L2(NΣ, dvolNΣ)

lim
λ→∞

sup
0≤t≤T

∣∣∣〈ψt,λ − e−itHBψ, ϕ〉∣∣∣ = 0, (8.23)
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which will imply (8.22).

This implication follows from the general fact that if ψt,λ converges to some ψt,∞ with

sup
0≤t≤T

‖ψt,∞‖ ≤ C

in the sense that

lim
λ→∞

sup
0≤t≤T

|〈ψt,λ − ψt,∞, ϕ〉| = 0

then, for any continuous function ϕt from [0, T ] into L2(NΣ, dvolNΣ),

lim
λ→∞

sup
0≤t≤T

|〈ψt,λ − ψt,∞, ϕt〉| = 0.

To see this, pick an orthonormal basis {ϕn}. Then

sup
0≤t≤T

|〈ψt,λ − ψt,∞, ϕt〉|

≤ sup
0≤t≤T

∣∣∣∣∣
N∑
n=1

〈ψt,λ − ψt,∞, ϕn〉〈ϕn, ϕt〉
∣∣∣∣∣+ sup

0≤t≤T

∣∣∣∣∣
∞∑

n=N+1

〈ψt,λ − ψt,∞, ϕn〉〈ϕn, ϕt〉
∣∣∣∣∣

≤ C sup
0≤t≤T

N∑
n=1

|〈ψt,λ − ψt,∞, ϕn〉|+ C sup
0≤t≤T

‖(1− PN )ϕt‖,

where PN denotes the orthogonal projection onto the span of ϕ1, . . . , ϕN . The first term on the right

tends to zero as λ→∞, by assumption. Hence

lim sup
λ→∞

sup
0≤t≤T

|〈ψt,λ − ψt,∞, ϕt〉| ≤ C sup
0≤t≤T

‖(1− PN )ϕt‖

But {φt : t ∈ [0, T ]} is compact and 1 − PN goes to zero uniformly on compact sets. Therefore the

right side tends to zero as N →∞.

Thus it suffices to prove (8.23), which we will do in two steps. First, we will show that for every

sequence λj →∞, there exists a subsequence µj and a bounded, weakly continuousL2(NΣ, dvolNΣ)

valued function ψt,∞ such that

sup
0≤t≤T

∣∣〈ψt,µj − ψt,∞, ϕ〉∣∣→ 0 (8.24)

for every ϕ ∈ L2(NΣ, dvolNΣ). Then, to complete the proof, we will show that ψt,∞ is always the

same, and equal to e−itHBψ.

To take the first step, we begin with a sequence λj → ∞. Let {ϕn} be an orthonormal basis of

vectors in C∞0 (NΣ). Define

wn,λ(t) = 〈ψt,λ, ϕn〉

Then for fixed n, wn,λ(t) are a family of functions of t ∈ [0, T ], uniformly bounded as λ→∞. Still for

fixed n, this family is equicontinuous, since the derivative is bounded independently of λ. This follows
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from ∣∣∣∣ ddt 〈ψt,λ, ϕn〉
∣∣∣∣ =

∣∣∣−i〈eitλ2HOHBe
−it(HB+λ2HO)ψ, ϕn〉

∣∣∣
=
∣∣∣〈ψt,λ, eitλ2HOHBe

−itλ2HOϕn〉
∣∣∣

≤ ‖ψ‖ · ‖
∑
ν

eitλ
2〈ν,ω〉Fνϕn‖

≤ ‖ψ‖ ·
∑
ν

‖Fνϕn‖ = Cn

The sum over ν is finite. Here we used (7.14), and that ϕn is in C∞0 (NΣ), and therefore in the domain

of Fν .

Using Ascoli’s theorem, we may now choose a subsequence λj1 of λj so that w1,λj1
(t) converges

to some continuous functionw1,∞(t), uniformly in t for t ∈ [0, T ]. Then we may choose a subsequence

λj2 of λj1 with w2,λj2
(t) converging uniformly to some continuous function w2,∞(t). Continuing in

this way, and then taking a diagonal subsequence, we end up with a subsequence µj such that

sup
0≤t≤T

∣∣wn,µj (t)− wn,∞(t)
∣∣→ 0

for every n. Notice that
N∑
n=1

|wn,∞(t)|2 = lim
j→∞

N∑
n=1

|〈ψt,µj , ϕn〉|2

≤ ‖ψt,µj‖2

= ‖ψ‖2

This implies that
∑∞
n=1 |wn,∞(t)|2 ≤ ‖ψ‖2, so that

ψt,∞ =
∑
n

wn,∞(t)ϕn

is well defined with ‖ψt,∞‖ ≤ ‖ψ‖. Clearly, for any n, 〈ψt,µj −ψt,∞, ϕn〉 → 0 as j →∞. This implies

(8.24)

Now take the second step of identifying ψt,∞. Let ϕ ∈ C∞0 (NΣ). Then

〈ψt,µj , ϕ〉 = 〈ψ, ϕ〉+ i

∫ t

0

〈ψs,µj , eisµ
2
jHOHBe

−isµ2
jHOϕ〉ds

= 〈ψ, ϕ〉+ i

∫ t

0

〈ψs,∞, eisµ
2
jHOHBe

−isµ2
jHOϕ〉ds

+ i

∫ t

0

〈ψs,µj − ψs,∞, eisµ
2
jHOHBe

−isµ2
jHOϕ〉ds

(8.25)

Since ϕ ∈ C∞0 (NΣ) the formula (7.14) implies that

|〈ψs,µj − ψs,∞, eisµ
2
jHOHBe

−isµ2
jHOϕ〉| ≤

∑
ν

|〈ψs,µj − ψs,∞, Fνϕ〉|
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Thus the second term of (8.25) tends to zero as j →∞. On the other hand

lim
j→∞

∫ t

0

〈ψs,∞, eisµ
2
jHOHBe

−isµ2
jHOϕ〉ds = lim

j→∞

∑
ν

∫ t

0

eisµ
2
j 〈ν,ω〉〈ψs,∞, Fνϕ〉ds

=
∫ t

0

〈ψs,∞, HBϕ〉ds

by the Riemann Lebesgue lemma. Thus, taking j →∞ in (8.25) we obtain

〈ψt,∞, ϕ〉 = 〈ψ, ϕ〉+ i

∫ t

0

〈ψs,∞, HBϕ〉ds. (8.26)

Now let ϕ̃ be in the domain ofHB . SinceC∞0 is a core forHB , we may use an approximation argument

to replace ϕ with e−isHB ϕ̃ and HBϕ with HBe
−isHB ϕ̃ in the equation above. We find, using (8.26),

d

ds
〈ψs,∞, e−isHB ϕ̃〉 =

d

dt
〈ψt,∞, e−isHB ϕ̃〉

∣∣∣
t=s

+
d

dt
〈ψs,∞, e−itHB ϕ̃〉

∣∣∣
t=s

= i〈ψs,∞, HBe
−isHB ϕ̃〉 − i〈ψs,∞, HBe

−isHB ϕ̃〉

= 0

Thus 〈ψs,∞, e−isHB ϕ̃〉 is constant. But when s = 0, equation (8.26) implies 〈ψs,∞, e−isHB ϕ̃〉 = 〈ψ, ϕ̃〉.
Thus〈eisHBψs,∞ − ψ, ϕ̃〉 = 0 for every ϕ̃ in the domain of HB . This implies eisHBψs,∞ = ψ, or

ψs,∞ = e−isHBψ, and completes the proof.
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