EQUALITY OF SKEW SCHUR FUNCTIONS IN NONCOMMUTING VARIABLES
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Abstract. The question of classifying when two skew Schur functions are equal is a substantial open problem, which remains unsolved for over a century. In 2022, Aliniaeifard, Li and van Willigenburg introduced skew Schur functions in noncommuting variables, \( s_{(\delta, D)} \), where \( D \) is a connected skew diagram with \( n \) boxes and \( \delta \) is a permutation in the symmetric group \( S_n \).

In this paper, we combine these two and classify when two skew Schur functions in noncommuting variables are equal: \( s_{(\delta, D)} = s_{(\tau, T)} \) such that \( D \neq T \) if and only if \( D \) is a nonsymmetric ribbon, \( T \) is the antipodal rotation of \( D \) and \( \tau^{-1} \delta \) is an explicit bijection between two set partitions determined by \( D \).

1. Introduction

The problem of classifying when two skew Schur functions are equal has been open since Schur introduced them in 1901 [14]. While partial progress has been made [10, 11, 12, 16], only a few special cases have been classified, for example [6, 8, 9, 15]. The most notable of these classifications was that of ribbon Schur functions [6], where the classification had further impact [2, 3, 4, 7]. Another long-standing problem was to find a basis analogous to that of Schur functions for the algebra of symmetric functions in noncommuting variables. This problem was posed in 2004 by Rosas and Sagan [13], and was eventually resolved in 2022 by Aliniaeifard, Li and van Willigenburg [1]. In this short paper we combine these two problems and classify succinctly when two skew Schur functions in noncommuting variables are equal:

Main Theorem. Given two connected skew diagrams \( D \) and \( T \) such that \( D \neq T \), we have that the skew Schur functions in noncommuting variables

\[ s_{(\delta, D)} = s_{(\tau, T)} \]
if and only if

(1) \( D \) is a nonsymmetric ribbon and

(2) \( T = D^* \), and

(3) the bijection \( \tau^{-1} \delta : j \mapsto n + 1 - \tau^{-1} \delta(j) \) preserves each block of the set partition \([\alpha]\) where \( n = |D| \) and \( \alpha \) is the row-length composition of \( D \).

In particular, in Section 2, we give all the background needed to understand the above theorem, and prove some small but valuable lemmas. Then we devote Section 3 to proving the above theorem, which we restate just before the proof as Theorem 3.1.

2. Background

We begin by reviewing the combinatorial concepts we need, before introducing our algebras and functions of study.

A composition \( \alpha = (\alpha_1, \ldots, \alpha_l) \) of \( n \) is a finite sequence of positive integers \( \alpha_1, \ldots, \alpha_l \) such that \( \sum_{i=1}^l \alpha_i = n \), denoted by \( \alpha \vdash n \). We call the \( \alpha_i \) the parts of \( \alpha \), \( \ell(\alpha) = l \) the length of \( \alpha \) and \( |\alpha| = n \) the size of \( \alpha \). We denote by 0 the unique composition of length and size 0. If the parts of \( \alpha \) appear in weakly decreasing order, then we call this a partition \( \lambda \), denoted by \( \lambda \vdash n \), and if the parts of \( \alpha \) are allowed to include 0 then we call this a weak composition. Note that every composition \( \alpha \) determines a partition \( \lambda(\alpha) = (\lambda(\alpha)_1, \ldots, \lambda(\alpha)_{\ell(\alpha)}) \) obtained by listing the parts of \( \alpha \) in weakly decreasing order. Given a composition \( \alpha = (\alpha_1, \ldots, \alpha_{\ell(\alpha)}) \) we define

\[
\alpha! = \alpha_1! \cdots \alpha_{\ell(\alpha)}! \text{ and } \alpha^* = (\alpha_{\ell(\alpha)}, \ldots, \alpha_1).
\]

Meanwhile, given two compositions of \( n \), \( \alpha = (\alpha_1, \ldots, \alpha_{\ell(\alpha)}) \) and \( \beta = (\beta_1, \ldots, \beta_{\ell(\beta)}) \), we say that \( \beta \) is a coarsening of \( \alpha \) (or \( \alpha \) is a refinement of \( \beta \)), denoted by \( \beta \triangleright \alpha \), if \( \beta \) is obtained from \( \alpha \) by adding together adjacent parts of \( \alpha \), and \( \beta \) dominates \( \alpha \) if \( \sum_{j=1}^i \beta_j \geq \sum_{j=1}^i \alpha_j \) for all \( 1 \leq i \leq \min\{\ell(\alpha), \ell(\beta)\} \).

**Example 2.1.** If \( \alpha = (1, 2, 1, 3, 2) \vdash 9 \) then \( \ell(\alpha) = 5 \), \( |\alpha| = 9 \) and \( \lambda(\alpha) = (3, 2, 2, 1, 1) \). Note that \( \alpha! = 1!2!1!3!2! = 24 \), \( \alpha^* = (2, 3, 1, 2, 1) \), and \( (1, 3, 3, 2) \triangleright (1, 2, 1, 3, 2) \).

Given a partition \( \lambda = (\lambda_1, \ldots, \lambda_{\ell(\lambda)}) \), we say that its diagram, also denoted by \( \lambda \), is the array of left-justified boxes with \( \lambda_i \) boxes in row \( i \) from the top. Given two partitions \( \lambda = (\lambda_1, \ldots, \lambda_{\ell(\lambda)}) \vdash n \) and \( \mu = (\mu_1, \ldots, \mu_{\ell(\mu)}) \vdash m \) such that \( \ell(\mu) \leq \ell(\lambda) \) and \( \mu_i \leq \lambda_i \) for all \( 1 \leq i \leq \ell(\mu) \) we say that \( \mu \) is contained in \( \lambda \), denoted by \( \mu \subseteq \lambda \), and moreover the skew diagram \( \lambda/\mu \) of size \( (n - m) = |\lambda/\mu| \) is the array of boxes contained in \( \lambda \) but not in \( \mu \) when the array of boxes of \( \mu \) is positioned in the top-left corner of the array of boxes of \( \lambda \). Given a skew diagram \( \lambda/\mu \) we define \( (\lambda/\mu)^* \) to be the \( 180^\circ \) antipodal rotation of \( \lambda/\mu \), and we say that it is symmetric if \( \lambda/\mu = (\lambda/\mu)^* \).
We say that a skew diagram is connected if each pair of adjacent rows overlap in at least one column, and say that it is a ribbon if each pair of adjacent rows overlap in exactly one column. How much certain sets of rows overlap will be important for the rest of our paper and so we define this formally now, in addition to often referring to skew diagrams by letters such as $D$ in order to streamline notation.

**Definition 2.2.** Let $D$ be a skew diagram occupying $r$ rows. For each $k \in \{1, \ldots, r\}$, we define the $k$-row overlap composition to be the (weak) composition $\alpha^{(k)}(D) = (r_1^{(k)}, \ldots, r_{r-k+1}^{(k)})$ where $r_i^{(k)}$ is the number of columns occupied in common by the rows $i, i+1, \ldots, i+k-1$. Let $\lambda^{(k)}(D)$ be the $k$-row overlap partition, that is, the partition determined by rearranging the parts of $\alpha^{(k)}(D)$ in weakly decreasing order. Furthermore, the row-length composition is $\alpha(D) = \alpha^{(1)}(D)$, and the row-length partition is $\lambda(D) = \lambda(\alpha(D))$.

**Example 2.3.** The skew diagram for $D = (5, 5, 4, 4, 2)/(4, 3, 3, 1)$ is a ribbon where $|D| = 9$ and is the skew diagram on the left, while $D^*$ is the skew diagram on the right.

Note that $\alpha(D) = \alpha^{(1)}(D) = (1, 2, 1, 3, 2), \alpha^{(2)}(D) = (1, 1, 1, 1), \alpha^{(3)}(D) = (0, 0, 0), \alpha^{(4)}(D) = (0, 0), \alpha^{(5)}(D) = (0)$ and $\lambda(D) = (3, 2, 2, 1, 1)$.

Observe that for a skew diagram $D$,

$$\alpha(D^*) = (\alpha(D))^*$$

and that if $D$ is a ribbon, then because we know that every pair of adjacent rows overlap in exactly one column we have that $\alpha(D)$ determines the ribbon exactly, and hence there is a natural bijection between ribbons of size $n$ and compositions of size $n$.

We now move from diagrams to set partitions. Given $[n] = \{1, \ldots, n\}$, a set partition $\pi = \pi_1/\cdots/\pi_l$ of $[n]$ is a family of disjoint nonempty subsets of positive integers $\pi_1, \ldots, \pi_l$ such that $\bigcup_{i=1}^l \pi_i = [n]$, denoted by $\pi \vdash [n]$. We call the $\pi_i$ the blocks of $\pi$, $\ell(\pi) = l$ the length of $\pi$, and $|\pi| = n$ the size of $\pi$. We usually list the blocks by increasing least element, omitting set parentheses and commas for ease of legibility, and denote by $\emptyset$ the unique set partition of length and size 0. Note that every set partition $\pi$ determines a partition $\lambda(\pi) = (\lambda(\pi)_1, \ldots, \lambda(\pi)_{\ell(\pi)})$, obtained by listing the cardinalities of the block sizes of $\pi$ in weakly decreasing order, and we set $\lambda(\pi)! = \lambda(\pi)_1! \cdots \lambda(\pi)_{\ell(\pi)}!$.  

Example 2.4. Note that the family of disjoint subsets \{1\}, \{2, 4\}, \{3\}, \{5, 6, 7\}, \{8, 9\} is a set partition of [9], and as a set partition \pi we write

\[
\pi = 1/24/3/567/89 \vdash [9]
\]

with \(\ell(\pi) = 5, |\pi| = 9, \lambda(\pi) = (3, 2, 2, 1, 1)\) and \(\lambda(\pi)! = 3!2!2!1!1! = 24\).

Given two set partitions \(\pi \vdash [n]\) and \(\sigma = \sigma_1/\cdots/\sigma_{\ell(\sigma)} \vdash [m]\), we say that their slash product \([\pi] \cdot [\sigma]\) is

\[
(2.1) \quad \pi \cdot [\sigma] = \pi/\sigma_1 + n/\cdots/(\sigma_{\ell(\sigma)} + n) \vdash [n + m],
\]

where \(\sigma_i + n = \{s + n : s \in \sigma_i\}\) for \(1 \leq i \leq \ell(\sigma)\). We also say that two set partitions \(\pi, \sigma \vdash [n]\) satisfy \(\pi \leq \sigma\) if \(\sigma\) is obtained from \(\pi\) by merging blocks of \(\pi\). Returning to compositions, given a composition \(\alpha = (\alpha_1, \ldots, \alpha_{\ell(\alpha)}) \vdash n\), its corresponding set partition \([\alpha] \vdash [n]\) is

\[
(2.2) \quad [\alpha] = 1 \cdots \alpha_1/(\alpha_1 + 1) \cdots (\alpha_1 + \alpha_2)/\cdots/\left(\sum_{i=1}^{\ell(\alpha)-1} \alpha_i\right) + 1 \cdots n
\]

\[= [\alpha_1] \cdot [\alpha_2] \cdots [\alpha_{\ell(\alpha)}].\]

We use \([\alpha_i]_\alpha\) to denote each block of \([\alpha]\), in order to avoid confusion with the set \([\alpha_i] = \{1, \ldots, \alpha_i\}\).

Example 2.5. If \(\pi = 1/24/3 \vdash [4]\) and \(\sigma = 123/45 \vdash [5]\) then \(\pi \cdot [\sigma] = 1/24/3/567/89 \vdash [9]\). Meanwhile if \(\alpha = (1, 2, 1, 3, 2)\) then


with \([\alpha_4]_\alpha = \{5, 6, 7\}\).

We now turn our attention to the Hopf algebras of symmetric functions \(\text{Sym}\) and symmetric functions in noncommuting variables \(\text{NCSym}\), respectively. The Hopf algebra of symmetric functions \(\text{Sym}\) is the graded Hopf algebra

\[\text{Sym} = \text{Sym}^0 \oplus \text{Sym}^1 \oplus \cdots \subset \mathbb{Q}[x_1, x_2, \ldots]\]

where \([\cdot]\) means that the variables commute, \(\text{Sym}^0 = \text{span}\{1\}\) and the \(n\)th graded piece for \(n \geq 1\) has the following bases

\[\text{Sym}^n = \text{span}\{h_\lambda : \lambda \vdash n\} = \text{span}\{s_\lambda : \lambda \vdash n\}\]

where these functions are defined as follows, given a partition \(\lambda = (\lambda_1, \ldots, \lambda_{\ell(\lambda)}) \vdash n\).

The complete homogeneous symmetric function, \(h_\lambda\), is given by

\[h_\lambda = h_{\lambda_1} \cdots h_{\lambda_{\ell(\lambda)}}\]

where \(h_i = \sum_{j_1 \leq \cdots \leq j_i} x_{j_1} \cdots x_{j_i}\).
Example 2.6. \( h_{(2,1)} = (x_1 x_2 + x_1^2 + \cdots)(x_1 + x_2 + \cdots) \)

For the next basis we begin with two partitions \( \lambda = (\lambda_1, \ldots, \lambda_{\ell(\lambda)}) \) and \( \mu = (\mu_1, \ldots, \mu_{\ell(\mu)}) \) such that \( \mu \subseteq \lambda \), and define the Jacobi-Trudi matrix of the skew diagram \( \lambda / \mu \) to be

\[
JT(\lambda/\mu) = \begin{pmatrix} \lambda_j - \mu_j - i + j \\ 1 \leq i, j \leq \ell(\lambda) \end{pmatrix}
\]

where we set \( \mu_j = 0 \) for \( \ell(\mu) < j \leq \ell(\lambda) \), \( h_0 = 1 \) and any function with a negative index equals 0. Then the \textit{skew Schur function}, \( s_{\lambda/\mu} \), is given by

\[
s_{\lambda/\mu} = \det JT(\lambda/\mu)
\]

and if \( \mu = 0 \) then the \textit{Schur function}, \( s_\lambda \), is given by

\[
s_\lambda = \det JT(\lambda).
\]

Example 2.7. \( s_{(2,1)} = \det \begin{pmatrix} h_2 & h_3 \\ h_0 & h_1 \end{pmatrix} = h_2 h_1 - h_3 h_0 = h_{(2,1)} - h_{(3)} \)

In particular, if \( \lambda / \mu \) is a ribbon corresponding to the composition \( \alpha \), then the \textit{ribbon Schur function}, \( r_{\alpha} \), is given by \cite[Proposition 2.1]{keller}

\[
r_{\alpha} = (-1)^{\ell(\alpha)} \sum_{\beta \geq \alpha} (-1)^{\ell(\beta)} h_\beta.
\]

Example 2.8. \( r_{(2,1)} = h_{(2,1)} - h_{(3)} \)

The Jacobi-Trudi matrix also satisfies some particularly useful properties.

\begin{lemma}
Given a skew diagram \( \lambda / \mu \), let \( A_{ij} = \lambda_i - \mu_j - i + j \) for any \( i, j \). Then for any \( 1 \leq i < j \leq \ell(\lambda) \), and \( 1 \leq k < m \leq \ell(\lambda) \), we have that \( A_{ik} + A_{jm} = A_{im} + A_{jk} \).
\end{lemma}

\begin{proof}
This follows by the fact that both sides equal \( \lambda_i + \lambda_j - \mu_k - \mu_m - i + k - j + m \).
\end{proof}

\begin{lemma}
Let \( \lambda / \mu \) be a skew diagram with \( \ell = \ell(\lambda) \).

\begin{enumerate}
\item The largest subscript occurring on any nonzero entry \( h_L \) in the Jacobi-Trudi matrix \( JT(\lambda/\mu) \) is \( L = \lambda_1 + \ell - 1 \) and this subscript occurs exactly once, on the \((1, \ell)\)-entry \( h_L \).
\item The subscripts on the diagonal entries in \( JT(\lambda/\mu) \) are exactly

\[
\alpha(\lambda/\mu) = (\lambda_1 - \mu_1, \ldots, \lambda_{\ell} - \mu_{\ell})
\]

and the monomial \( h_{\lambda_1 - \mu_1} \cdots h_{\lambda_{\ell} - \mu_{\ell}} \) occurs in the determinant \( s_{\lambda/\mu} \)

\begin{enumerate}
\item with coefficient +1, and
\end{enumerate}
\end{enumerate}
\end{lemma}
(b) as the monomial whose subscripts rearranged into weakly decreasing order give the smallest partition of \(|\lambda/\mu|\) in dominance order among all nonzero monomials.

Meanwhile, the Hopf algebra of symmetric functions in noncommuting variables \(\text{NCSym}\) is the graded Hopf algebra
\[
\text{NCSym} = \text{NCSym}^0 \oplus \text{NCSym}^1 \oplus \cdots \subset \mathbb{Q}\langle\langle x_1, x_2, \ldots \rangle\rangle
\]
where \(\langle\langle \cdot \rangle\rangle\) means that the variables do not commute, \(\text{NCSym}^0 = \text{span}\{1\}\) and the \(n\)th graded piece for \(n \geq 1\) has the following bases
\[
\text{NCSym}^n = \text{span}\{h_\pi : \pi \vdash [n]\} = \text{span}\{s_\pi : \pi \vdash [n]\}
\]
where these functions are defined following [1], given a set partition \(\pi = \pi_1 / \cdots / \pi_{\ell(\pi)} \vdash [n]\).

The complete homogeneous symmetric function in \(\text{NCSym}\), \(h_\pi\), is given by [1, Lemma 2.14]
\[
h_\pi = \sum_{\varepsilon} \sum_{(i_1, \ldots, i_n)} x_{i_{\varepsilon(1)}} \cdots x_{i_{\varepsilon(n)}}
\]
where

1. the first sum is over all \(\varepsilon \in S_n\) that fixes the blocks of \(\pi\),
2. the second sum is over all \(n\)-tuples of positive integers \((i_1, \ldots, i_n)\) such that if \(j\) and \(k\) are in the same block of \(\pi\) with \(j < k\), then \(i_j \leq i_k\).

Example 2.11. \(h_{13/2} = 2x_1x_1x_1 + x_1x_1x_2 + x_2x_1x_1 + 2x_1x_2x_1 + x_1x_2x_3 + \cdots\)

These functions multiply together in a natural way.

Lemma 2.12. [5, Corollary 2.41] For set partitions \(\pi\) and \(\sigma\) we have that
\[
h_\pi h_\sigma = h_{\pi | \sigma}.
\]

Hence, much like their counterparts in \(\text{Sym}\), given a composition \(\alpha = (\alpha_1, \ldots, \alpha_{\ell(\alpha)})\) we have that
\[
h_{[\alpha]} = h_{[\alpha_1]} \cdots h_{[\alpha_{\ell(\alpha)}]}.
\]
We also have that [13, Section 2] given a permutation \(\delta \in S_n\)
\[
\delta \circ h_\pi = h_{\delta \pi}
\]
where \(\delta\) acts on \(\pi\) by sending every element \(i\) to \(\delta(i)\).

Example 2.13. \(321 \circ h_{12/3} = h_{1/23}\), where the permutation \(321 \in S_3\) is written in one-line notation.
Proof. Let $s$ be a skew Schur function.

For any connected skew diagram $D$, the noncommutative analogue of Leibniz’ determinantal formula for any matrix $A = (a_{ij})_{1 \leq i,j \leq n}$ with noncommuting entries $a_{ij}$ to be

$$
\text{det}(A) = \sum_{\varepsilon \in S_n} \text{sgn}(\varepsilon) a_{1 \varepsilon(1)} \cdots a_{n \varepsilon(n)}
$$

that takes the product of the entries from the top row to the bottom row, and $\text{sgn}(\varepsilon)$ is the sign of the permutation $\varepsilon$. Given two partitions $\lambda = (\lambda_1, \ldots, \lambda_{\ell(\lambda)})$ and $\mu = (\mu_1, \ldots, \mu_{\ell(\mu)})$ such that $\mu \subseteq \lambda$, we define the noncommutative Jacobi-Trudi matrix of the skew diagram $\lambda/\mu$ to be

$$
JT(\lambda/\mu) = \left( \frac{1}{(\lambda_i - \mu_j - i + j)!} h_{[\lambda_i - \mu_j - i + j]} \right)_{1 \leq i,j \leq \ell(\lambda)}
$$

where we set $\mu_j = 0$ for $\ell(\mu) < j \leq \ell(\lambda)$, $h_{[\lambda]} = h_{[\emptyset]} = 1$ and any function with a negative index equals 0. If $|\lambda/\mu| = n$ and $\delta \in S_n$, then the skew Schur function in $\text{NCSym}$, $s_{(\delta,\lambda/\mu)}$, is given by [1, Definition 4.2]

$$
s_{(\delta,\lambda/\mu)} = \delta \circ \text{det} \ JT(\lambda/\mu).
$$

If $\delta = \text{id}$, then we call this the source skew Schur function in $\text{NCSym}$, $s_{[\lambda/\mu]}$, hence given by [1, Definition 3.1]

$$
s_{[\lambda/\mu]} = \text{det} \ JT(\lambda/\mu) = \text{det} \left( \frac{1}{(\lambda_i - \mu_j - i + j)!} h_{[\lambda_i - \mu_j - i + j]} \right)_{1 \leq i,j \leq \ell(\lambda)}.
$$

Source skew Schur functions have the following property.

Lemma 2.14. For any connected skew diagram $D$ of size $n$, the source skew Schur function $s_{[D]}$ is a linear combination of $h_{[\gamma]}$ with $\gamma \models n$.

Proof. Let $D = \lambda/\mu$ with $|\lambda/\mu| = n$. For any $w \in S_{\ell(\lambda)}$, let $w(\alpha) = (w(\alpha_1), \ldots, w(\alpha_{\ell(\lambda)}))$ where $w(\alpha_i) = \lambda_i - \mu_{w(i)} - i + w(i)$. Then the determinantal formula of $s_{[\lambda/\mu]}$ gives that

$$
s_{[\lambda/\mu]} = \text{det} \left( (\lambda_i - \mu_j - i + j)!^{-1} h_{[\lambda_i - \mu_j - i + j]} \right)_{1 \leq i,j \leq \ell(\lambda)}
$$

$$
= \sum_{w \in S_{\ell(\lambda)}} \text{sgn}(w) \prod_{i=1}^{\ell(\lambda)} w(\alpha)!^{-1} h_{[w(\alpha)]}.
$$

Now by construction $w(\alpha) = w(\alpha_1) + \cdots + w(\alpha_{\ell(\lambda)})$ and

$$
\sum_{i=1}^{\ell(\lambda)} w(\alpha_i) = \sum_{i=1}^{\ell(\lambda)} \lambda_i - \mu_{w(i)} - i + w(i) = \sum_{i=1}^{\ell(\lambda)} \lambda_i - \mu_i = n
$$
as desired, because $w$ is a permutation. □
Given $π \vdash [n]$ let us arrange the blocks such that reading from left to right

1. block sizes weakly decrease, and
2. smallest elements of blocks of the same size are strictly increasing.

Let $δ_π$ be the permutation in one-line notation obtained by removing the slashes from $π$ with the blocks arranged as just described. Then the (standard) Schur function in NCSym, $s_π$, is given by [1, Definition 4.2]

\[ s_π = δ_π \circ s_{[λ(π)]} = δ_π \circ \det \left( \frac{1}{(λ(π)_i - i + j)!} h_{[λ(π)_i - i + j]} \right)_{1 ≤ i, j ≤ ℓ(π)}. \]

**Example 2.15.** The source Schur function in noncommuting variables $s_{[(2,1)]]}$ is

\[ s_{[(2,1)]]} = \det \left( \begin{array}{ccc}
\frac{1}{2!} h_{[2]} & \frac{1}{3!} h_{[3]} & \frac{1}{6!} h_{[1]} \\
\frac{1}{2!} h_{[0]} & \frac{1}{3!} h_{[1]} & \frac{1}{6!} h_{[123]} \\
\end{array} \right) = \det \left( \begin{array}{ccc}
\frac{1}{2!} h_{12} & \frac{1}{3!} h_{123} \\
\frac{1}{2!} h_{0} & \frac{1}{3!} h_{1} \\
\end{array} \right) \]

If $π = 13/2$, then $δ_π = 132 \in S_3$ in one-line notation and so

\[ s_{13/2} = 132 \circ s_{[(2,1)]]} = 132 \circ \left( \frac{1}{2} h_{12/3} - \frac{1}{6} h_{123} \right) = \frac{1}{2} h_{13/2} - \frac{1}{6} h_{123}. \]

Meanwhile the skew Schur function in noncommuting variables $s_{(321,(2,2)/(1))}$, where $321 \in S_3$ is in one-line notation, is

\[ s_{(321,(2,2)/(1))} = 321 \circ \det \left( \begin{array}{ccc}
\frac{1}{2!} h_{[1]} & \frac{1}{3!} h_{[3]} & \frac{1}{6!} h_{[2]} \\
\frac{1}{2!} h_{[0]} & \frac{1}{3!} h_{[1]} & \frac{1}{6!} h_{[123]} \\
\end{array} \right) = 321 \circ \det \left( \begin{array}{ccc}
\frac{1}{2!} h_{1} & \frac{1}{3!} h_{123} \\
\frac{1}{2!} h_{0} & \frac{1}{3!} h_{12} \\
\end{array} \right) \]

\[ = 321 \circ \left( \frac{1}{2} h_{1/23} - \frac{1}{6} h_{123} \right) = \frac{1}{2} h_{13/2} - \frac{1}{6} h_{123}. \]

Our classification will explain why $s_{[(2,1)]]} = s_{(321,(2,2)/(1))}$ later.

In particular, if $λ/μ$ is a ribbon corresponding to a composition $α$, then the ribbon Schur function in NCSym, $r_α$, is given by [1, Corollary 6.4]

\[ r_α = (-1)^{ℓ(α)} \sum_{β > α} (-1)^{ℓ(β)} \frac{h_{[β]}}{β!}. \]

**Example 2.16.** $r_{[(2,1)]]} = \frac{1}{2} h_{[(2,1)]]} - \frac{1}{6} h_{[(3)]}$
Connecting our two Hopf algebras Sym and NCSym is the homomorphism
\[ \rho : Q\langle\langle x_1, x_2, \ldots \rangle\rangle \rightarrow Q[[x_1, x_2, \ldots]] \]
that lets the variables commute, and explicitly relates the functions we have met as follows.

**Lemma 2.17.**

1. [13, Theorem 2.1] \( \rho(h_\pi) = \lambda(\pi)!h_\lambda(\pi) \)
2. [1] Lemma 4.4] \( \rho(s(\delta, \lambda/\mu)) = s_{\lambda/\mu} \)
3. [1] Corollary 6.4] \( \rho(r_\alpha) = r_\alpha \)

As a direct consequence, it follows that necessary conditions for the equality of two skew Schur functions are also necessary conditions for the equality of two skew Schur functions in NCSym, and so one ingredient for the proof of our classification is the following necessary condition, and it is in fact the final ingredient necessary to prove our classification.

**Lemma 2.18.** [12, Corollary 8.11] For two skew diagrams \( D \) and \( T \), if \( s_D = s_T \), then \( D \) and \( T \) must have the same \( k \)-row overlap partitions for all \( k \).

### 3. Proof of our main result

We are now ready to prove our main result, in which we classify when two skew Schur functions in NCSym are equal, recalling that a skew diagram \( D \) has its 180° antipodal rotation denoted by \( D^* \), is nonsymmetric if \( D \neq D^* \), and is a ribbon if each pair of adjacent rows overlap in exactly one column.

**Theorem 3.1.** Given two connected skew diagrams \( D \) and \( T \) such that \( D \neq T \), we have that the skew Schur functions in NCSym
\[ s(\delta, D) = s(\tau, T) \]
if and only if

1. \( D \) is a nonsymmetric ribbon and
2. \( T = D^* \), and
3. the bijection \( \overline{\tau^{-1}\delta} : j \mapsto n + 1 - \tau^{-1}\delta(j) \) preserves each block of the set partition \([\alpha]\) where \( n = |D| \) and \( \alpha \) is the row-length composition of \( D \).

**Proof.** In order to make the notation in our proof easier to read, if \( D, T \) are skew diagrams of size \( n \) and \( \delta, \tau \in S_n \), then we write \( (\delta, D) \sim (\tau, T) \), if \( s(\delta, D) = s(\tau, T) \). Additionally, we denote \((id, T)\) by \((T)\) where \( id \) is the identity permutation.
Note that \((\delta, \mathcal{D}) \sim (\tau, \mathcal{T})\), that is, \(\delta \circ s_{\mathcal{D}} = \tau \circ s_{\mathcal{T}}\) if and only if \((\tau^{-1}\delta) \circ s_{\mathcal{D}} = s_{\mathcal{T}}\), namely \((\tau^{-1}\delta, \mathcal{D}) \sim (\mathcal{T})\). Hence it suffices to only prove the sufficient and necessary conditions in this latter case.

Throughout we also use the notations of our Lemmas in the previous section.

For one direction, if \(\mathcal{D}\) is a ribbon corresponding to a composition \(\alpha\), and \(\mathcal{T} = \mathcal{D}^* \neq \mathcal{D}\), then by comparing entries on the main diagonal of \(JT(\mathcal{D})\) and \(JT(\mathcal{T})\) we see that \((\tau^{-1}\delta) \circ h_{[\alpha]} = h_{[\alpha^*]}\), since the bijection \(\tau^{-1}\delta : j \mapsto n + 1 - \tau^{-1}\delta(j)\) preserves each block of \([\alpha]\).

For any composition \(\beta\) satisfying \(\alpha \leq \beta\), we have \([\alpha] \leq [\beta]\) and thus the greatest lower bound of all \([\beta]\) such that \(\alpha \leq \beta\) equals \([\alpha]\). As a result, \((\tau^{-1}\delta) \circ h_{[\beta]} = h_{[\alpha^*]}\) for all \(\beta \geq \alpha\). In view of (2.12), we find that \((\tau^{-1}\delta) \circ r_{[\alpha]} = r_{[\alpha^*]}\), namely \((\delta, \mathcal{D}) \sim (\tau, \mathcal{T})\). This completes the proof in this direction.

For the other direction, suppose that \((\delta, \mathcal{D}) \sim (\tau, \mathcal{T})\), then we have \((\tau^{-1}\delta) \circ s_{\mathcal{D}} = s_{\mathcal{T}}\), that is, by (2.10) with \(\ell(\lambda) = \ell\),

\[
\sum_{w \in S_\ell} \text{sgn}(w) \prod_{i=1}^{\ell} w(\alpha)!^{-1} h_{(\tau^{-1}\delta)[w(\alpha)]}.
\]

Let

\[
\alpha = (A_{11}, \ldots, A_{ii}, A_{i+1,i+1}, \ldots, A_{\ell\ell}) \quad \text{and} \quad \gamma = (A_{11}, \ldots, A_{i+1,i}, A_{i+1,i}, \ldots, A_{\ell\ell})
\]

be the two (weak) compositions \(w(\alpha)\) corresponding to when \(w = \text{id}\) and \(w = (i,i+1)\), respectively. So in particular, \(\alpha\) is our usual row-length composition.

By Lemma 2.14 we find that \((\tau^{-1}\delta)[\alpha] = [\mu]\) and \((\tau^{-1}\delta)[\gamma] = [\nu]\) for some \(\mu, \nu \vdash n\). Both \([\mu]\) and \([\nu]\) have common blocks \((\tau^{-1}\delta)[A_{jj}]_\alpha\) for all \(j \notin \{i, i+1\}\) since \([\alpha]\) and \([\gamma]\) have common blocks \([A_{jj}]_\alpha = [A_{jj}]_\gamma\) for all \(j \notin \{i, i+1\}\).

We claim that two blocks \((\tau^{-1}\delta)[A_{ii}]_\alpha\) and \((\tau^{-1}\delta)[A_{i+1,i+1}]_\alpha\) must be adjacent in the sense that the union of \((\tau^{-1}\delta)[A_{ii}]_\alpha\) and \((\tau^{-1}\delta)[A_{i+1,i+1}]_\alpha\) is a set of consecutive integers.

To see this, since

\[
A_{ii} + A_{i+1,i+1} = A_{ii+1} + A_{i+1,ii},
\]

by Lemma 2.9 and \(A_{ii} < A_{i+1,i}\), by the definition of the Jacob-Trudi matrix, we have that

\[
(A_{ii})_\alpha \subseteq [A_{ii+1}]_\gamma \subseteq [A_{ii+1}]_\gamma \cup [A_{i+1,i+1}]_\gamma = [A_{ii}]_\alpha \cup [A_{i+1,i+1}]_\alpha.
\]

It follows that

\[
(\tau^{-1}\delta)[A_{ii}]_\alpha \subseteq (\tau^{-1}\delta)[A_{ii+1}]_\gamma \subseteq (\tau^{-1}\delta)[A_{ii}]_\alpha \cup (\tau^{-1}\delta)[A_{i+1,i+1}]_\alpha.
\]

Note that \((\tau^{-1}\delta)[A_{ii+1}]_\gamma\) is a block of \([\nu]\), which by definition is a set of consecutive integers, implying that \((\tau^{-1}\delta)[A_{ii}]_\alpha\) and \((\tau^{-1}\delta)[A_{i+1,i+1}]_\alpha\) must be adjacent as claimed. Consequently, because this is true for all \(1 \leq i \leq \ell - 1\), we have that either

- the permutation \(\tau^{-1}\delta\) preserves every block of \([\alpha]\), or
Consequently, since \( A_{n} \) is the unique largest block of any set partition \([w(\alpha)]\) and \((\tau^{-1}\delta)[w(\alpha)]\) as a result of (1) of Lemma 2.9, we are led to implying that \( A_{n} \leq 1 \), which implies that the row overlap of each pair of adjacent rows in \( D \) is 1, that is, \( D \) is a ribbon. Also \( T = D^* \neq D \) because \( \alpha \neq \alpha^* \) by assumption. This completes the case where \( \tau^{-1}\delta : j \mapsto n + 1 - \tau^{-1}\delta(j) \) preserves every block of \([\alpha]\) and \( \alpha \neq \alpha^* \).

Therefore, since \( A_{1\ell} \geq n \) and \( A_{1\ell} \leq n \), we have that

\[
A_{1\ell} = n = A_{11} + \cdots + A_{1\ell}.
\]

By repeatedly applying Lemma 2.9, we are led to

\[
A_{1\ell} = A_{11} + \cdots + A_{\ell\ell} = A_{1\ell} + A_{21} + \cdots + A_{\ell\ell-1},
\]

which gives that \( A_{j+1,j} = 0 \) for all \( 1 \leq j \leq \ell - 1 \), because \( D \) is connected and so by definition \( A_{j+1,j} \geq 0 \). Hence, \( s[D] \) is the determinant of a matrix whose subdiagonal entries are all \( h_0 = 1 \), which implies that the row overlap of each pair of adjacent rows in \( D \) is 1, that is, \( D \) is a ribbon. Also \( T = D^* \neq D \) because \( \alpha \neq \alpha^* \) by assumption. This completes the case where \( \tau^{-1}\delta : j \mapsto n + 1 - \tau^{-1}\delta(j) \) preserves every block of \([\alpha]\) and \( \alpha \neq \alpha^* \).

For the other case, where \( \tau^{-1}\delta \) preserves every block of \([\alpha]\), we will show that the only possible way to realize \( \tau^{-1}\delta, D \sim (T) \) is that \( D = T \).

Since \((\tau^{-1}\delta)[\alpha] = [\alpha]\) by assumption, and \((\tau^{-1}\delta) \circ h_{\pi} = h_{(\tau^{-1}\delta)\pi}\) for any set partition \(\pi\), and we know (3.2), we obtain that

\[
[A_{i}]_{\alpha} \subseteq (\tau^{-1}\delta)[A_{i+1}]_{\gamma} \subseteq [A_{i}]_{\alpha} \cup [A_{i+1}]_{\alpha} = [A_{i+1}]_{\gamma} \cup [A_{i+1}]_{\gamma},
\]

by (3.1). Consequently, because we know that \((\tau^{-1}\delta)[A_{i+1}]_{\gamma}\) and \((\tau^{-1}\delta)[A_{i+1}]_{\gamma}\) are blocks of \([\nu]\) they must each be a set of consecutive integers, and so \((\tau^{-1}\delta)[A_{i+1}]_{\gamma} = [A_{i+1}]_{\gamma}\) and \((\tau^{-1}\delta)[A_{i+1}]_{\gamma} = [A_{i+1}]_{\gamma}\). We also have that

\[
(\tau^{-1}\delta)[A_{jj}]_{\gamma} = (\tau^{-1}\delta)[A_{jj}]_{\alpha} = [A_{jj}]_{\alpha} = [A_{jj}]_{\gamma}
\]

for all \( j \not\in \{i, i + 1\} \) since \([\alpha]\) and \([\gamma]\) have common blocks \([A_{jj}]_{\alpha} = [A_{jj}]_{\gamma}\) for all \( j \not\in \{i, i + 1\} \), and so we have established that \( \tau^{-1}\delta \) preserves every block of \([\gamma]\), that is, \((\tau^{-1}\delta)[\gamma] = [\gamma]\).
Now if \((\tau^{-1}\delta, D) \sim (T)\), then \(s_{(\tau^{-1}\delta, D)} = s_{(\text{id}, T)}\) and so
\[
(3.3) \quad s_D = \rho(s_{(\tau^{-1}\delta, D)}) = \rho(s_{(\text{id}, T)}) = s_T
\]
according to Lemma 2.17. We will now keep (3.3) in mind to employ both the commutative
and noncommutative settings at once, in order to obtain our result for noncommuting variables. This we will do by determining the subscripts on the main diagonal and subdiagonal
entries of the Jacobi-Trudi matrix \(JT(T)\).

First we determine the subscripts on the main diagonal entries of the Jacobi-Trudi matrix
\(JT(T)\). In view of Lemma 2.18, the 1- and 2-row overlap partitions of \(D\) and \(T\) are the
same, that is, the set of subscripts on the main diagonal and subdiagonal entries of \(JT(D)\)
are the same as the ones of \(JT(T)\), respectively. By (2) \((a)-(b)\) of Lemma 2.10, only the
identity permutation, \(\text{id}\), gives rise to the term with subscripts \(A_{jj}\) for \(1 \leq j \leq \ell\) in \(s_D\) and \(s_T\) respectively. As a result, it follows from \((\tau^{-1}\delta)[\alpha] = [\alpha]\) that the subscript of the \((j, j)\)th
element of \(JT(T)\) must be \(A_{jj}\). Thus, we conclude that the subscripts on the main diagonal
entries of the Jacobi-Trudi matrix \(JT(T)\) are identical to those of the Jacobi-Trudi matrix
\(JT(D)\).

Now we turn our attention to the subscripts on the subdiagonal entries of the Jacobi-Trudi
matrix \(JT(T)\). Because we verified earlier that \((\tau^{-1}\delta)[\gamma] = [\gamma]\), the (weak) composition
\(\gamma = (A_{11}, \ldots, A_{ii+1}, A_{i+1i}, \ldots, A_{ii})\) appears as the subscript of a complete homogeneous
symmetric function in the determinantal expansion of \(JT(T)\). Since the \(A_{jj}\) are the sub-
scripts of the \((j, j)\)th entries on the main diagonal of \(JT(T)\), by above, and
\[
A_{ii+1} > A_{ii} > A_{i+1i},
\]
the subscript of the \((i + 1, i)\)th entry of \(JT(T)\) must be \(A_{i+1i}\) by Lemma 2.9.

Because this is true for all \(1 \leq i \leq \ell - 1\), we obtain that the subscripts on the subdiagonal
entries of the Jacobi-Trudi matrix \(JT(T)\) are identical to those of the Jacobi-Trudi matrix
\(JT(D)\). Thus,
\[
JT(T) = JT(D)
\]
because the subscripts on the main diagonal and subdiagonal entries of any Jacobi-Trudi
matrix determine the remaining subscripts of the remaining entries by the definition of the
Jacobi-Trudi matrix. This leads to \(D = T\) and \(\tau^{-1}\delta\) preserves every block of \(w(\alpha)\) for any
\(w \in S_\ell\), by definition. This completes the case where \(\tau^{-1}\delta\) preserves every block of \([\alpha]\).

Consequently, putting both these cases together, if \(D \neq T\), then \(D\) must be a ribbon and
\(T = D^* \neq D\). This completes the proof of the other direction, and we are done. \(\square\)
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