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The dynamical behavior of multi-spot solutions in a two-dimensional domain Ω is analyzed for the two-component

Schnakenburg reaction-diffusion model in the singularly perturbed limit of small diffusivity ε for one of the two com-

ponents. In the limit ε → 0, a quasi-equilibrium spot pattern in the region away from the spots is constructed by

representing each localized spot as a logarithmic singularity of unknown strength Sj for j = 1, . . . , K at unknown spot

locations xj ∈ Ω for j = 1, . . . , K. A formal asymptotic analysis, which has the effect of summing infinite logarithmic

series in powers of −1/ log ε, is then used to derive an ODE differential algebraic system (DAE) for the collective coor-

dinates Sj and xj for j = 1, . . . , K, which characterizes the slow dynamics of a spot pattern. This DAE system involves

the Neumann Green’s function for the Laplacian. By numerically examining the stability thresholds for a single spot

solution, a specific criterion in terms of the source strengths Sj , for j = 1, . . . , K, is then formulated to theoretically

predict the initiation of a spot-splitting event. The analytical theory is illustrated for spot patterns in the unit disk and

the unit square, and is compared with full numerical results computed directly from the Schnakenburg model.

Key words: singular perturbations, spots, self-replication, logarithmic expansions, Neumann Green’s function, non-
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1 Introduction

Localized spatio-temporal patterns consisting of spots or clusters of spots have been observed in many physical and

chemical experiments. Such localized patterns can exhibit a variety of dynamical behaviors and instabilities including

slow spot drift, temporal oscillations of spots, spot annihilation, and spot self-replication. Physical experiments where

some of this phenomena has been observed include the ferrocyanide-iodate-sulphite reaction (cf. [28], the chloride-

dioxide-malonic acid reaction (cf. [11]), and certain semiconductor gas discharge systems (cf. [3], [4], [36]).

Numerical simulations of certain singularly perturbed two-component reaction-diffusion systems with very simple

kinetics, such as the Gray-Scott model, have shown the occurrence of very complex spatio-temporal localized patterns

consisting of either spots, stripes, or space-filling curves in a two-dimensional domain (cf. [39], [35], [27], [30]). Some

of these reduced two-component reaction-diffusion systems model, at least qualitatively, the more complex chemically

interacting systems of the experimental studies of [28] and [11]. Alternatively, three-component reaction diffusion

systems (cf. [7]) have been used for modeling the dynamics and instabilities of spot patterns that have been observed

in certain gas-discharge experiments (cf. [3], [4], [36]). A survey of experimental and theoretical studies, through

reaction-diffusion modeling, of localized spot patterns in various physical or chemical contexts is given in [44].

Mathematically, a spot pattern for a reaction-diffusion system in a multi-dimensional domain Ω is a spatial pattern

where at least one of the solution components is highly localized near certain discrete points in Ω that can evolve dy-

namically in time. For certain singularly perturbed two-component reaction-diffusion models in one space dimension,
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such as the Gray-Scott and Gierer-Meinhardt models, there has been considerable analytical progress in understand-

ing both the dynamics and the various types of instabilities of spike patterns, including self-replicating instabilities

(see [37], [38], [43], [15], [12], [25], [41] and many of the references therein). In contrast, in a two-dimensional

spatial domain there are only a few analytical results characterizing spot dynamics, such as [9], [24], and [46], for

a one-spot solution of the Gierer-Meinhardt model, and the studies of [16], [17], and [18], for exponentially weakly

interacting spots in various contexts. Alternatively, for PDE models that admit a variational formulation, such as

the Ginzburg-Landau type models of superconductivity, there are many formal asymptotic (cf. [14]) and rigorous

(cf. [22]) results for the dynamics of localized vortices in two-dimensional domains. With regards to the stability of

equilibrium multi-spot patterns for singularly perturbed reaction diffusion systems, an analytical theory based on the

rigorous derivation and analysis of certain nonlocal eigenvalue problems (NLEP) has been developed in [48], [49],

[50], [51], [52], and [53], for the Gierer-Meinhardt and Gray-Scott models. A survey of this theory, together with a

further application of it to the Schnakenburg model, is given in [54].

The goal of this paper is to study the dynamics and instabilities of spot patterns for a certain limiting form of the

singularly perturbed two-component Schnakenburg model

Vt = ε2∆V + b− V + UV2 , Ut = Du∆U + a− UV2 , x ∈ Ω ; ∂nU = ∂nV = 0 , x ∈ ∂Ω . (1.1)

For this model, V is spatially localized and the full numerical computations of [31] have shown the occurrence of

spot-splitting for V on a slowly growing time-dependent domain. In the simpler context of a one-dimensional domain,

the stability problem for equilibrium spike patterns for (1.1) with b = 0 has been studied analytically in [23] and

[47]. Moreover, in certain parameter regimes it has been shown numerically in [5], [10], and [19], that spike patterns

for (1.1) can undergo self-replication in a slowly growing one-dimensional domain.

To facilitate the analysis, in this paper we will consider (1.1) in the limit ε→ 0 with Du = D/ε2, where D = O(1).

In this limit, we introduce the new variables v and u by v = ε2V and u = ε−2U . Upon substituting these scalings

into (1.1), and neglecting the asymptotically negligible bε2 term, we obtain the simplified system

vt = ε2∆v − v + uv2 , ε2ut = D∆u+ a− ε−2uv2 , x ∈ Ω ; ∂nu = ∂nv = 0 , x ∈ ∂Ω . (1.2)

Here 0 < ε � 1, D > 0, and a > 0, are parameters. In this paper, we will also refer to (1.2) as the Schnakenburg

model. This limiting system is similar to the Gray-Scott model, but its solution behavior is somewhat simpler.

The explicit goal of this paper is to develop a formal asymptotic analysis in the limit ε→ 0 to explicitly characterize

the slow dynamics of quasi-equilibrium multi-spot patterns for (1.2). A combination of numerical and analytical tech-

niques is then used to determine the stability of the quasi-equilibrium spot patterns and to make explicit predictions

for the onset of any spot-splitting events.

In §2.1 we use the method of matched asymptotic expansions to construct a one-spot quasi-equlibrium solution

to (1.2) centered at some x = x0 ∈ Ω. This construction is done in terms of the solution V (ρ) and U(ρ), with

ρ ≡ ε−1|x− x0|, to the following coupled nonlinear radially symmetric “core problem”:

Vρρ +
1

ρ
Vρ − V + UV 2 = 0 , Uρρ +

1

ρ
Uρ − UV 2 = 0 , 0 < ρ <∞ , (1.3 a)

V → 0 , U ∼ S log ρ+ χ(S) +O(ρ−1) , as ρ→ ∞ . (1.3 b)

To construct a quasi-equilibrium one-spot pattern for (1.2), (1.3) is solved numerically for a range of source strength

S > 0, which then determines the function χ = χ(S) in (1.3 b). In the context of the Gray-Scott model in R
2,
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this core problem, without the explicit far-field condition (1.3 b), was first identified in §5 of [34] and its solutions

computed numerically. The far-field form (1.3 b) for the (inner) core solution for u then gives a Couloumb singularity

u ∼ S log |x − x0| + S/ν + χ(S), where ν ≡ −1/ log ε, with a pre-specified non-singular part, for the corresponding

outer solution for u as x → x0. By analytically solving the outer problem for u subject to this singularity structure,

an algebraic equation for S is derived that has the effect of summing all of the logarithmic terms in powers of ν

involved in the determination of S. Related infinite logarithmic series in powers of ν also occur in the asymptotic

analysis of various classes of linear and nonlinear eigenvalue problems and diffusion problems in two-dimensional

domains that contain localized defects such as traps and holes (cf. [8], [40], [42], [45]). In contrast to the nonlinear

core problem (1.3) involved in the analysis of (1.2), in all of these previous problems (cf. [8], [40], [42], [45]) the

solution in the vicinity of the localized defect satisfies Laplace’s equation, and hence the “inner”, or local solution,

can readily be found. In §2.2 we derive an explicit ODE for the dynamics of the spot location x0 by first extending

the asymptotic analysis of §2.1 in order to match transcendentally small O(ε) gradient terms in the inner and outer

expansions of u, and then invoking a Fredholm solvability condition on a certain non self-adjoint linear operator.

This analysis shows that the speed of the spot satisfies x′0 = O(ε2).

In §2.3 we numerically study the stability of a one-spot quasi-equilibrium solution to instabilities occuring on a

fast O(1) time-scale relative to the slow spot dynamics of speed O(ε2). Therefore, in the stability calculation we

asymptotically freeze the spot location at some x0 ∈ Ω. The perturbation in an O(ε) region near the spot is taken

to have the angular dependence eimθ, where θ = arg(y) and y = ε−1(x − x0). Potential instabilities on an O(1)

time-scale are possible only with the integer angular modes m = 0, 2, 3, . . ., and not for the translation mode m = 1.

By numerically studing an eigenvalue problem associated with the linearization of the core problem, we show that

each mode with m ≥ 2 is unstable only when the source strength S exceeds some critical value Σm. The ordering

of these thresholds is such that Σ2 < Σ3 < Σ4 . . .. Morevover, for values of S on the range 0 < S < Σ2, we show

numerically that the one-spot quasi-equilibrium solution is stable to the m = 0 mode corresponding to a locally

radially symmetric perturbation. Therefore, as S is increased, the dominant instability is to the peanut-splitting

m = 2 mode. This instability is found numerically to initiate a nonlinear spot-splitting event.

We remark that in the NLEP stability analyses for multi-spot patterns for the Gray-Scott, Gierer-Meinhardt,

and Schnakenburg, models in [48], [49], [50], [51], [52], [53], and [54], the scaling of parameters is such that the

inner or “core problem” near each spot does not consist of a coupled system as in (1.3). Instead, to leading order in

ν = −1/ log ε, in the inner region the fast variable is a multiple of the radially symmetric ground-state solution w(ρ)

satisfying w′′ + ρ−1w′ − w + w2 = 0, while the slow variable is locally constant. Therefore, for a perturbation with

angular dependence eimθ with m ≥ 2, the associated eigenvalue problem for Φ(ρ) is Φ′′+ρ−1Φ′−m2ρ−2Φ−Φ+2wΦ =

λΦ with Φ → 0 as ρ→ ∞. For this problem, Re(λ) < 0 for m ≥ 2 (see Theorem 2.12 of [29]). Hence, when the core

problem is determined by the scalar ground-state solution w there is no peanut-splitting instability.

Although our asymptotic theory reliably predicts the onset of spot-splitting, the detailed nonlinear mechanism of

this process is not well understood mathematically. However, in §2.4, we show how to determine the direction of

spot-splitting relative to the direction of the spot motion for a one-spot quasi-equilibrium solution. This analysis,

which takes into account the four-dimensional near zero eigenspace for S near Σ2 comprised of the two translational

directions cos(θ) and sin(θ) together with the two independent peanut-splitting directions cos(2θ) and sin(2θ), shows

that spot-splitting occurs in a direction perpendicular to the motion of the spot.

In §3 we extend the one-spot analysis of §2 to characterize the dynamics of a K-spot quasi-equilibrium solution
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with K > 1. In the outer region, which is defined away from O(ε) neighborhoods of the spot locations, each spot for

the outer solution for u in (1.2) is represented as a logarithmic Coulomb singularity structure of unknown strength

Sj , with a pre-specified non-singular part, at an instantaneous but unknown spot location xj ∈ Ω. By solving this

outer problem for u analytically, a nonlinear algebraic system for the source strengths Sj , for j = 1, . . . ,K, is derived

in terms of the xj , for j = 1, . . . ,K. Then, by matching O(ε) gradient terms in the inner and outer expansions of u,

an ODE system for the slow dynamics of the spot locations xj , with x′j = O(ε2), is derived in terms of the source

strengths Sj , for j = 1, . . . ,K. The resulting differential algebraic system (DAE) for the collective coordinates Sj

and xj , for j = 1 . . . ,K, involves the Neumann Green’s function for the Laplacian and its regular part, together with

exactly two nonlinear functions of S that must be computed from the nonlinear core problem.

In §3.1 we study the stability of a K-spot quasi-equilibrium solution to instabilities occuring on a fast O(1) time-

scale relative to the slow spot dynamics of speed O(ε2). For non-radially symmetric perturbations near each spot

of integer angular mode m ≥ 2, we show that there is no effect due to inter-spot coupling and hence the jth spot

is stable to these modes if and only if its source strength Sj is below the peanut-instability threshold Σ2 ≈ 4.3 for

the m = 2 mode associated with the one-spot solution of §2. In contrast, we show analytically that the stability

problems near each spot for the locally radially symmetric m = 0 mode must be coupled together through a global

perturbation of the slow component u. This inter-spot coupling leads to a novel global matrix eigenvalue problem

governing the stability of the K-spot pattern to the local m = 0 modes. For D = O(1), and to leading order in

ν = −1/ log ε as ν → 0, we show that this global eigenvalue problem does not generate any instabilities.

For certain domains Ω, in §4 we derive some explicit analytical formulae for the Neumann Green’s function G(x; ξ)

and its regular part R(ξ; ξ), defined by R(ξ; ξ) ≡ limx→ξ

[

G(x; ξ) + 1
2π log |x− ξ|

]

. These formulae are required in

order to numerically solve the asymptotic DAE system characterizing the dynamics of a K-spot solution for (1.2).

When Ω is the unit disk, explicit and simple formulae for these functions are well-known (see [24] and [26]). However,

such simple formulae are not readily available for a rectangular domain. For this case, starting from a very slowly

converging Fourier series representation, we show how to represent G(x; ξ) and its regular part R(ξ; ξ) in terms

of rapidly converging series that can readily be used in the asymptotic DAE system for the spot dynamics. Our

method for obtaining this alternative improved representation is closely related to the well-known technique of

Ewald summation for summing slowly converging series. It is also related to the method developed in [32] and [33]

that was used recently in [40] and [8] to analyze some linear diffusion problems in perforated domains.

In a series of numerical experiments, in §5 we favorably compare results obtained from the asymptotic DAE system

for the dynamics of K-spot quasi-equilibria, together with our predictions for the onset of spot-splitting instablities,

with corresponding full numerical results computed from (1.2) when Ω is either a disk or a square domain. As an

illustration of our results, let Ω = [0, 1] × [0, 1] be the unit square and consider an initial six-spot pattern when

ε = 0.02, a = 51, and D = 0.1, in (1.2). The six spots are initially taken to be equi-distributed on a circle of

radius rc = 0.33 centered at the midpoint xc = (0.5, 0.5) of the square. The initial spot locations xj at t = 0, for

j = 1, . . . , 6, are labeled in a counterclockwise way starting from the spot in Fig. 1(a) with the largest horizontal

cartesian coordinate. The initial source strengths from the asymptotic DAE system are computed as S1 = S4 ≈ 4.01,

and S2 = S3 = S5 = S6 ≈ 4.44. Since Sj > Σ2 ≈ 4.3 for j = 2, 3, 5, 6, the asymptotic theory predicts that these

four spots will undergo a spot-splitting process beginning at t = 0. This prediction is confirmed by the full numerical

results shown in Fig. 1 as computed from (1.2). Moreover, as shown in Experiment 5 of §5, if we use the full numerical

results to give initial values for the ten spot locations for the asymptotic DAE system at a time slightly after the spot
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(a) t = 4.0 (b) t = 25.5 (c) t = 40.3

(d) t = 280.3 (e) t = 460.3 (f) t = 940.3

Figure 1. Grayscale plot of v computed from (1.2) in the unit square for the parameter values ε = 0.02, a = 51, D = 0.1.
The initial condition is a six-spot pattern with spots equi-distributed on a ring of radius rc = 0.33 centered at the midpoint
of the square. Four of the initial spots undergo a splitting process, leading to a final ten-spot equilibrium pattern.

self-replication processes have terminated, then the asymptotic DAE system accurately predicts the spot trajectores

at all later times, and in particular it predicts the final equilibrium state in Fig. 1(f) (see Fig. 12 below in §5).

When Ω is the unit disk, in §5.1 and §5.2 we show that the asymptotic DAE system for the spot dynamics can

be studied analytically for two types of ring configurations of spots. For the case of K > 1 spots equi-distributed

on a ring, we derive a nonlinear first order ODE for the time-dependent ring radius that has a unique equilibrium

point inside the disk. For this pattern, the spots have a common source strength Sc = Sj , for j = 1, . . . ,K. We show

numerically that all of the spots will split simulataneously if Sc > Σ2 ≈ 4.3. Our second type of ring pattern in the

unit disk involves K − 1, with K ≥ 3, spots equi-distributed on a ring together with one spot at the center of the

disk. For this pattern, we show analytically how to construct a ring pattern that is initially stable to spot-splitting

at time t = 0 but that will become unstable to spot-splitting at a later time before the ring radius approaches its

equilibrium value. This type of instability is referred to as a dynamically induced or triggered instability. Different

types of dynamically induced instabilities are well-known to occur for spike patterns in one spatial dimension for the

Gierer-Meinhardt and Gray-Scott models (see [41] and the references therein). This is the first illustration of such a

phenomena in a two-dimensional domain.

In the asymptotic limit of large diffusivity D = D0/ν � O(1), where ν ≡ −1/ log ε and D0 = O(1), in §6 we

analyze the stability of a K-spot quasi-equilibrium pattern to a locally radially symmetric perturbation near each

spot. For D = O(ν−1) � 1 we show that each core solution for v can be closely approximated by a scalar multiple
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of the radially-symmetric ground state solution w(ρ) satisfying w
′′

+ ρ−1w − w + w2 = 0. Moreover, in the limit

D � 1, we show that the stability problem of §3.1 for the m = 0 mode reduces to the vectorial nonlocal eigenvalue

problem (NLEP) of [54] that governs the stability of a K-spot quasi-equilibrium pattern to locally radially symmetric

perturbations near each spot. The stability requirement of [54] that D0 < D0K , for some explicit threshold D0K , is

then recovered. Finally, some open problems suggested by this study are listed in §7.

2 One-Spot Solutions

We first consider a one-spot solution to (1.2). We construct the quasi-equilibrium profile for the spot, we study its

stability, and we derive an ODE for the center of the spot as it tends to its equilibrium location inside Ω.

2.1 A Quasi-Equilibrium One-Spot Solution

We use matched asymptotic expansions to construct a quasi-equilibrium one-spot solution to (1.2) centered at some

point x0 ∈ Ω. The construction of such a solution consists of an outer region where v is exponentially small and

u = O(1), and an inner region of extent O(ε) centered at x0 where both v and u have sharp gradients.

In the inner region we introduce new variables V(y) and U(y) by

u =
1√
D

U , v =
√
DV , y = ε−1(x − x0) . (2.1)

Let ∆y denote the Laplacian in y. Then, substituting (2.1) into the steady-state equations of (1.2) we get

∆yV − V + UV2 = 0 , ∆yU +
aε2√
D

− UV2 = 0 , y ∈ R
2 . (2.2)

To leading order, we look for a radially symmetric solution to (2.2) given by U ∼ U(ρ) and V ∼ V (ρ) with ρ = |y|.
Therefore, U and V satisfy

Vρρ +
1

ρ
Vρ − V + UV 2 = 0 , Uρρ +

1

ρ
Uρ − UV 2 = 0 , 0 < ρ <∞ . (2.3 a)

In order to match this solution to the outer solution constructed below, we require that U grows logarithmically as

ρ→ ∞. Therefore, we will solve (2.3 a) subject to U ′(0) = V ′(0) = 0 and the far-field condition

V → 0 , U ∼ S log ρ+ χ(S) +O(ρ−1) , as ρ→ ∞ . (2.3 b)

We refer to (2.3) as the core problem. The Divergence theorem on (2.3) yields that S =
∫∞

0 ρUV 2 dρ > 0. We solve

(2.3) numerically using COLSYS [2] for a range of values of the constant S. In terms of this solution, at each S we

numerically compute the constant χ(S) in (2.3 b). In Fig. 2 we plot U(0), 10V (0), and χ, versus S. In addition, we

plot the solution V (ρ) and U(ρ) for several values of S. For S > Sv ≈ 4.78 our computations show that V (ρ) has

a volcano shape, where the maximum of V occurs at some interior value ρ > 0. The two-dimensional core problem

(2.3) was first identified and its solutions computed numerically in §5 of [34]. The one-dimensional version of (2.3)

plays a central role in understanding pulse-splitting for the Gray-Scott model in one spatial dimension (cf. [12], [34],

[25]). A detailed bifurcation analysis of the one-dimensional core problem was given in [13].

Next, we determine the unknown source strength S for the core problem by matching the far-field behavior of the

core solution to an outer solution for u valid away from O(ε) distances from x0. In the outer region, v is exponentially
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Figure 2. Numerical results computed from the core problem (2.3). Top left: U(0) (heavy solid curve) and 10V (0) (solid
curve) vs. S. Top right: χ vs. S. Bottom Row: V (ρ) (left) and U(ρ) (right) for S = 0.94, S = 1.68, S = 2.44, S = 4.79, and
S = 6.19. The specific labels of these curves correspond to the values of U(0) and 10V (0) in the top right figure. Notice that
the profile for V has a volcano shape when S > Sv ≈ 4.78.

small, and from (2.1) and (2.3 b) we get

ε−2uv2 → 2π
√
D

ε2

(

ε2
∫ ∞

0

ρUV 2 dρ

)

δ(x − x0) = 2π
√
DSδ(x− x0) . (2.4)

Therefore, from (1.2), the outer steady-state solution for u is

∆u = − a

D
+

2π√
D
S δ(x− x0) , x ∈ Ω ; ∂nu = 0 , x ∈ ∂Ω . (2.5 a)

The matching condition is that the near-field behavior of u agrees with the far-field form of the core solution given

by u ∼ D−1/2 [S log |y| + χ(S)], where y = ε−1(x− x0). This matching condition yields

u ∼ 1√
D

[

S log |x− x0| + χ(S) +
S

ν

]

as x→ x0 , ν ≡ −1/ log ε . (2.5 b)

The specification of a precise expression for the regular part of the singularity structure in (2.5 b) for u is the condition

that yields a unique outer solution u. By using the Divergence theorem on (2.5 a) we calculate S as

S =
a|Ω|

2π
√
D
, (2.6)

where |Ω| denotes the area of Ω. In order to conveniently represent the outer solution satisfying (2.5) we introduce
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the unique Neumann (or modified) Green’s function G(x;x0) and its regular part R(x;x0) satisfying

∆G =
1

|Ω| − δ(x− x0) , x ∈ Ω ; ∂nG = 0 on ∂Ω , (2.7 a)

G(x;x0) = − 1

2π
log |x− x0| +R(x;x0) ;

∫

Ω

Gdx = 0 . (2.7 b)

The self-interaction term R0,0 is defined by R0,0 ≡ R(x0;x0). In §4 we analytically calculate G(x;x0) and its regular

part R(x0;x0) for either a disk or a rectangular domain.

The solution to (2.5) is readily calculated as

u(x) = − 2π√
D

(SG(x;x0) + uc) , (2.8)

in terms of an as yet unknown constant uc. We then use (2.7 b) to expand u as x→ x0. Upon comparing the resulting

expression with (2.5 b), we determine uc in terms of S as

S + 2πνSR(x0;x0) + νχ(S) = −2πνuc , ν ≡ −1/ log ε . (2.9)

Equation (2.6) determines S, and uc is determined in terms of S by (2.9). With S known, the core solution for U

and V in an O(ε) neighborhood of the spot is given by

u ∼ 1√
D
U(ρ) , v ∼

√
DV (ρ) , (2.10)

where U and V satisfy (2.3) with S as given in (2.6). The outer solution for u, valid for |x− x0| � O(ε), is given by

(2.8). This completes the construction of a one-spot quasi-equilibrium solution.

2.2 The Slow Dynamics of a One-Spot Solution

We now derive an ODE for the slow dynamics of a one-spot solution. In the inner region near x = x0 we expand

u =
1√
D

(U(ρ) + εU1(y) + · · · ) , v =
√
D (V (ρ) + εV1(y) + · · · ) , y = ε−1 [x− x0(τ)] , τ = ε2t . (2.11)

Here U(ρ) and V (ρ), with ρ = |y| are the radial symmetric solutions of the core problem (2.3) with S as given in

(2.6). By substituting (2.11) into (1.2), and collecting terms of order O(ε), we derive that V1 and U1 satisfy

∆yW1 + M0W1 = f , y ∈ R
2 , (2.12 a)

where the vectors W1, f , and the 2 × 2 matrix M0, are defined by

W1 ≡
(

V1

U1

)

, f ≡
(

−V ′

x′0·eθ

0

)

, eθ ≡
(

cos θ

sin θ

)

, M0 ≡
(

−1 + 2UV V 2

−2UV −V 2

)

. (2.12 b)

In the definition of f , · denotes the dot product.

The determination of an appropriate far-field condition for W1 requires a higher order matching of the inner and

outer solution for u. To do so, we expand the outer solution in (2.8) to include the gradient term by using

G(x;x0) ∼ − 1

2π
log |x− x0| +R(x0;x0) + ∇R(x0;x0)·(x− x0) + · · · , as x → x0. (2.13)

Then, the matching condition for the inner and outer solutions for u becomes

U(ρ) + εU1(y) + · · · ∼ S log |x− x0| − 2π(SR(x0;x0) + uc) − 2πSε∇R(x0;x0)·y + · · · , (2.14)

where U ∼ S log ρ+χ(S) as ρ = ε−1|x−x0| → ∞. Upon matching the gradient term in (2.14) with U1, we conclude
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that U1 ∼ −2πS∇R(x0;x0)·y as y → ∞. Therefore, the solution to (2.12) must satisfy the far-field behavior

W1 ∼
(

0

α·y

)

as y → ∞ , α ≡ −2πS∇R(x0;x0) . (2.15)

The problem (2.12) subject to (2.15) determines x′0 in terms of the vector α. The result is written as follows:

Principal Result 2.1: Let S be given as in (2.6). Then, a necessary condition for the existence of a solution of

(2.12), subject to the far-field condition (2.15), is that

x′0 = γ(S)α , γ ≡ γ(S) =
−2

∫∞

0 ρV ′(ρ)Φ̂∗(ρ) dρ
. (2.16)

Here V (ρ) satisfies the core problem (2.3) at the given value of S, and Φ̂∗(ρ) is the first component of the radially

symmetric adjoint solution P̂ ∗(ρ) ≡
(

Φ̂∗(ρ), Ψ̂∗(ρ)
)t

satisfying

∆ρP̂
∗ + Mt

0P̂
∗ = 0 , 0 < ρ <∞ , (2.17)

subject to the far-field conditions that Φ̂∗ → 0 exponentially as ρ → ∞ and that Ψ̂∗ ∼ 1/ρ as ρ → ∞. Here Mt
0

denotes the transpose of the matrix M0 in (2.12 b) and ∆ρP̂
∗ ≡ ∂ρρP̂

∗ + ρ−1∂ρP̂
∗ − ρ−2P̂ ∗.

We now derive this result. We begin by writing the homogeneous adjoint problem to (2.12 a) as

∆yP
∗ + Mt

0P
∗ = 0 , y ∈ R

2 , P ∗ ≡
(

Φ∗

Ψ∗

)

. (2.18)

We seek solutions to this problem as either P ∗
c ≡ P̂ ∗ cos θ or P ∗

s ≡ P̂ ∗ sin θ, where P̂ ∗ satisfies the radially symmetric

problem (2.17). We write the two-component vector P̂ ∗ as P̂ ∗ = (Φ̂∗, Ψ̂∗) and we impose the asymptotic boundary

conditions Φ̂∗ → 0 exponentially as ρ→ ∞ and Ψ̂∗ ∼ ρ−1 as ρ→ ∞.

Next, we apply a solvability condition to the solution of (2.12) with (2.15) by applying Green’s identity over a

large ball Bσ of radius σ � 1 centered at y = 0. Upon using Green’s identity to P ∗
c and W1 we derive

lim
σ→∞

∫

Bσ

[

(P ∗
c )t (∆yW1 + M0W1

)

− (W1)
t (∆yP

∗
c + Mt

0P
∗
c

)

]

dy

= lim
σ→∞

∫

∂Bσ

[

(P ∗
c )

t
∂ρW1 −W1

t∂ρP
∗
c

] ∣

∣

∣

ρ=σ
dy . (2.19)

Then, upon using (2.12), together with the asymptotic boundary conditions for W1 in (2.15) and for P ∗
c , we obtain

that (2.19) reduces to

−x′01
∫ 2π

0

∫ ∞

0

Φ̂∗V ′ cos2 θ ρ dρ dθ = lim
σ→∞

∫ 2π

0

((

cos θ

ρ

)

α1 cos θ − α1ρ cos θ

(−1

ρ2

)

cos θ

)

∣

∣

∣

ρ=σ
σ dθ , (2.20)

where x01 and α1 are the first components of x0 and α, respectively. Therefore, x′01
∫∞

0 ρV
′

Φ̂∗ dρ = −2α1, which is

the first component of (2.16). The second component of (2.16) follows by repeating this calculation with P ∗
s . �

By using (2.15) for α and recalling τ = ε2t, the slow dynamics of a one-spot solution satisfies the gradient flow

dx0

dt
∼ −2πε2γ(S)S∇R(x0;x0) . (2.21)

The constant γ = γ(S), defined in (2.16), must be computed numerically by first solving the core problem (2.3) and

then computing the adjoint solution in (2.17). We plot γ(S) in Fig. 3(a), and in Fig. 3(b) we plot the solution to

the adjoint problem (2.17) when S = 3.51. Our numerical computations show that γ(S) > 0. Therefore, a stable

equilibrium solution for (2.21) occurs at a minimum point of R(x0;x0). Since S is independent of x0 from (2.6), the

constant multiplying ∇R(x0;x0) in (2.21) is independent of x0.
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Figure 3. Left figure: Numerical results for γ(S) defined in (2.16). Right figure: the numerical solution Φ̂∗(ρ) (heavy solid
curve) and Ψ̂∗(ρ) (solid curve) to the adjoint problem (2.17) when S = 3.51.

2.3 The Stability of a One-Spot Solution

Next, we study the stability of the quasi-equilibrium one-spot solution constructed above to instabilities occurring

on a fast O(1) time-scale. Since the speed of the slow drift of the one-spot solution in (2.21) is O(ε2) � 1, in our

stability analysis we will assume that the spot is asymptotically stationary. We begin the stability analysis by letting

ue and ve denote the quasi-equilibrium solution, and we introduce the perturbation

u = ue + eλtη , v = ve + eλtφ . (2.22)

By substituting (2.22) into (1.2) and linearizing, we obtain the following eigenvalue problem for φ and η:

ε2∆φ−φ+2ueveφ+v2
eη = λφ , D∆η−2ε−2ueveφ−ε−2v2

eη = ε2λη , x ∈ Ω ; ∂nφ = ∂nη = 0 , x ∈ ∂Ω . (2.23)

In the inner region near x0 we look for an O(1) time-scale instability associated with the local angular integer

mode m by introducing the new variables N(ρ) and Φ(ρ) by

η =
1

D
eimθN(ρ) , φ = eimθΦ(ρ) , ρ = |y| , y = ε−1(x − x0) , (2.24)

where yt = ρ(cos θ, sin θ). Substituting (2.24) into (2.23), and by using ue ∼ D−1/2U(ρ) and ve ∼
√
DV (ρ), where U

and V satisfy the core problem (2.3), we obtain the following radially symmetric eigenvalue problem:

LmΦ − Φ + 2UV Φ + V 2N = λΦ , LmN − 2UV Φ − V 2N = 0 , 0 ≤ ρ <∞ . (2.25)

Here LmΦ ≡ ∂ρρΦ+ ρ−1∂ρΦ−m2ρ−2Φ. We impose the usual regularity condition for Φ and N at ρ = 0. As we show

below, the appropriate far-field boundary conditions for (2.25) as ρ→ ∞ depends on whether m = 0 or m ≥ 2.

The eigenvalue problem (2.25) does not appear to be amenable to analysis, and thus we solve it numerically for

various integer values of m. We denote λ0 to be the eigenvalue of (2.25) with the largest real part. Since U and V

depend on S from (2.3), we have implicitly that λ0 = λ0(S,m). To determine the onset of any instabilities, we compute

any threshold values S = Σm where Re(λ0(Σm,m)) = 0. In our computations, we only consider m = 0, 2, 3, 4, . . .,

since λ0 = 0 for any value of S for the translational mode m = 1. A higher order perturbation analysis for the m = 1

mode generates only weak instabilities occurring on an asymptotically long O(ε−2) time-scale. Any such instabilities

are reflected in instabilities in the ODE (2.21). We consider the cases m = 0 or m ≥ 2 separately.

When m ≥ 2 we can impose the asymptotic decay conditions that Φ decays exponentially as ρ → ∞ while
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m Σm

2 4.303
3 5.439
4 6.143
5 6.403
6 6.517

Table 1. Numerical results computed from (2.25) for the threshold values of S, denoted by Σm, as a function of the

integer angular mode m where an instability first occurs for the core problem (2.3) as S increases.

N ∼ O(ρ−m) → 0 as ρ → ∞. With these conditions (2.25) is discretized with centered differences on a large but

finite domain. We then determine λ0(S,m) by computing the eigenvalues of a matrix eigenvalue problem using

LAPACK (cf. [1]). For m ≥ 2 our computations show that λ0(S,m) is real and that λ0(S,m) > 0 when S > Σm. The

threshold value Σm is tabulated in Table 1 for m = 2, . . . , 6. In our computations we took 300 meshpoints on the

interval 0 ≤ ρ < 20. To the number of significant digits shown in Table 1, the results there are insensitive to increasing

either the domain length or the number of grid points. It follows from Table 1 that the smallest value of S where an

instability is triggered occurs for the “peanut-splitting” instability m = 2 at the threshold value S = Σ2 ≈ 4.3. In

Fig. 4(a) we plot λ0(S,m) as a function of S for m = 2, m = 3 and m = 4.

1.0

0.5

0.0

−0.5

−1.0

7.06.56.05.55.04.54.03.53.0

λ0

S

(a) λ0 vs. S for m = 2, 3, 4

1.0

0.5

0.0

−0.5

−1.0

0.0−0.5−1.0

Im(λ0)

Re(λ0)

(b) Im(λ0) and Re(λ0) for m = 0

Figure 4. Left figure: Plot of the largest (real) eigenvalue λ0(S, m) of (2.25) vs. S for m = 2 (heavy solid), m = 3 (solid),
and m = 4 (dotted). Right figure: Plot in the complex plane of the path of the eigenvalue λ0(S, 0) of largest real part of (2.25)
with m = 0 and 2.8 < S < 7.5. For S < 2.8, λ0 ≈ −1.0 and arises from the discretization of the continuous spectrum (not
shown). For 2.8 < S < 4.98, λ0(S, 0) occurs as a complex conjugate pair which monotonically approaches the real axis as S
increases. This pair merges onto the real axis at S ≈ 4.79. As S increases further, λ0(S, 0) remains real but negative.

Next, we treat the case m = 0. For this mode, Φ in (2.25) still decays exponentially as ρ→ ∞. However, we cannot

apriori impose that N in (2.25) is bounded as ρ → ∞. Instead we must allow for the possibility of a logarithmic

growth with N(ρ) ∼ C log ρ as ρ→ ∞. The Divergence theorem on L0 in (2.25) identifies C as

C =

∫ ∞

0

(

2UV Φ +NV 2
)

ρ dρ . (2.26)

The constant C will be determined by matching N to an outer eigenfunction η, valid away from x0, that satisfies

(2.23). For this outer solution, since ve is localized near x0, we can calculate in the sense of distributions that

2ε−2ueveφ+ ε−2ηv2
e →

(∫

R2

(

2UV Φ +NV 2
)

dy

)

δ(x− x0) = 2πCDδ(x − x0) . (2.27)



12 T. Kolokolnikov, M. J. Ward, J. Wei

By using this expression in (2.23), we obtain that η satisfies

∆η = 2πCδ(x− x0) , x ∈ Ω ; ∂nη = 0 , x ∈ ∂Ω ; η ∼ C log |x− x0| as x→ x0 . (2.28)

From applying the Divergence theorem on (2.28) we conclude that C = 0. Therefore, in numerically computing

λ0(S, 0) for the m = 0 mode from (2.25) we must impose that N is bounded as ρ→ ∞. In Fig. 4(b) we plot the path

of λ0(S, 0) in the complex plane showing that λ0(S, 0) remains in the left half-plane until at least S < 7.5.

2.4 The Direction of Splitting

We now determine the direction of splitting relative to the direction of spot motion when S ≈ Σ2, so that the

eigenvalue for the m = 2 mode associated with the peanut-splitting instability is nearly zero. Recall that the two

translational eigenvalues, corresponding to the m = 1 mode, are always zero for the infinite-domain core eigenvalue

problem (2.25). Therefore, for S ≈ Σ2, there are four near-zero eigenvalues in the spectrum of the linearization of the

core solution: two corresponding to translations and two corresponding to splitting. By deriving a certain solvability

condition for the quasi-stationary spot solution centered at x0, we will determine the direction of splitting relative

to spot motion.

Recall that the quasi-equilibrium core solution is constructed from the asymptotic expansion

u =
1√
D
U(y) , v =

√
DV(y) , y = ε−1 [x− x0(τ)] , τ = ε2t , (2.29 a)

where, for ρ = |y|,

U = U(ρ) + εU1(y) + · · · , V = V (ρ) + εV1(y) + · · · . (2.29 b)

Here U , V are the radially symmetric solutions of the core problem (2.3 a), while U1, V1 satisfy (2.12) subject to the

far-field condition (2.15). Since x′0 = −2πγ(S)S∇R, we can write this problem for W1 = (V1, U1)
t in y ∈ R

2 as

∆yW1 + M0W1 = γ(S)

(

2Re(geiθ)V ′

0

)

, W1 ∼
(

0

−2Re(geiθ)ρ

)

, as ρ→ ∞ , (2.30 a)

where M0 is the matrix defined in (2.12 b). Here Re indicates the real part, and g is the complex constant defined by

g ≡ πS (Rx1
− iRx2

) , (2.30 b)

where ∇R = (Rx1
, Rx2

) is the gradient of the regular part of the Neumann Green’s function at x0. Therefore,

W1 = (V1, U1)
t = geiθŴ1(ρ) + c.c , Ŵ1(ρ) =

(

V̂1(ρ), Û1(ρ)
)t

, (2.31)

where c.c denotes complex conjugate. Here Ŵ1(ρ) is the real-valued radially symmetric vector function satisfying

Ŵ1ρρ +
1

ρ
Ŵ1ρ − 1

ρ2
Ŵ1 + M0Ŵ1 = γ(S)

(

V ′

0

)

, 0 ≤ ρ <∞ , Ŵ1 ∼
(

0

−ρ

)

, as ρ→ ∞ . (2.32)

Next, we derive the eigenvalue problem by susbtituting

u =
1√
D
U +

eλt

D
N(y) , v =

√
DV + eλtΦ(y) , y = ε−1 [x− x0(τ)] , τ = ε2t , (2.33)

into (1.2), and then retaining linear terms in N and Φ. Accurate to within terms of order O(ε), we obtain that

∆yΦ − Φ + 2UVΦ + V2N = λΦ − ε∇Φ · x′0 , ∆yN − V2N − 2UVΦ = 0 . (2.34)

Here the gradient term of order O(ε) in the equation for Φ arises as a result of the dependence of y on the spot



Spot Self-Replication and Dynamics for the Schnakenburg Model 13

trajectory x0(ε
2t). For S ≈ Σ2, we then expand

Φ = Φ0 + εΦ1 + · · · , N = N0 + εN1 + · · · , λ = ελ1 + · · · . (2.35)

Upon subsitituting (2.35) and (2.29 b) into (2.34), and collecting powers of ε, we obtain for y ∈ R
2 that

∆yP0 + M0P0 = 0 , P0 ≡ (Φ0, N0)
t
, (2.36 a)

∆yP1 + M0P1 + M1P0 = Λ1P0 −FP0 , P1 ≡ (Φ1, N1)
t . (2.36 b)

Here the matrices M1, F , and Λ1, are defined by

M1 ≡
(

2U1V + 2UV1 2V V1

−2U1V − 2UV1 −2V V1

)

, Λ1 ≡
(

λ1 0

0 0

)

, F ≡
(

x′0 · ∇ 0

0 0

)

. (2.37)

Upon using (2.31) for W1 = (V1, U1)
t, and upon noting that x′0 · ∇ = −2γ(S)Re(geiθ)∂ρ, we can write M1 and F as

M1 = geiθM̂1 + c.c , F = −γ(S)
(

geiθ + c.c
)

F̂ , F̂ ≡
(

∂ρ 0

0 0

)

. (2.38)

Here M̂1 is the real-valued 2× 2 matrix, with radially symmetric matrix entries, obtained by replacing V1 and U1 in

(2.37) with V̂1 and Û1, respectively.

When S = Σ2 the leading-order problem (2.36 a) admits four independent nontrivial solutions. We write these

solutions in complex form as

P0 = AP̂01(ρ)e
iθ +BP̂02(ρ)e

2iθ + c.c. , P̂0j(ρ) =
(

Φ̂0j(ρ), N̂0j(ρ)
)t

, j = 1, 2 . (2.39)

Here A and B are complex constants to be determined, ρ = |y|, tan(θ) = y2/y1, and c.c. denotes the complex

conjugate. In addition, P̂0j(ρ) for j = 1, 2 are the real-valued radially symmetric functions satisfying

(

P̂0j

)

ρρ
+

1

ρ

(

P̂0j

)

ρ
− j2

ρ2
P̂0j + M0P̂0j = 0 , 0 ≤ ρ <∞ ; P̂0j → 0 as ρ→ ∞ . (2.40)

As a result of translation invariance, it readily follows that P̂01 is given explicitly by

P̂01 =
(

Φ̂01, N̂01

)t

= (V ′, U ′)
t
, (2.41)

where V and U satisfy the core problem (2.3 a) when S = Σ2. The solution Ŵ1 to (2.30 a) has the form Ŵ1 =

Ŵ1p + βP̂01, where Ŵ1p is the particular solution to (2.30 a), and β is any constant. Without loss of generality, we

impose that β = 0 so that Ŵ1 is uniquely determined.

Since (2.36 a) has four independent solutions, the corresponding adjoint problem for y ∈ R
2 given by

∆yP
∗ + Mt

0P
∗ = 0 , P ∗ → 0 as |y| → ∞ , P ∗ ≡ (Φ∗,Ψ∗)

t
, (2.42)

admits a four-dimensional null space. We write these four independent solutions in complex form as

P ∗
11 ≡ P̂ ∗

1 (ρ)eiθ + c.c , P ∗
12 ≡ P̂ ∗

1 (ρ)ieiθ + c.c , P ∗
21 ≡ P̂ ∗

2 (ρ)e2iθ + c.c , P ∗
22 ≡ P̂ ∗

2 (ρ)ie2iθ + c.c . (2.43)

Here P̂ ∗
j (ρ) =

(

Φ̂∗
j (ρ), N̂

∗
j (ρ)

)t

for j = 1, 2 are real-valued radially symmetric functions satisfying

(

P̂ ∗
j

)

ρρ
+

1

ρ

(

P̂ ∗
j

)

ρ
− j2

ρ2
P̂ ∗

j + Mt
0P̂

∗
j = 0 , 0 ≤ ρ <∞ ; P̂ ∗

j → 0 as ρ→ ∞ . (2.44)

Next, we impose four solvability conditions for the solution P1 to (2.36 b). Upon multiplying (2.36 b) by P ∗
jk , and

then integrating the resulting expression by parts over R
2, we obtain that

Jjk = Ijk + Fjk , j, k = 1, 2 , (2.45 a)
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where the integrals Jjk , Ijk , and Fjk , are defined explicitly by

Jjk ≡
∫

R2

(

P ∗
jk

)t
Λ1P0 dy , Ijk ≡

∫

R2

(

P ∗
jk

)t M1P0 dy , Fjk ≡
∫

R2

(

P ∗
jk

)t FP0 dy . (2.45 b)

We then substitute (2.43), (2.39), and (2.38), into (2.45 b), and calculate the resulting integrals. The only integrals

that do not vanish are the ones for which the integrand is radially symmetric. In this way, we obtain that

I11 = 4πRe
(

gB̄
)

∫ ∞

0

ρ
(

P̂ ∗
1

)t

M̂1P̂02 dρ , I12 = 4πRe
(

igB̄
)

∫ ∞

0

ρ
(

P̂ ∗
1

)t

M̂1P̂02 dρ , (2.46 a)

I21 = 4πRe (gA)

∫ ∞

0

ρ
(

P̂ ∗
2

)t

M̂1P̂01 dρ , I22 = 4πRe (−igA)

∫ ∞

0

ρ
(

P̂ ∗
2

)t

M̂1P̂01 dρ . (2.46 b)

Here the overbar on B denotes complex conjugate. In a similar way, we calculate

J11 = 4πRe (A)λ1

∫ ∞

0

ρΦ̂∗
1Φ̂01 dρ , J12 = 4πRe

(

iĀ
)

λ1

∫ ∞

0

ρΦ̂∗
1Φ̂01 dρ , (2.47 a)

J21 = 4πRe (B)λ1

∫ ∞

0

ρΦ̂∗
2Φ̂02 dρ , J22 = 4πRe

(

iB̄
)

λ1

∫ ∞

0

ρΦ̂∗
2Φ̂02 dρ , (2.47 b)

and

F11 = −4πγ(S)Re
(

gB̄
)

∫ ∞

0

ρ
(

P̂ ∗
1

)t

F̂ P̂02 dρ , F12 = −4πγ(S)Re
(

igB̄
)

∫ ∞

0

ρ
(

P̂ ∗
1

)t

F̂ P̂02 dρ , (2.48 a)

F21 = −4πγ(S)Re (gA)

∫ ∞

0

ρ
(

P̂ ∗
2

)t

F̂ P̂01 dρ , F22 = −4πγ(S)Re (−igA)

∫ ∞

0

ρ
(

P̂ ∗
2

)t

F̂ P̂01 dρ . (2.48 b)

Finally, upon substituting (2.46), (2.47), and (2.48), into the solvability conditions (2.45 a), we obtain

λ1Re(A)κ1 = Re(gB̄) , λ1Re(iĀ)κ1 = Re(igB̄) , λ1Re(B)κ2 = Re(gA) , λ1Re(iB̄)κ2 = Re(−igA) .

(2.49)

Here κ1 and κ2 are the real constants defined by

κ1 ≡
∫∞

0
ρΦ̂∗

1Φ̂01 dρ
∫∞

0
ρ
(

P̂ ∗
1

)t [

M̂1 − γ(S)F̂
]

P̂02 dρ
, κ2 ≡

∫∞

0
ρΦ̂∗

2Φ̂02 dρ
∫∞

0
ρ
(

P̂ ∗
2

)t [

M̂1 − γ(S)F̂
]

P̂01 dρ
. (2.50)

Without loss of generality, we can assume that the complex constant g, defined in (2.30 b), is real and positive so

that the motion of the spot is directed along the y1 axis. More generally, this can always be achieved by multiplying

the original coordinate vector (y1, y2)
t by an appropriate orthogonal matrix. Assuming that g is real and positive,

we then write A = Ar + iAi and B = Br + iBi to obtain that (2.49) reduces to

λ1Arκ1 = gBr , λ1Aiκ1 = gBi , λ1Brκ2 = gAr , λ1Biκ2 = gAi . (2.51)

In this way, (2.49) decomposes into two 2 × 2 matrix eigenvalue problems. The first such problem is
(

0 g/κ1

g/κ2 0

)(

Ar

Br

)

= λ1

(

Ar

Br

)

, (2.52)

while the second eigenvalue problem is obtain by replacing Ar and Br with Ai and Bi, respectively. The eigenvalues

of this matrix problem are

λ1 = ± g√
κ1κ2

. (2.53)

Our numerical computations described below show that κ1 < 0 and κ2 < 0. Therefore, the unstable eigenvalue is
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λ1 = +g/
√
κ1κ2 and the corresponding eigenvector satisfies

B = κA , κ ≡ κ1√
κ1κ2

. (2.54)

Hence, the first component of P0 in (2.39) is proportional to

Φ0 = Φ̂01 (ρ) cos (θ) + κΦ̂02 (ρ) cos (2θ) . (2.55)
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Figure 5. For S = Σ2 = 4.3 we show plots of (a) Φ̂∗

01, Φ̂∗

02, Φ̂01, Φ̂02; (b) N̂∗

01, N̂
∗

02, N̂02, N̂01; and (c) U, Û1, V, V̂1.

In Fig. 5 we plot Φ̂01 (ρ) and Φ̂02 (ρ) obtained by solving (2.40) numerically. Since we scaled them to have a

maximum of one, it follows that the direction of the splitting (controlled by cos 2θ) is perpendicular to the direction

of the motion (controlled by cos θ) provided that κ in (2.55) is negative.

Finally, we outline our numerical approach for showing that κj , for j = 1, 2, as defined in (2.50), are both negative

when S = Σ2 ≈ 4.3, and hence κ < 0 in (2.55). For this value of S, we compute numerically from (2.16) that

γ(S) ≈ 1.703. First, we compute U, V and V̂1, Û1 using Maple’s boundary value problem solver. Next, we compute

the eigenfunctions corresponding to m = 1 and m = 2 and their adjoints from (2.40) and (2.44), respectively.

All of these problems are ODE problems. To solve them numerically, we discretized the radial Laplacian using

central differences on a grid of N points and solved the corresponding 2N -dimensional matrix eigenvalue problem.

The resulting matrix is 5-banded, and its spectrum is easily computed using Maple’s linear algebra package. We

performed the computations with N = 200 on an interval [0, 12]. Doubling N or the interval length did not affect

the answer in the first three significant digits. The graphs of U, V, V̂1, and Û1, are shown in Fig. 5(c). The graphs of

eigenfunctions and their adjoints are shown in Fig. 5(a,b). This numerical procedure yields the results

κ1 = −0.926 , κ2 = −1.800 , κ = −0.717 ,

so that κ is indeed negative. The constant κ measures the rate at which the spot splits. Since κ is independent of g,

the rate of splitting is proportional to the velocity, with κ being the constant of proportionality.

We now compare our theoretical prediction for the direction of spot-splitting with that obtained from a full

numerical simulation of (1.2) in the unit disk for the parameter values ε = 0.03, D = 1, and a = 8.8. The initial spot

location is taken to be at (0.5, 0). Since |Ω| = π, we calculate from (2.6) that S = 4.4 > Σ2 ≈ 4.3. Our prediction of
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spot-splitting is confirmed in Fig. 6, where we plot the the position of the spot at increments of 5 time units. Spot

self-replication is observed at t ≈ 100. Notice that the two newly created spots move in a direction orthogonal to the

motion of the original spot.

−0.1 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7

−0.3

−0.2

−0.1

0

0.1

0.2

0.3

(a) contour plot of v (b) spatial profile of v

Figure 6. Spot-splitting for (1.2) in the unit disk for the parameter values ε = 0.03, D = 1, and a = 8.8. (a) Trace of the
contour v = 0.5 from t = 15 to t = 175 with increments ∆t = 5. Spot-splitting is perpendicular to the direction of motion. (b)
The spatial profile of the spot at t = 105 during the splitting event.

3 Multi-Spot Solutions

We now extend the analysis in §2 in order to construct a quasi-equilibrium solution to (1.2) with K spots and to

derive an ODE system governing its slow evolution. To construct a K-spot quasi-equilibrium solution we “freeze”

the spots at locations x1, . . . , xK with xj ∈ Ω for j = 1, . . . ,K. We also assume that the distance between any two

spots is O(1) as ε→ 0. In the inner region near the jth spot we introduce the new variables

u =
1√
D

Uj , v =
√
DVj , y = ε−1(x− xj) . (3.1)

As in §2.1, to leading order we look for a radially symmetric solution of the form Uj ∼ Uj(ρ) and Vj ∼ Vj(ρ) with

ρ = |y|. Thus, for each j = 1, . . . ,K, we have that Uj and Vj , with primes denoting derivatives in ρ, satisfy

V ′′
j +

1

ρ
V ′

j − Vj + UjV
2
j = 0 , U ′′

j +
1

ρ
U ′

j − UjV
2
j = 0 , 0 < ρ <∞ , (3.2 a)

U ′
j(0) = V ′

j (0) = 0 ; Vj → 0 , Uj ∼ Sj log ρ+ χ(Sj) as ρ→ ∞ . (3.2 b)

The function χ(S) was computed numerically in §2.1 (see Fig. 2(b))).

The source strengths Sj , for j = 1, . . . ,K, are determined by matching the solution to the core problems (3.2) to

an outer solution for u. By proceeding as in §2.1 (see equation (2.4)), we can readily derive the outer problem

∆u = − a

D
+

2π√
D

K
∑

j=1

Sj δ(x− xj) , x ∈ Ω ; ∂nu = 0 , x ∈ ∂Ω , (3.3 a)

u ∼ 1√
D

[

Sj log |x− xj | + χ(Sj) +
Sj

ν

]

as x → xj , j = 1, . . . ,K , (3.3 b)
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where ν ≡ −1/ log ε. The Divergence theorem enforces that 2π
∑K

j=1 Sj = a|Ω|/
√
D, and the solution to (3.3) is

u(x) = − 2π√
D

(

K
∑

i=1

SiG(x;xi) + uc

)

. (3.4)

Here uc is a constant to be found and G(x;xi) is the Neumann Green’s function satisfying (2.7). As in §2, we use

(2.7 b) to get the near-field behavior of the outer solution as x → xj . Upon matching this near-field behavior of the

outer solution with the far-field behavior of each leading order core solution Uj , we obtain for each j = 1, . . . ,K that

Sj log |x− xj | − 2πSjR(xj ;xj) − 2πuc − 2π

K
∑

i=1

i6=j

SiG(xj ;xi) ∼ Sj log |x− xj | + χ(Sj) +
Sj

ν
. (3.5)

These matching conditions gives K equations relating Sj and uc. We summarize our construction as follows:

Principal Result 3.1: For given spot locations xj for j = 1, . . . ,K, let Sj for j = 1, . . . ,K and uc satisfy the

nonlinear algebraic system

Sj + 2πν






SjRj,j +

K
∑

i=1

i6=j

SiGj,i






+ νχ(Sj) = −2πνuc ;

K
∑

j=1

Sj =
a|Ω|

2π
√
D
. (3.6)

Here ν ≡ −1/ log ε with Gj,i ≡ G(xj ;xi) and Rj,j ≡ R(xj ;xj), where G is the Neumann Green’s function of (2.7)

with regular part R. The nonlinear term χ(Sj) in (3.6) is as given in (3.2 b) (see Fig. 2(b)). Then, for ε → 0, the

outer solution for a K-spot quasi-equilibrium solution is given by (3.4) and the leading order inner solutions are given

by u ∼ D−1/2Uj and v ∼
√
DVj , where Uj and Vj is the solution to core problem (3.2).

We emphasize that the system (3.6) contains all of the logarithmic correction terms of order O(νk) for any k that

are required in the construction of the quasi-equilibrium solution. Hence, we say that (3.6) has “summed” all of the

logarithmic terms in powers of ν for the source strengths Sj , j = 1, . . . ,K. Related, but linear, algebraic systems

of equations determining unknown source strengths arising from a singular perturbation analysis of certain linear

steady-state diffusion problems on perforated two-dimensional domains have been derived in [8], [26], and [42].

It is convenient to write (3.6) in matrix form as

(I + 2πνG)Sv + νχv = −2πνuce ; etSv =
a|Ω|

2π
√
D
. (3.7)

Here I is the identity matrix, G is the Green’s matrix, and the vectors Sv , χv , and e, are defined by

G ≡













R1,1 G1,2 · · · G1,K

G2,1
. . .

. . .
...

...
. . .

. . . GK−1,K

GK,1 · · · GK,K−1 RK,K













, Sv ≡







S1

...

SK






, e ≡







1
...

1






, χv ≡







χ(S1)
...

χ(SK)






. (3.8)

By multiplying the first equation in (3.7) by et, and then using the expression for etSv in (3.7), we can obtain uc as

uc = − 1

2πKν

[

a|Ω|
2π

√
D

+ 2πνetGSv + νetχv

]

. (3.9)

By using this expression in the first equation in (3.7), we can eliminate uc to get an equation solely for Sv .

Principal Result 3.2: The nonlinear algebraic system in (3.6) can be decoupled into an equation for Sv given by

Sv + ν (I − E) (χv + 2πGSv) =
a|Ω|

2πK
√
D
e , E ≡ 1

K
eet . (3.10)
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In terms of Sv, the constant uc in (3.4) is given in (3.9).

The following condition on the Green’s matrix G, which reflects both the symmetry of Ω and of the configuration

of the spot locations x1, . . . , xK , gives a necessary condition for the K spots to have a common source strength Sc:

Principal Result 3.3: Suppose that e = (1, . . . , 1)t is an eigenvector of G, so that

Ge =
p

K
e , p = p(x1, . . . , xK) ≡

K
∑

i=1

K
∑

j=1

Gij . (3.11)

Then, Sv = Sce, where the common (scalar) spot source strength Sc and the constant uc are given explicitly by

Sc ≡
a|Ω|

2πK
√
D
, uc = − a|Ω|

4π2Kν
√
D

− Scp

K
− χ(Sc)

2π
. (3.12)

Finally, for ν ≡ −1/ log ε � 1, and for arbitrary spot locations x1, . . . , xK , we can readily derive the following

two-term expansion for Sv and uc from (3.10) and (3.9) in terms of Sc, G and p:

Sv ∼ Sce− 2πνSc

(

G − p

K
I
)

e+ O(ν2) ; uc ∼ − a|Ω|
4π2Kν

√
D

− Scp

K
− χ(Sc)

2π
+ O(ν) . (3.13)

Next, we proceed as in §2.2 in order to derive an ODE system for the slow evolution of the spots xj for j = 1, . . . ,K.

Since the analysis is similar to that in §2 we only give a brief outline of it here. In the inner region near x = xj we

expand the solution to (1.2) as

u =
1√
D

(Uj(ρ) + εU1j(yj) + · · · ) , v =
√
D (Vj(ρ) + εV1j(yj) + · · · ) , yj = ε−1 [x− xj(τ)] , τ = ε2t .

(3.14)

Here Uj(ρ) and Vj(ρ), with ρ = |yj |, are the radial symmetric solutions of the core problem (3.2). We then substitute

(3.14) into (1.2) and collect terms of order O(ε) to derive that V1j and U1j for each j = 1, . . . ,K satisfies

∆yjW1j + MjW1j = fj , yj ∈ R
2 , (3.15 a)

where yj = ρeθ, and the vectors W1j , fj , eθ and the 2 × 2 matrices Mj are defined by

W1j ≡
(

V1j

U1j

)

, f ≡
(

−V ′

j x
′
j ·eθ

0

)

, eθ ≡
(

cos θ

sin θ

)

, Mj ≡
(

−1 + 2UjVj V 2
j

−2UjVj −V 2
j

)

. (3.15 b)

The determination of a far-field condition for W1j is derived as in §2.2 by performing a higher order matching of the

outer and inner solutions. In this way, we obtain that the solution to (3.15) must satisfy

W1j ∼
(

0

αj ·yj

)

as yj → ∞ , αj ≡ −2πSj∇R(xj ;xj) − 2π

K
∑

i=1

i6=j

Si∇G(xj ;xi) . (3.16)

As shown in Principal Result 2.1, the problem (3.15) subject to (3.16) determines x′j in terms of the vector αj . In

this way, we obtain the following main result for the dynamics of a K-spot quasi-equilibrium solution.

Principal Result 3.4: For ε → 0 the slow dynamics of a collection x1, . . . , xK of spots satisfies the differential-

algebraic system (DAE),

x′j ∼ −2πε2γ(Sj)






Sj∇R(xj ;xj) +

K
∑

i=1

i6=j

Si∇G(xj ;xi)






, j = 1, . . . ,K . (3.17)

Here the source strengths Sj , for j = 1, . . . ,K, are determined in terms of x1, . . . , xK by the nonlinear algebraic

system (3.6). The function γ(Sj), plotted in Fig. 3(a), is defined in (2.16) of Principal Result 2.1.
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3.1 The Stability of a K-Spot Quasi-Equilibrium Solution

To determine the stability of the quasi-equilibrium K-spot solution to fast O(1) time-scale instabilities we proceed

as in §2.3. We let ue, ve be the quasi-equilibrium solution, and we introduce the perturbation (2.22) to derive the

eigenvalue problem (2.23). Following §2.3, in the inner region near the jth spot we introduce Nj and Φj by

η = eimθNj(ρ) , φ = eimθΦj(ρ) , ρ = |y| , y = ε−1(x− xj) , (3.18)

where yt = ρ(cos θ, sin θ). Substituting (3.18) into (2.23), and by using ue ∼ D−1/2Uj(ρ) and ve ∼
√
DVj(ρ), where

Uj and Vj satisfy the core problem (3.2), we obtain in terms of the operator LmΦ ≡ ∂ρρΦ + ρ−1∂ρΦ−m2ρ−2Φ that

LmΦj − Φj + 2UjVjΦj +DV 2
j Nj = λΦj , LmNj − V 2

j Nj =
2

D
UjVjΦj , 0 ≤ ρ <∞ . (3.19)

First consider the modes with m ≥ 2. For these modes, we can impose that Φj decays exponentially as ρ→ ∞ and

that Nj ∼ O(ρ−m) → 0 as ρ → ∞. Therefore, for m ≥ 2 there is no inter-spot coupling through the outer solution

for η, and hence the stability problem reduces to the one studied numerically in §2.3 for a one-spot solution. The

numerical results of §2.3 and Table 1 then show that the smallest value of Sj for which an instability occurs is at the

threshold value Sj = Σ2, which corresponds to a peanut-splitting instability.

Next, we derive an eigenvalue problem for the m = 0 mode that has the effect of coupling the local spot problems

(3.19) for j = 1, . . . ,K through the outer solution for η. When m = 0, (3.19) becomes

Φ′′
j +

1

ρ
Φ′

j − Φj + 2UjVjΦj +DV 2
j Nj = λΦj , N ′′

j +
1

ρ
N ′

j − V 2
j Nj =

2

D
UjVjΦj , 0 ≤ ρ <∞ . (3.20 a)

Although Φj → 0 exponentially as ρ→ ∞, we must allow as in §2.3 that Nj ∼ Cj log ρ as ρ→ ∞ for some constant

Cj . In terms of this solution, we compute a Bj such that

Nj ∼ Cj log ρ+Bj as ρ→ ∞ . (3.20 b)

Since (3.20) is a linear homogeneous problem, it follows that

Bj = B̂jCj . (3.21)

where B̂j ≡ B̂j(λ,D, Sj). By using the Divergence theorem on the Nj equation in (3.20), we identify Cj as

Cj =

∫ ∞

0

(

V 2
j Nj +

2

D
UjVjΦj

)

ρ dρ . (3.22)

By proceeding as in (2.27) of §2.3, we derive in place of (2.28) that the outer eigenfunction component η satisfies

∆η = 2π

K
∑

j=1

Cjδ(x− xj) , x ∈ Ω ; ∂nη = 0 , x ∈ ∂Ω . (3.23)

Therefore,
∑K

j=1 Cj = 0 by the Divergence theorem. We then write the solution to (3.23) as

η = −2π

K
∑

j=1

CjG(x;xj) + ν−1η̄ . (3.24)

Here η̄ is an unknown constant and G(x; ξ) is the Neumann Green’s function of (2.7). By expanding the outer solution

η as x → xj and then equating it with the far-field form of the inner solution Nj as |y| = ε−1|x− xj | → ∞ given in
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(3.20 b), we obtain the following matching condition for each j = 1, . . . ,K:

Cj log |x− xj | − 2πCjRj,j − 2π
K
∑

i=1

i6=j

CiGj,i +
η̄

ν
∼ Cj log |x− xj | +

Cj

ν
+Bj . (3.25)

Here Gj,i ≡ G(xj ;xi), and Rj,j = R(xj ;xj), where R is the regular part of G. In this way, we obtain the following

system for Cj , j = 1, . . . ,K, and η̄:

Cj + νBj + 2πνCjRj,j + 2πν
K
∑

i=1

i6=j

CiGj,i = η̄ , j = 1, . . . ,K ;
K
∑

j=1

Cj = 0 . (3.26)

Finally, we use (3.21) for Bj to write (3.26) as a homogeneous linear system for c ≡ (C1, . . . , CK)t. By taking the

inner product with e = (1, . . . , 1)t, and then using the constraint etc = 0, we can isolate η̄ as

η̄ =

(

1

etB−1e

)

etB−1 (I + 2πνG) c . (3.27)

Here G is the Green’s matrix of (3.8), and B is the diagonal matrix with diagonal entries Bjj = B̂j for j = 1, . . . ,K.

By using (3.27) to eliminate η̄ in (3.26), we readily obtain the following homogeneous linear system for c:

Ac = 0 , A ≡
(

I − K

etB−1e
EB−1

)

(I + 2πνG) + νB , E ≡ 1

K
eet . (3.28)

Since Bjj ≡ B̂j(λ,D, Sj) (cf. (3.21)), the eigenvalues λ are obtained by seeking nontrivial solutions c of (3.28) that

occur when Det(A) = 0.

It is beyond the scope of this paper to provide a detailed numerical study of this non-standard eigenvalue problem

for a fixed small value of ν ≡ −1/ log ε. However, to leading order in ν, (3.28) reduces to

(I −D) c = 0 , D ≡
(

K

etB−1e

)

EB−1 . (3.29)

Clearly D is a rank-one matrix with De = e. Therefore, we conclude that for ν � 1, c = αe for some constant α.

The constraint that etc = 0 then enforces that α = 0, and consequently that c = 0. Hence, Cj = 0 for j = 1, . . . ,K.

This leads to the important conclusion that, to leading order in ν, the eigenvalue for the m = 0 mode is obtained

by solving (3.20 a) subject to the condition that Nj is bounded as ρ→ ∞. This was precisely the eigenvalue problem

studied numerically in §2.3 for the case of a one-spot solution. However, this decoupling property for the stability

problem does not occur for the case where D is asymptotically large with D = O(ν−1). In this limiting regime, we

show in §6 that (3.20) and (3.26) reduces to the vectorial nonlocal eigenvalue problem of [54].

In summary, for D = O(1) we conclude that to leading order in ν a K-spot pattern with K > 1 is stable with

respect to the m = 0 mode, but will become unstable to the local m = 2 mode when, for at least one value of j, Sj

exceeds the threshold value Σ2 ≈ 4.3. This leads to the following spot-splitting criterion:

Spot-Splitting Criterion: Let D = O(1) and ε → 0 and consider a K-spot quasi-equilibrium solution to (1.2).

Let Sj for j = 1, . . . ,K, satisfy the nonlinear algebraic system (3.6) when K > 1. For K = 1, S1 is given in (2.6).

To leading order in ν, a K-spot solution with K > 1 is stable to the local angular mode m = 0, whereas a one-spot

solution is unconditionally stable to the m = 0 mode. For K ≥ 1 the quasi-equilibrium solution is stable with respect

to the other local angular modes m = 2, 3, 4, . . . provided that Sj < Σ2 ≈ 4.303 for all j = 1, . . . ,K. The J th spot

will become unstable to the m = 2 mode if SJ exceeds the threshold value Σ2. This peanut-splitting instability from

the linearized problem is found to initiate a nonlinear spot self-replication process.
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We now illustrate our prediction for spot-splitting with regards to pattern formation on a slowly growing domain.

Let ε� 1, D, and a, be fixed parameters. Suppose that Ω = [0, L]× [0, L] is a square with side length L = L(t) that

grows slowly in time with growth rate L′ � O(ε2), so that the domain growth is quasi-steady relative to the dynamics

of spot motion. Then, from the Spot-Splitting Criterion above, we conclude that a one-spot quasi-equilibrium solution

will begin to undergo self-replication when S > Σ2 ≈ 4.3. By using (2.6) for S, and noting that |Ω| = L2, we solve

for L to obtain that splitting is initiated when L > L1, where

L1 =

(

2π
√
DΣ2

a

)1/2

. (3.30)

Moreover, to leading order in ν for ν � 1, we conclude from the expression for Sj in (3.13) that a K-spot quasi-

equilibrium solution will begin to self-replicate into a 2K-spot pattern when L > LK ≡ L1

√
K.

4 The Neumann Green’s Function

The asymptotic results in §2 and §3 rely on detailed knowledge of the Neumann Green’s function G and its regular

part R satisfying (2.7). We now give some properties of these functions for both the unit disk and a rectangle.

4.1 The Neumann Green’s Function for the Unit Disk

Let Ω := {x | |x| ≤ 1} be the unit disk and represent the point x ∈ Ω as a complex number. Then, from equation

(4.3) of [26], the Neumann Green’s function and its regular part are given explicitly by

G(x; ξ) =
1

2π

(

− log |x− ξ| − log

∣

∣

∣

∣

x|ξ| − ξ

|ξ|

∣

∣

∣

∣

+
1

2
(|x|2 + |ξ|2) − 3

4

)

, (4.1 a)

R(ξ; ξ) =
1

2π

(

− log

∣

∣

∣

∣

ξ|ξ| − ξ

|ξ|

∣

∣

∣

∣

+ |ξ|2 − 3

4

)

. (4.1 b)

A simple calculation then yields

∇G(x; ξ) = − 1

2π

[

(x− ξ)

|x− ξ|2 +
|ξ|2

x̄|ξ|2 − ξ̄
− x

]

, ∇R(ξ; ξ) =
1

2π

(

2 − |ξ|2

1 − |ξ|2

)

ξ , (4.2)

where ·̄ denotes complex conjugate. By substituting (4.2) in (3.17) of Principal Result 3.4, we can obtain explicit

ODE’s for the spots dynamics in terms of the source strengths Sj , j = 1, . . . ,K.

4.2 The Neumann Green’s Function for a Rectangle

In the rectangular domain Ω ≡ [0, L] × [0, d], we now calculate the Neumann Green’s function G(x;x′) satisfying

(2.7), where x′ = (x′, y′) is located strictly inside Ω. In this sub-section x ∈ Ω is written in the cartesian coordinates

x = (x, y). The Fourier series representation of G(x;x′) is

G(x;x′) =
2

|Ω|

∞
∑

n=1

cos
(

nπx
L

)

cos
(

nπx′

L

)

(

nπ
L

)2 +
2

|Ω|

∞
∑

m=1

cos
(

mπy
d

)

cos
(

mπy′

d

)

(

mπ
d

)2

+
4

|Ω|

∞
∑

m=1

∞
∑

n=1

cos
(

nπx
L

)

cos
(

nπx′

L

)

cos
(

mπy
d

)

cos
(

mπy′

d

)

(

nπ
L

)2
+
(

mπ
d

)2 , (4.3)
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where |Ω| = Ld. Clearly, the constraint
∫

ΩGdx = 0 is satisfied. Upon recalling the identity (cf. page 45 of [20])

∞
∑

k=1

cos(kπθ)

k2
=

(

π2

12

)

h(θ) , h(θ) ≡ 2 − 6|θ| + 3θ2 , |θ| ≤ 2 , (4.4 a)

and by using the angle addition formula for cosine, we can sum the first term in (4.3) to obtain

2

|Ω|

∞
∑

n=1

cos
(

nπx
L

)

cos
(

nπx′

L

)

(

nπ
L

)2 =
1

d
H(x, x′) , H(x, x′) ≡ L

12

[

h

(

x− x′

L

)

+ h

(

x+ x′

L

)]

. (4.4 b)

The function H(x;x′) is precisely the one-dimensional Green’s function in the horizontal x-direction.

Next, upon recalling the formula (cf. page 46 of [20])

∞
∑

k=1

cos(kπθ)

k2 + b2
=

π

2b

(

cosh(bπ(1 − |θ|))
sinh(bπ)

)

− 1

2b2
, |θ| ≤ 2 , (4.5)

we can sum the third term of (4.3) over the index n to obtain

1

2π

∞
∑

m=1

[

cos
(mπ

d
(y − y′)

)

+ cos
(mπ

d
(y + y′)

)] Fm(x, x′)

m
− 2

|Ω|

∞
∑

m=1

cos
(

mπy
d

)

cos
(

mπy′

d

)

(

mπ
d

)2 . (4.6)

Here Fm(x, x′) is defined by

Fm(x, x′) ≡
cosh

[

mLπ
d

(

1 − |x−x′|
L

)]

+ cosh
[

mLπ
d

(

1 − |x+x′|
L

)]

sinh
(

mLπ
d

) . (4.7)

Therefore, upon substituting (4.6) and (4.4 b) into (4.3), we obtain that the second sum in (4.3) cancels so that

G(x;x′) =
1

d
H(x, x′) +

1

2π

∞
∑

m=1

[

cos

(

mπ(y − y′)

d

)

+ cos

(

mπ(y + y′)

d

)]

Fm(x, x′)

m
. (4.8)

Next we rewrite Fm(x, x′) in (4.7) by using the following identity that holds for any constants a, b, and c:

cosh(a− b) + cosh(a− c)

sinh a
=

1

1 − e−2a

[

e−b + e−c + eb−2a + ec−2a
]

. (4.9)

Then, we use (4.9), together with the identities cos(θ) = Re(eiθ) for θ real and (1 − qm)−1 =
∑∞

n=0(q
m)n whenever

|q| < 1. In this way, the infinite sum in (4.8) can be written compactly as the doubly infinite sum

1

2π
Re

[

∞
∑

m=1

∞
∑

n=0

(qn)m

m

(

zm
+,+ + zm

+,− + zm
−,+ + zm

−,− + ζm
+,+ + ζm

+,− + ζm
−,+ + ζm

−,−

)

]

, (4.10)

where the eight complex constants z±,±, ζ±,± are defined in terms of additional complex constants r±,±, ρ±,± by

z±,± ≡ eµr±,±/2 , ζ±,± ≡ eµρ±,±/2 , µ ≡ 2π

d
q ≡ e−µL < 1 , (4.11 a)

r+,± ≡ −|x+ x′| + i(y ± y′) , r−,± ≡ −|x− x′| + i(y ± y′) , (4.11 b)

ρ+,± ≡ |x+ x′| − 2L+ i(y ± y′) , ρ−,± ≡ |x− x′| − 2L+ i(y ± y′) . (4.11 c)

The doubly infinite sum in (4.10) is absolutely convergent provided that z±,± 6= 1 and ζ±,± 6= 1. Under this

condition, we can interchange the order of summation in (4.10) and then perform the sum over the index m by using
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the identity Re
[
∑∞

m=1m
−1ωm

]

= − log |1 − ω| for |ω| < 1. In this way, (4.10) becomes

− 1

2π

∞
∑

n=0

log (|1 − qnz+,+||1 − qnz+,−||1 − qnz−,+||1 − qnz−,−|)

− 1

2π

∞
∑

n=0

log (|1 − qnζ+,+||1 − qnζ+,−||1 − qnζ−,+||1 − qnζ−,−|) . (4.12)

The only singularity exhibited by (4.12) in Ω is at (x, y) = (x′, y′), in which case z−,− = 1 and log |1−z−,−| diverges.

We then write log |1 − z−,−| = log |r−,−| + log(|1 − z−,−|/|r−,−|), and note that log |r−,−| = log |x − x′| and that

log(|1 − z−,−|/|r−,−|) is finite at x = x′. Finally, upon using (4.12) to replace the sum in (4.8), and upon extracting

the singular term in (4.12), we readily obtain that (4.8) reduces to

G(x;x′) = − 1

2π
log |x− x′| +R(x;x′) , (4.13 a)

where the regular part R(x;x′) is given explicitly by

R(x;x′) = − 1

2π

∞
∑

n=0

log (|1 − qnz+,+||1 − qnz+,−||1 − qnz−,+||1 − qnζ+,+||1 − qnζ+,−||1 − qnζ−,+||1 − qnζ−,−|)

− 1

2π
log

|1 − z−,−|
|r−,−|

+
1

d
H(x, x′) − 1

2π

∞
∑

n=1

log |1 − qnz−,−| . (4.13 b)

In (4.13 b), H(x, x′) is defined in (4.4), and the complex constants z±,±, ζ±,±, r−,− and the real constant q < 1 are

defined in (4.11). Finally, we calculate the self-interaction term R(x′;x′) by taking the limit x → x′ in (4.13 b). A

simple calculation using (4.13 b), (4.4), and (4.11), yields the exact formula

R(x′;x′) = − 1

2π

∞
∑

n=0

log
(

|1 − qnz0
+,+||1 − qnz0

+,−||1 − qnz0
−,+||1 − qnζ0

+,+||1 − qnζ0
+,−||1 − qnζ0

−,+||1 − qnζ−,−|
)

+
L

d

(

1

3
− x′

L
+

(

x′

L

)2
)

− 1

2π
log
(π

d

)

− 1

2π

∞
∑

n=1

log (1 − qn) , (4.14 a)

where q ≡ e−2Lπ/d. Here z0
±,± and ζ0

±,± are the limits of z±,± and ζ±,± as x→ x′ = (x′, y′) given explicitly by

z0
+,+ = eµ(−x′+iy′) , z0

+,− = e−µx′

, z0
−,+ = eµiy′

, µ ≡ 2π/d , (4.14 b)

ζ0
+,+ = eµ(x′−L+iy′) , ζ0

−,+ = eµ(−L+iy′) , ζ0
+,− = eµ(x′−L) , ζ0

−,− = e−µL . (4.14 c)

We can assume that L ≥ d, since otherwise we can interchange x and y. Therefore, q ≤ e−2π and qn rapidly tends

to zero, leading to rapidly converging infinite series in (4.14) and (4.13). Therefore, even for the unit square where

L = d = 1 and q = e−2π, in practice the infinite sums in (4.14) and (4.13) can be approximated to a high degree of

accuracy by retaining only a few terms in each sum. This rapid convergence of the representation (4.14) and (4.13) is

in direct contrast to the poor convergence property of the Fourier series representation (4.3). In addition, we remark

that we can also readily calculate ∇R(x′;x′) and ∇G(x;x′), which are needed for the slow dynamics in (3.17). We

also remark that a partial summation of (4.3) was given previously in [32] and [33]. Analogous infinite source term

representations for a modified Green’s function satisfying different boundary conditions than in (4.3) was given in

[8] in the study of the diffusion of protein receptors on a dendritic cable in the presence of traps.
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5 Comparison of the Asymptotic Theory with Full Numerical Simulations

In this section we compare full numerical results computed from (1.2) with those obtained from numerically solving

the asymptotic DAE system (3.6) and (3.17) that describes the dynamics of a K-spot quasi-equilibrium pattern. We

will consider different initial configurations x1, . . . , xK of spot locations inside either a square domain or the unit

disk, and we will test the Spot-Splitting Criterion of §3.

The asymptotic DAE system is solved numerically by using Newton’s method to solve the nonlinear algebraic

system (3.6) and a Runge-Kutta ODE solver to evolve the dynamics (3.17). We emphasize that there are exactly two

functions γ(S) and χ(S) in the DAE system that depend on the nonlinear (inner) core problem. These functions are

pre-computed at 100 grid points in S and a cubic spline interpolation is fitted to the discretely sampled functions in

order to determine them at an arbitrary value of S. For the unit disk or a square domain, the Green’s functions G

and R, together with their gradients, which are required in the DAE system, can be calculated by using the results

in §4. The results obtained in this way are referred to below as the “asymptotic” results.

In computing full numerical solutions to (1.2) we have used several different codes. The adaptive-grid finite differ-

ence solver VLUGR2 (cf. [6]) was used to compute numerical solutions of (1.2) in the square, while the finite element

solver of [27] was used to compute solutions in the unit disk. Unless otherwise stated below, the initial condition for

(1.2) is chosen as

v =
√
D

K
∑

j=1

vjsech
2

( |x− xj |
2ε

)

, u = − 2π√
D





K
∑

j=1

SjG(x;xj ) + uc



 , (5.1)

where a cut-off was imposed for G whenever |x − xj | ≤ ε. Here Sj , for j = 1, . . . , N , and uc is obtained from the

numerical solution to (3.6) and (3.17) for the initial spot configuration x1, . . . , xK . In addition, vj = Vj(0), where

Vj(ρ) is the radially symmetric solution of the core problem. In terms of the numerical solution to (1.2), we track the

time-dependent spot locations by identifying points in Ω where v has O(1) local maxima on the computational grid.

We did not attempt to determine more accurate interpolated local maxima by fitting a bi-cubic spline to points in a

neighborhood of this discrete local maximum. As a consequence our numerical results for the spot trajectories have

a small degree of raggedness.

Experiment 1 (Slow Drift of One Spot): Let Ω := {x | |x| ≤ 1}. For this case, the dynamics of the spot is given

by (2.21) where ∇R(x0;x0) was given in (4.2) and S was given in (2.6). This gives the ODE

dx0

dt
∼ −ε2Sγ(S)

(

2 − |x0|2

1 − |x0|2

)

x0 , S =
a

2
√
D
. (5.2)

We fix ε = 0.03, a = 6.6, and D = 1, so that S = 3.3. Since S = 3.3 < Σ2 ≈ 4.3, the asymptotic theory predicts

that the spot should slowly drift towards the origin without splitting. The initial spot location is x0 = (0.5, 0). In

Fig. 7(a) we plot the distance |x0| of the spot to the origin as a function of time as obtained from the ODE (5.2)

(solid curve) and the full numerical solution of (1.2) (discrete points). The asymptotic results agree very closely with

the full numerical results.

Next, we let Ω to be the unit square with an initial spot located at x0 = (0.2, 0.8) with ε = 0.02, a = 8.25, and

D = 0.1. For this case, the source strength S = 4.15 is slightly below the spot-splitting threshold. In Fig. 7(b) we

show a very close agreement between the asymptotic and full numerical results for the dynamics of the distance of

the spot to the center of the square.
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Figure 7. Left figure: plot of the distance |x0| to the origin vs. t for an initial spot at x0 = (0.5, 0) in the unit disk with
ε = 0.03, a = 6.6, and D = 1. Right figure: plot of the distance |x0 − xc| of the spot to the center xc = (0.5, 0.5) of the unit
square vs. t for an initial spot at x0 = (0.2, 0.8) with ε = 0.02, a = 8.25, and D = 0.1. In these figures the solid curves are the
asymptotic results and the discrete points are obtained from the full numerical solution of (1.2).

(a) t = 23.6 (b) t = 40.2 (c) t = 322.7

Figure 8. Grayscale plot of v computed from (1.2) for ε = 0.02, a = 10, D = 0.1, for an initial one-spot pattern in the unit
square with initial spot location x0 = (0.2, 0.8). The spot-splitting event leads to a two-spot equilibrium state.

Experiment 2 (The Splitting of One Spot): Next, we consider an initial one-spot quasi-equilibrium solution

in the unit square for ε = 0.02, a = 10, and D = 0.1. The initial spot location is x0 = (0.2, 0.8). For this case, we

calculate from (2.6) that S ≈ 5.03. Since S > Σ2 ≈ 4.3, we predict that the spot will undergo splitting starting at

t = 0. This is confirmed in Fig. 8 where we plot v at several values of t. From Fig. 4(a) the growth rate of the initial

peanut-splitting instability is λ0(S, 2) ≈ 0.15 when S ≈ 5.03. As t increases, the two-spot pattern converges to an

equilibrium solution with spots at x1e ≈ (0.322, 0.318) and x2e ≈ (0.677, 0.682) (see Fig. 8(c)).

Next, we test the sharpness of the asymptotic instability threshold Σ2 ≈ 4.3 for ε = 0.02. Since S is independent

of the spot location, the asymptotic theory predicts that the occurrence of spot-splitting is independent of the initial

spot location. By fixing ε = 0.02 and D = 0.1, and then solving (1.2) numerically for different values of a and initial

spot location in the unit square we obtain the following results:

x0 = (0.2, 0.8) , a = 8.5 , S ≈ 4.28 , Splitting Observed , x1e ≈ (0.322, 0.318) , x2e ≈ (0.677, 0.682) ,

x0 = (0.2, 0.8) , a = 8.25 , S ≈ 4.15 , No Splitting Observed , x1e = (0.5, 0.5) ,

x0 = (0.7, 0.4) , a = 8.25 , S ≈ 4.15 , No Splitting Observed , x1e = (0.5, 0.5) ,

x0 = (0.7, 0.4) , a = 8.5 , S ≈ 4.28 , Splitting Observed , x1e ≈ (0.354, 0.292) , x2e ≈ (0.646, 0.708) .
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The last entry in each of the rows is the computed equilibrium locations. Therefore, for ε = 0.02, the numerically

predicted instability threshold is between 4.15 and 4.28, which is rather close to the asymptotic result of Σ2 ≈ 4.3.

Experiment 3 (Two-Spot Patterns in a Square): Next we consider instabilities of two-spot solutions in the

unit square. In the four experiments below we have fixed ε = 0.02, D = 0.1, and have chosen x1 = (0.3, 0.3) to be

the initial location of one of the spots. We will vary only a and the initial location x2 of the second spot.

First we take a = 15 and set x2 = (0.5, 0.8) at t = 0. For this case, we calculate from (3.6) that S1 ≈ 3.83 and

S2 ≈ 3.72, which are both below the instability threshold. In the first row of Fig. 9 we plot v at several values of t

showing a slow drift of the spot locations towards their equilibrium values at x1e ≈ (0.32, 0.32) and x2e ≈ (0.68, 0.68).

In the first row of Fig. 10 we show a very favorable comparison between the asymptotic and full numerical results

for the x and y coordinates of the two spot locations versus time.

Next, we increase a to a = 18 and again set x2 = (0.5, 0.8) at t = 0. For this case, we calculate from (3.6) that

S1 ≈ 4.60 and S2 ≈ 4.46, which are both above the instability threshold of Σ2 ≈ 4.3. Therefore, the asymptotic

theory predicts that both spots will begin a splitting process at t = 0. The full numerical results in the second row

of Fig. 9 show two splitting events and an eventual four-spot equilibrium solution as t increases. The DAE system

(3.6) and (3.17) is not valid during a spot-splitting event. However, if we choose the initial conditions for (3.17) to

be the spot locations from the full numerical solution at some time slightly after the splitting has occurred, then as

shown in the second row of Fig. 10 the asymptotic results for the spot trajectories compare very favorably with the

full numerical results at subsequent times. For Fig. 10(c) and Fig. 10(d) this calibration of the initial condition for

(3.17) was done at t ≈ 40. The final four-spot equilibrium solution has spots at x1e ≈ (0.25, 0.25), x2e ≈ (0.75, 0.25),

x3e = (0.25, 0.75), and x4e ≈ (0.75, 0.75), with Sj ≈ 2.265 for j = 1, . . . , 4.

For our third example we again set a = 18 but now take x2 = (0.8, 0.8). For this case, we calculate from (3.6) that

S1 ≈ 5.27 and S2 ≈ 3.79. Since S1 > Σ2, the asymptotic theory predicts that only the spot at x1 will split. This

asymptotic prediction is confirmed from the full numerical results shown in the third row of Fig. 9. The initial locations

for the asymptotic spot dynamics (3.17) are calibrated from the full numerical results at t = 20. In the third row of

Fig. 10 we show that asymptotic predictions for the two cartesian coordinates of the three spot locations compare

very closely with corresponding full numerical results for t ≥ 20. The asymptotic theory predicts an equilibrium

three-spot solution with spots at x1e ≈ (0.21, 0.59), x2e ≈ (0.59, 0.21), and x3e ≈ (0.73, 0.73).

Finally, we keep a = 18, but change the initial spot location x2 to x2 = (0.5, 0.6). For this case, we calculate from

(3.6) that S1 ≈ 3.67 and S2 ≈ 5.39. Therefore, in contrast to the previous example, we predict that only the spot at

x2 = (0.5, 0.6) will split. The full numerical results in the fourth row of Fig. 9 again confirm this asymptotic prediction.

As shown in the fourth row of Fig. 10, the asymptotic DAE system (3.6) and (3.17) also again accurately predicts the

spot trajectories after the splitting event. The final three-spot equilibrium solution has spots at x1e ≈ (0.31, 0.24),

x2e ≈ (0.35, 0.78), and x3e = (0.79, 0.47).

We emphasize that in the last three rows of Fig. 9 we have fixed ε = 0.02, a = 18, D = 0.1, and x1 = (0.3, 0.3), and

have only varied the initial location x2 of the other spot. Our results have shown three different possible dynamical

behaviors depending on our choice for x2.

Experiment 4 (An Initial Four-Spot Pattern): Next we consider an initial four-spot pattern in the unit square

when ε = 0.2, a = 28, and D = 0.1. The initial spot locations xj , for j = 1, . . . , 4, are taken to be equi-distributed

on a circle of radius rc = 0.2 centered at (0.6, 0.6) and are labeled as x1 = (0.6, 0.8), x2 = (0.4, 0.6), x3 = (0.6, 0.4),

and x4 = (0.8, 0.6). From (3.6) we compute numerically that S1 = S4 ≈ 2.34 and S2 = S3 ≈ 4.71. Therefore, since
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(a) t = 2.0 (b) t = 33.6 (c) t = 46.3 (d) t = 280.3

(e) t = 2.0 (f) t = 33.5 (g) t = 46.3 (h) t = 280.3

(i) t = 2.5 (j) t = 19.9 (k) t = 29.4 (l) t = 220.3

(m) t = 4.0 (n) t = 16.5 (o) t = 29.4 (p) t = 322.7

Figure 9. Grayscale plots of v for an initial two-spot quasi-equilibrium solution at different times for various parameter sets
when Ω = [0, 1] × [0, 1] with ε = 0.02, D = 0.1, and x1 = (0.3, 0.3). First Row: a = 15 and x2 = (0.5, 0.8). No splitting occurs
and there is a two-spot equilibrium solution. Second Row: a = 18 and x2 = (0.5, 0.8). Both spots split, leading to a four-spot
equilibrium solution. Third Row: a = 18 and x2 = (0.8, 0.8). The spot at x1 splits, and there is a three-spot equilibrium
solution. Fourth Row: a = 18 and x2 = (0.5, 0.6). The spot at x2 splits, and there is a three-spot equilibrium solution.
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Figure 10. Comparison of the full numerical results for the two cartesian coordinates of the spot locations as computed
numerically from (1.2) with corresponding results computed from the asymptotic DAE system (3.6) and (3.17) when Ω =
[0, 1]× [0, 1], ε = 0.02, D = 0.1, and x1 = (0.3, 0.3). The rows in this figure correspond to the rows in Fig. 9. First Row: a = 15
and x2 = (0.5, 0.8). Second Row: a = 18 and x2 = (0.5, 0.8). The initial conditions for (3.17) calibrated from the full numerical
results at t ≈ 40. Third Row: a = 18 and x2 = (0.8, 0.8). The initial conditions for (3.17) calibrated from the full numerical
results at t ≈ 20. Fourth Row: a = 18 and x2 = (0.5, 0.6). The initial conditions for (3.17) calibrated from the full numerical
results at t ≈ 20.
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(a) t = 3.0 (b) t = 64.3 (c) t = 94.3 (d) t = 430.3
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Figure 11. Grayscale plots of v at different times together with the cartesian coordinates of the spot trajectories for an
initial four-spot pattern with spots equi-distributed on a ring with center (0.6, 0.6) and radius rc = 0.2 in the unit square. The
parameter values are ε = 0.02, a = 28, and D = 0.1. Two of the spots split, leading to a six-spot equilibrium. The calibration
between the asymptotic dynamics (3.17) (solid curves) and the full numerical results (discrete points) is done at t ≈ 64.

S2 = S3 > Σ2, we predict that only the spots at x2 and x3 will undergo self-replication. This is confirmed in Fig. 11

where we plot the numerical solution to (1.2) at different times, showing two splitting events and an eventual six-

spot final equilibrium pattern. The six-spot pattern shown in Fig. 11(d) at t ≈ 430, which closely approximates the

equilibrium solution, is nearly hexagonal. In Fig. 11(e) and Fig. 11(f) we show a very favorable comparison, after the

splitting has occurred, between the asymptotic spot trajectories computed from (3.6) and (3.17), and corresponding

full numerical results computed from (1.2). The initial conditions for (3.17) were calibrated at t ≈ 64 (see Fig. 11(b)).

Experiment 5 (An Initial Six-Spot Pattern): Our final example for the unit square concerns Fig. 1 of §1.

We consider an initial six-spot pattern when ε = 0.02, a = 51, and D = 0.1. The initial spots locations are equi-

distributed on a circle of radius rc = 0.33 centered at the midpoint xc ≡ (0.5, 0.5) of the square. The initial spot

locations xj for j = 1, . . . , 6, written as complex numbers, together with their corresponding source strengths as

computed from (3.6), are

xj = xc + rce
iπ(j−1)/3 , j = 1, . . . , 6 ; S1 = S4 ≈ 4.01 , S2 = S3 = S5 = S6 ≈ 4.44 .

Therefore, we predict that the spots located initially at x2, x3, x5, and x6 will split and that there will be a ten-

spot final equilibrium pattern. This is precisely what is observed in Fig. 1. From Fig. 4(a) the growth rate of the

initial peanut-splitting instability is λ0(S, 2) ≈ 0.025 when S ≈ 4.44. This agrees rather well with the time-scale

for splitting as observed in the first row of Fig. 1. An interesting observation regarding Fig. 1 is that, although

the initial six-spot quasi-equilibrium pattern is symmetric about the vertical line x = 0.5 (see Fig. 1(a)), the final
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equilibrium state closely approximated by Fig. 1(f) does not have this symmetry. In Fig. 12 we show a very favorable

comparison, after the splitting has occurred, between the asymptotic spot trajectories computed from (3.6) and

(3.17) and corresponding results computed numerically from (1.2). The initial conditions for (3.17) were calibrated

at t ≈ 70.
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Figure 12. Comparison of the full numerical results computed numerically from (1.2) (discrete points) for the two cartesian
coordinates of the spot locations in Fig. 1 with corresponding results (solid curves) computed from the asymptotic DAE system
(3.6) and (3.17). The parameter values are as in Fig. 1. The calibration is done at t = 70. We only plot the trajectories of the
four spots that have xj values closest to the center of the square.

5.1 A One-Ring Pattern in the Unit Disk

In this and the next subsection we consider two types of quasi-equilibrium spot patterns in the unit disk where the

DAE system (3.6) and (3.17) can be studied analytically.

We first consider a quasi-equilibrium spot pattern in the unit disk where K spots are equi-distributed on a ring of

radius r with 0 < r < 1 at locations

xj = re2πij/K , j = 1, . . . ,K , (Pattern I) , (5.3)

where i ≡
√
−1. For such a pattern the Green’s matrix G is a symmetric circulant matrix with eigenvector e =

(1, . . . , 1)t (see section 4 of [26]). From Principal Result 3.3 above, the corresponding eigenvalue of G is pK/K, where

pK ≡ pK(r) is given explicitly by (see Proposition 4.3 of [26]),

pK(r) ≡
K
∑

j=1

K
∑

k=1

Gj,k =
1

2π

[

−K log(KrK−1) −K log
(

1 − r2K
)

+ r2K2 − 3K2

4

]

. (5.4)

The common spot strength is Sj = Sc, for j = 1, . . . ,K, where Sc is given in (3.12). For this type of ring pattern,

the ODE system (3.17) can be readily written in gradient form as

x′j ∼ −πε2γ(Sc)Sc∇xj
F , j = 1, . . . ,K , (5.5)

where the function F(x1, . . . , xK) is defined explicitly by

F(x1, . . . , xK) =

K
∑

i=1

R(xi;xi) + +

K
∑

i=1

i6=j

K
∑

j=1

G(xi;xj) . (5.6)

In obtaining (5.5) from (5.6) and (3.17) we used the symmetry relations G(x; ξ) = G(ξ;x) and R(x; ξ) = R(ξ;x).
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(a) t = 8.0 (b) t = 90.0 (c) t = 297.0

Figure 13. Contour plot of v computed numerically from (1.2) for an initial five-spot pattern on a ring inside the unit disk.
The parameter values are ε = 0.02, a = 35, and D = 1, and the initial ring radius is r0 = 0.3. The spots remain on a ring of
slowly increasing radius.

Finally, we use (5.6) and xj = re2πij/K to calculate

∇xj
F(x1, . . . , xK) =

1

K
p′K(r)e2πij/K , j = 1, . . . ,K . (5.7)

Upon substituting (5.7) into (5.5), we obtain that the ring radius r evolves slowly in time as

r′ = −
(

πε2

K

)

γ(Sc)Sc p
′

K(r) , (5.8)

where pK(r) is given in (5.4). Upon differentiating (5.4) with respect to r we obtain the following main result:

Principal Result 5.1: Let Ω be the unit disk with center at x = 0. At t = 0 we assume that there are K spots

equi-distributed on a ring of radius r0, with 0 < r0 < 1, at the locations xj = r0e
2πij/K for j = 1, . . . ,K. Suppose

that the common source strength Sc = Sj , for j = 1, . . . ,K, as given in (3.12) satisfies Sc < Σ2 ≈ 4.3. Then, under

the DAE system (3.6) and (3.17), the K spots remain equi-distributed on a ring of radius r(t) for all time, where the

slowly evolving ring radius satisfies the nonlinear first-order ODE

r′ = −ε2γ(Sc)Sc

[

− (K − 1)

2r
+
Kr2K−1

1 − r2K
+ rK

]

, (5.9)

with r(0) = r0. As t → ∞, the ring radius approaches the unique minimum point re of pK(r) given by the unique

root in 0 < re < 1 of the transcendental equation

(K − 1)

2K
− r2 =

r2K

1 − r2K
. (5.10)

The roots of (5.10) are given explicitly in the second column of Table 1 of [26]. In particular, re = 0.5516 when

K = 3, re = 0.6252 when K = 5, and re = 0.6604 when K = 8..

Experiment 6 (Equi-Distributed Spots on One Ring): For ε = 0.02, a = 35, and D = 1, in Fig. 13 we show full

numerical results computed from (1.2) for a five-ring pattern where the spots were initially equi-distributed on a ring

of initial radius r0 = 0.3. Since Sj = 3.5 < Σ2 for j = 1, . . . , 5 from (3.6), the spots indeed remain equi-distributed

on a slowly expanding ring for all time. In Fig. 14(a) we show a very favorable comparison between the asymptotic

ring radius r = r(t) as predicted by (5.9) and the results obtained from the full numerical solution of (1.2). In this

figure, we also show a similar very favorable comparison between the asymptotic and full numerical results for either
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(b) Two Initial Non-Equi-Distributed Spots on a
Ring

Figure 14. Left figure: the asymptotic ring radius vs. time from (5.9) for either eight spots (dashed line), five spots (heavy
solid curve), or three spots (solid curve) equi-distributed on some initial ring inside the unit disk. The parameter values and
initial ring radii are; ε = 0.02, a = 54, D = 1, r0 = 0.3, for the eight-spot pattern; ε = 0.02, a = 35, D = 1, r0 = 0.3, for the
five-spot pattern; and ε = 0.02, a = 20, D = 1, r0 = 0.2, for the three-spot pattern. The discrete points are obtained from full
numerical simulations of (1.2). Right figure: the x cartesian coordinate of the two spot locations vs. t for a two-spot pattern
with initial spot locations (0.2, 0.0) and (0.0, 0.2), which are not initially equi-distributed on a ring. The spots remain on a
slowly expanding ring for all time, and eventually become equi-distributed on the ring.

an eight-spot or a three-spot ring pattern. The parameter values chosen for these other examples are given in the

caption of Fig. 14(a) and are such that the spot strengths Sj are initially below the splitting threshold.

Experiment 7 (Non-Equi-Distributed Spots on One Ring): In Fig. 14(b) we plot the x-cartesian component

of the spot locations for an initial two-spot pattern where the two spots are not equi-distributed on a ring. The

parameter values are ε = 0.02, a = 15, D = 1, and the initial spot locations are x1 = (0.2, 0.0) and x2 = (0.0, 0.2).

For this parameter set Sj = 3.75 < Σ2 at t = 0 and the DAE system (3.6) and (3.17) predicts that Sj remains

below the spot-splitting threshold Σ2 for all time. As t increases, the two spots become equi-distributed on a slowly

expanding ring. The ring radius approaches re ≈ 0.454 as t increases, which is consistent with (5.10).

Experiment 8 (Weak Instabilities for Spots on One-Ring): Next we show weak instabilities for an equi-

distributed one-ring pattern of spots when the number of spots on one ring exceeds some threshold. We first let nine

spots be equi-distributed at t = 0 on a ring of initial radius r0 = 0.3 for the parameter values ε = 0.02, a = 60, and

D = 1. A small initial perturbation of the spot locations on the ring is then given to break the symmetry. The source

strengths Sj for j = 1, . . . , 9, as computed from the DAE system (3.6) and (3.17), are initially below and remain

below the spot-splitting threshold Σ2. In Fig. 15(a) we plot the distance to the origin as a function of time for each

of the nine spots as computed from the DAE system. Initially the spots remain very close to a slowly expanding

ring. However, as the nine-spot equilibrium radius re ≈ 0.666 is approached, a weak instability in the DAE system is

triggered and one of the spots is expelled from the ring. This spot then slowly drifts back to the center of the disk.

The resulting equilibrium ring pattern has eight equi-distributed spots on a ring of radius re ≈ 0.709 together with

a spot at the center of the unit disk. This second type of ring pattern is constructed analytically in §5.2.

As a further illustration of this weak instability, we consider ten initial equi-distributed spots on a (slightly

perturbed) ring of initial radius r0 = 0.3 for the parameter values ε = 0.02, a = 66, and D = 1. In Fig. 15(b) we plot

the distance to the origin as a function of time for each of the ten spots as computed from the DAE system (3.6)

and (3.17). Although the ten spots remain very close to a slowly expanding ring for a long time, a weak instability
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is eventually triggered that eventually leads to an equi-distributed three-ring pattern with four spots on each of the

two larger rings and two spots on the smaller ring.

It is beyond the scope of this paper to give a detailed analysis of this type of weak instability associated with

equilibria of the DAE system (3.6) and (3.17). For a related, but considerably simpler, interacting particle system a

similar type of small eigenvalue instability was studied analytically in [21].
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Figure 15. Asymptotic results for the unit disk, computed from the DAE system (3.6) and (3.17), for the distance of each
spot to the center of the disk vs. time. Left figure: for ε = 0.02, a = 60, and D = 1, the initial pattern has nine equi-distributed
spots on a slightly perturbed ring of initial radius r0 = 0.3. Initially the nine spots remain on a slowly expanding ring. However,
the final equilibrium state has eight spots on a ring with a spot at the center of the disk. Right figure: for ε = 0.02, a = 66,
and D = 1, the initial pattern has ten equi-distributed spots on a slightly perturbed ring of initial radius r0 = 0.3. The final
equilibrium state is an equi-distributed three-ring pattern with four spots on each of the two larger rings and two spots on the
smaller ring.

Experiment 9 (Spot-Splitting on One Ring): To illustrate spot-splitting behavior on a ring, we consider three

spots that are initially equi-distributed on a ring of radius r0 = 0.3 for the parameter values ε = 0.02, a = 30 and

D = 1. For this initial pattern, Sj = 5.0 > Σ2 for j = 1, . . . , 3 from (3.6). Therefore, we predict that all of the spots

will split simultaneously starting at t = 0. This splitting process is shown in Fig. 16 where we plot full numerical

solutions computed from (1.2). The spots are shown to split in a direction roughly tangential to the ring. The spots

then become equi-distributed on a slowly expanding ring. The final six-spot pattern has a ring radius of r ≈ 0.642,

which is consistent with the equilibrium ring radius re as predicted by (5.10).

5.2 A One-Ring and Center Spot Pattern in the Unit Disk

Next, we consider a quasi-equilibrium ring pattern in the unit disk with K − 1 spots equi-distributed on a ring of

radius r and with an additional spot at the center of the disk. The points are labeled in complex form as

xj = re2πij/(K−1) , j = 1, . . . ,K − 1 , xK = 0 , (Pattern II) , (5.11)

where i ≡
√
−1. The spots on the ring have a common source strength Sj = Sc for j = 1, . . . ,K − 1, while the spot

at the center has strength SK .

We will assume that K ≥ 3 so that there is at least two equi-distributed spots on the ring. For this case, (3.17)

predicts that the center spot is stationary (i.e. x′K = 0), while the K − 1 spots on the ring satisfy

x′j = −2πε2γ(Sc)

[(

Sc

2

)

∇xj
F(x1, . . . , xK−1) + SK∇G(xj ; 0)

]

, j = 1 . . . ,K − 1 . (5.12)
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(a) t = 8.0 (b) t = 30.0 (c) t = 45.0

(d) t = 75.0 (e) t = 135.0 (f) t = 297.0

Figure 16. Contour plot of v computed from (1.2) for an initial three-spot pattern with spots equi-distributed on a ring of
initial radius r0 = 0.3. The parameter values are ε = 0.02, a = 30, and D = 1. Each of the spots split leading to a six-spot
pattern on a ring. The ring radius then slowly relaxes to its equilibrium value of re ≈ 0.642 consistent with (5.10).

Here F(x1, . . . , xK) was defined in (5.6). From (5.7) and (4.2) we calculate

∇xj
F(x1, . . . , xK) =

1

K − 1
p′K−1(r)e

2πij/(K−1) , j = 1, . . . ,K − 1 , ∇G(xj ; 0) =
1

2π

(

r − 1

r

)

e2πij/(K−1) .

(5.13)

Upon substituting (5.13) into (5.12) we obtain an explicit ODE for the ring radius r(t) in terms of the as yet unknown

source strengths Sc and SK . The result for the asymptotic dynamics is given below in (5.17) of Principal Result 5.2.

The unknown source strengths Sc and SK can be obtained from (3.7). Upon defining Sv = (Sc, . . . , Sc, SK)t, and

by using (5.11) for xj , we readily calculate the jth row, (GSv)j , of the matrix vector product GSv in (3.7) as

(GSv)j =
pK−1Sc

K − 1
+ αSK , j = 1, . . . ,K − 1 ; (GSv)K = (K − 1)αSc + βSK . (5.14)

Here pK−1 = pK−1(r) is defined in (5.4), while α = α(r) and β = β(r) are defined in terms of the Green’s function

and its regular part by

α ≡ G(r; 0) = − 1

2π
log r +

r2

4π
− 3

8π
, β ≡ R(0; 0) = − 3

8π
. (5.15)
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Then, by substituting (5.14) into (3.7), we readily derive the following two equations for Sc and SK :

Sc − SK + 2πν

[

pK−1Sc

K − 1
− (K − 1)αSc + (α− β)SK

]

+ ν [χ(Sc) − χ(SK)] = 0 , (5.16 a)

(K − 1)Sc + SK = µ , µ ≡ a|Ω|
2π

√
D
. (5.16 b)

By eliminating SK in (5.16) we obtain a nonlinear algebraic equation for Sc. The result is summarized as follows:

Principal Result 5.2: Let Ω be the unit disk with center at x = 0. At t = 0 we assume that K−1 spots, with K ≥ 3,

are equi-distributed on a ring of radius r0, with 0 < r0 < 1, at the locations xj = r0e
2πij/(K−1) for j = 1, . . . ,K − 1,

and that there is a spot at the center xK = 0 of the disk. Then, assuming that Sc < Σ2 ≈ 4.3 and SK < Σ2 for each

t ≥ 0, as t increases the center spot xK remains at the origin while the other K − 1 spots remain equi-distributed on

a ring of radius r(t), where r(t) with r(0) = r0 satisfies the nonlinear first-order ODE

r′ = −ε2γ(Sc)Sc

[

− (K − 2)

2r
+

(K − 1)r2K−3

1 − r2K−2
+ r(K − 1) +

SK

Sc

(

r − 1

r

)]

. (5.17)

The equilibrium ring radius re of (5.17), with 0 < re < 1, is given by the root(s) of

(SK/Sc + (K − 2)/2)

(K − 1) + SK/Sc
− r2 =

(

(K − 1)

(K − 1) + SK/Sc

)

r2K−2

1 − r2K−2
. (5.18)

In (5.17), Sc(r) is the common source strength for the spots on the ring (i.e. Sj = Sc for j = 1, . . . ,K − 1), which

is a root of the nonlinear algebraic equation

Sc

[

1 +
2πν

K

(

pK−1

K − 1
+ (K − 1)(β − 2α)

)]

+
µ

K
[2πν(α − β) − 1] =

ν

K
[χ(µ− Sc(K − 1)) − χ(Sc)] , (5.19)

on the interval 0 < Sc < µ/(K − 1). In terms of Sc, the source strength SK = SK(r) of the center spot is given by

SK = µ− (K − 1)Sc. Here ν = −1/ log ε, α = α(r) and β = β(r) are defined in (5.15), and µ is defined in (5.16 b).

Principal Result 5.2 shows that the existence and dynamics of the quasi-equilibrium K-spot ring pattern (5.11) is

reduced to the study of the coupled DAE system for the dynamics of the ring radius (5.17) and the single nonlinear

algebraic equation (5.19). In Fig. 17 we plot the numerical solution to (5.19) for Sc = Sc(r) and SK = SK(r) as a

function of r for ε = 0.02, D = 1, but for several different values of a and K. The results show that the common ring

spot strength Sc has a fold point behavior with respect to r. Hence, quasi-equilibrium ring patterns of the type (5.11)

exhibit bistable phenomena and exist only when r exceeds some fold point value rf . For r > rf , there are exactly

two values of Sc with Sc = O(1). Since SK = µ− (K−1)Sc, the upper (lower) branches for Sc vs. r in Fig. 17(a) and

Fig. 17(c) correspond to the lower (upper) branches for SK vs. r in Fig. 17(b) and Fig. 17(d), respectively. In Fig. 17

the equilibrium ring radius re for the dynamics (5.17) is indicated. The crosses in Fig. 17 indicate those points where

either Sc or SK is at the spot-splitting threshold Σ2 ≈ 4.3.

In Fig. 18(a) we plot the numerical solution r vs. t to the reduced DAE system (5.17) and (5.19) with initial value

r(0) = 0.55 corresponding to the lower branches of the solid curves for Sc vs. r in Fig. 17(a) and Fig. 17(c). The

solid curve in Fig. 18(a) for the parameter set ε = 0.02, a = 60, D = 1, and K = 9, has an equilibrium ring radius

of re ≈ 0.709. This parameter set and equilibrium ring radius is precisely the value obtained from the full numerical

solutions of (1.2) shown in Fig. 15(a) of Experiment 8 in §5.1.

Experiment 10 (Convergence to a Ring with Center Spot Pattern): Ring patterns of the type (5.11) can

also arise as the steady-state limit of an arbitrary arrangement of initial spots locations in the unit disk. An example

of this is shown in Fig. 19 for the parameter set ε = 0.02, a = 36, D = 1, and K = 6, with initial spot locations as
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Figure 17. Sc vs. r (left figures) and SK vs. r (right figures) for the ring pattern (5.11) in the unit disk calculated from
(5.19) for ε = 0.02 and D = 1. Top row: K = 3, and a = 18.5 (heavy solid curves); K = 6, and a = 36 (solid curves). Bottom
Row: K = 9, and a = 74 (heavy solid curves); K = 9 and a = 60 (solid curves). The bullets are the equilibrium points for the
dynamics (5.17). The crosses indicate where either Sc or SK is at the spot-splitting threshold Σ2.
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Figure 18. Left figure: asymptotic ring radius vs. t with r(0) = 0.55, ε = 0.02 and D = 1 for the ring pattern (5.11) in the
unit disk computed from (5.17) and (5.19) for two lower solution branches in Fig. 17(a) and Fig. 17(c); a = 36 and K = 6
(heavy solid curve); a = 60 and K = 9 (solid curve). Right figure: distances rj vs. t for each of the six spots shown in Fig. 19.
The solid curves are obtained by solving the DAE system (3.6) and (3.17) numerically, while the discrete points are computed
numerically from (1.2). As t increases the ring radius approaches re ≈ 0.68, which is consistent with the equilibrium point for
the heavy solid curve in the left figure.
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(a) t = 23.0 (b) t = 418.0 (c) t = 922.0 (d) t = 1880.0

Figure 19. Numerical results computed from (1.2) in the unit disk for an initial six spot pattern with spot locations x1 = (0, 0),
x2 = (0.0, 0.4), x3 = (−0.6,−0.6), x4 = (0.5,−0.3), x5 = (0.5, 0.5), and x6 = (−0.4, 0.7). The parameter values are ε = 0.02,
a = 36, and D = 1. The final equilibrium state has five spots on a ring together with a spot at the center of the disk.

(a) t = 54.0 (b) t = 372.0 (c) t = 387.0 (d) t = 800.0

Figure 20. Numerical results computed from (1.2) in the unit disk for an initial pattern with eight spots equi-distributed on
a ring of initial radius r0 = 0.63 together with a spot at the center of the disk. The parameter values are ε = 0.02, a = 74, and
D = 1. The ring slowly expands and the spot at the center undergoes a splitting process resulting in an equilibrium solution
that has two equi-distributed spots on an inner ring and eight such spots on an outer ring.

given in the caption of Fig. 19. In Fig. 18(b) we compare the asymptotic results from the full DAE system (3.6) and

(3.17) with corresponding numerical results computed from (1.2) for the distance of each of the spots to the center

of the unit disk. The final equilibrium pattern has five spots equi-distributed on a ring with a spot at the center of

the unit disk. The equilibrium ring radius re ≈ 0.68 for this pattern is precisely the equilibrium value for the lower

branch on the solid curve in Fig. 17(a). Therefore, as t→ ∞, the initial pattern in Fig. 19 approaches the equilibrium

point on the lower branch of the solid curve in Fig. 17(a).

Finally, we use the plots of Sc and SK versus r in Fig. 17 to show that a ring pattern of the form (5.11) that is

initially stable to spot-splitting at t = 0 can become unstable to spot-splitting at a later time before the ring radius

reaches its steady-state limiting value. This is referred to as a dynamically induced or triggered instability. Different

types of dynamically induced instabilities are well-known to occur for spike solutions in one-spatial dimension (see

[41]). To illustrate this behavior in our two-dimensional setting we now consider a specific example.

Experiment 11 (Dynamic Instability for a Ring with Center Spot Pattern): Consider the parameter set

ε = 0.02, a = 74, D = 1, and K = 9, and let r(0) = 0.63 be the initial ring radius. This gives an initial point

on the lower branch of the Sc versus r (heavy solid) curve in Fig. 17(c) and, correspondingly, an initial point on
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the upper branch of the SK versus r (heavy solid curve) in Fig. 17(d). At this initial ring radius r(0) = 0.63, we

calculate from (5.19) that Sc ≈ 4.19 and SK ≈ 3.45, which are both below the spot-splitting threshold Σ2 ≈ 4.3. As

t increases, the ring radius slowly expands and SK slowly increases on the upper branch of the heavy solid curve in

Fig. 17(d). However, we calculate that SK ≈ 4.54 > Σ2 at the equilibrium value r = re ≈ 0.709, and SK ≈ 4.3 when

r ≈ 0.69. Therefore, the source strength SK for the spot at the center exceeds the spot-splitting threshold Σ2 before

the equilibrium ring radius is attained. Theoretically, we then predict that the spot at the center will undergo a

spot-splitting event through a dynamically triggered instability. In Fig. 20 we show a confirmation of this prediction

from full numerical solution of (1.2).

A very similar argument shows that a dynamically triggered instability will occur for each spot on the ring for

the parameter set ε = 0.02, a = 18.5, D = 1, and K = 3, with initial ring radius r(0) = 0.33, corresponding to an

initial point on the upper branch of the Sc versus r (heavy solid) curve in Fig. 17(a). At t = 0 and r(0) = 0.33, we

compute from (5.19) that Sc ≈ 4.15 and SK ≈ 0.95, and that Sc ≈ 4.35 when r = re ≈ 0.489. Therefore, Sc exceeds

the spot-splitting value for some r in r(0) < r < re, leading to a dynamically triggered spot-splitting behavior for

the two spots on the ring.

6 The NLEP Regime: Stability Analysis for D = O(ν−1)

We now consider the limiting case D � 1 with D = D0/ν, where ν ≡ −1/ log ε and D0 is an O(1) parameter. In this

regime, it was shown in [54] that the stability of a multi-spot pattern is determined by a certain nonlocal eigenvalue

problem (NLEP). By applying stability results of [48] and [52] for this NLEP, it was proved in [54] that a K-spot

pattern, with spots of equal amplitude, is stable when K > 1 if and only if

D0 ≤ D0K ≡ a2|Ω|2
4π2K2b0

, b0 ≡
∫ ∞

0

ρ [w(ρ)]2 dρ . (6.1)

There is no stability threshold for a one-spot pattern when D0 = O(1). Here w(ρ) is the unique positive radially

symmetric ground-state solution of ∆yw−w+w2 = 0 in R
2. In this section we show how to recover this result from

the eigenvalue problem (3.26) and (3.20) of §3 in the regime D = D0/ν.

To do so, we first must construct approximate solutions to the core problems (3.2) and to the nonlinear system

(3.6) for the source strengths when D = D0/ν � 1. The constraint in (3.6) indicates that Sj = O(ν1/2) when

D = O(ν−1). This fact suggests that we must expand Sj , Uj , Vj , and χj , in (3.2) as

(

Sj

Vj

)

= ν1/2

[(

S0j

V0j

)

+ ν

(

S1j

V1j

)

+ · · ·
]

,

(

χj

Uj

)

= ν−1/2

[(

χ0j

U0j

)

+ ν

(

χ1j

U1j

)

+ · · ·
]

. (6.2)

Upon substituting (6.2) into (3.2), and collecting powers of ν, we obtain that U0j and V0j satisfy

V ′′
0j +

1

ρ
V ′

0j − V0j + U0jV
2
0j = 0 ; U ′′

0j +
1

ρ
U ′

0j = 0 , 0 ≤ ρ <∞ , (6.3 a)

V0j → 0 , U0j → χ0j as ρ→ ∞ . (6.3 b)

At next order, U1j and V1j satisfy

V ′′
1j +

1

ρ
V ′

1j − V1j + 2U0jV0jV1j = −U1jV
2
0j ; U ′′

1j +
1

ρ
U ′

1j = U0jV
2
0j , 0 ≤ ρ <∞ , (6.3 c)

V1j → 0 , U1j → S0j log ρ+ χ1j as ρ→ ∞ . (6.3 d)
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Then, at one higher order, we get that U2j satisfies

U ′′
2j +

1

ρ
U ′

2j = U1jV
2
0j + 2U0jV0jV1j , 0 ≤ ρ <∞ ; U2j ∼ S1j log ρ+ χ2j as ρ→ ∞ . (6.3 e)

The solution to (6.3 a) with far-field conditions (6.3 b) is simply

U0j = χ0j , V0j = w/χ0j . (6.4)

Here χ0j is a constant to be found, and w(ρ) is the radially symmetric ground-state solution of ∆yw −w + w2 = 0.

To determine S0j we apply the Divergence theorem to the U1j equation in (6.3 c) to obtain

S0j =

∫ ∞

0

ρU0jV
2
0j dρ =

b0
χ0j

, b0 ≡
∫ ∞

0

ρw2 dρ . (6.5)

It is then convenient to decompose U1j and V1j in terms of new variables Û1 and V̂1 by

U1j =
1

χ0j

[

χ0jχ1j + Û1

]

, V1j =
1

χ3
0j

[

−χ0jχ1jw + V̂1

]

. (6.6)

Upon substituting (6.4), (6.5), and (6.6), into (6.3 c) and (6.3 d), and using the identity ∆yw − w + 2w2 = w2, we

readily obtain that Û1 and V̂1 are radially symmetric solutions of

L0V̂1 = −Û1w
2 , Û ′′

1 +
1

ρ
Û ′

1 = w2 , 0 ≤ ρ <∞ ; V̂1 → 0 , Û1 − b0 log ρ→ 0 as ρ→ ∞ , (6.7)

with V̂ ′
1(0) = Û ′

1(0) = 0. Here we have defined the “local” operator L in terms of w by

LΦ ≡ Φ′′ +
1

ρ
Φ′ − Φ + 2wΦ . (6.8)

By specifying that there is no O(1) term in the far-field asymptotics of Û1 in (6.7), then Û1 and V̂1 are independent of

j and can be uniquely determined. Finally, we use the Divergence theorem on the U2j equation in (6.3 e) to determine

S1j , and we simplify the resulting expression using (6.4) and (6.6). In this way, we obtain for S1j that

S1j = −χ1j

(

b0
χ2

0j

)

+
b1
χ3

0j

, b1 ≡
∫ ∞

0

ρ
(

Û1w
2 + 2wV̂1

)

dρ . (6.9)

Equations (6.5) and (6.9) relate S0j and S1j to the as yet unknown constants χ0j and χ1j . To obtain a closed

system of equations, we substitute (6.2) into (3.6) and set D = D0/ν. Then, we expand uc in (3.6) as

uc = ν−1/2 (uc0 + νuc1 + · · · ) . (6.10)

Upon collecting powers of ν in the resulting expressions, we obtain that

S0j + χ0j = −2πuc0 , j = 1, . . . ,K ;

K
∑

j=1

S0j =
a|Ω|

2π
√
D0

, (6.11 a)

S1j + χ1j + 2πRj,jS0j + 2π

K
∑

i=1

i6=j

Gi,jS0i = −2πuc1 , j = 1, . . . ,K ;

K
∑

j=1

S1j = 0 . (6.11 b)

We look for a K-spot solution with spots of equal height. Therefore, upon recalling (6.5) for χ0j , we can solve

(6.11 a) to obtain uc0 and the common values for S0j and χ0j given by

S0j = S0 ≡ a|Ω|
2πK

√
D0

, uc0 = − 1

2π

(

S0 +
b0
S0

)

, χ0j = χ0 ≡ b0
S0

. (6.12)
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To determine S1j , χ1j , and uc1, we first substitute (6.9) for S1j into (6.11 b), and then solve the resulting system for

χ1j and uc1. A simple calculation yields a linear system for χv1 ≡ (χ11, . . . , χ1K)t in the form

(I − µE)χv1 = −µ
[

b1
χ3

0

e+ 2πS0

(

G − p

K
I
)

e

]

. (6.13 a)

In terms of this solution, uc1 is given by

uc1 = − 1

2πK

(

etχv1 + 2πS0p
)

. (6.13 b)

In (6.13), G is the Green’s function matrix of (3.8), e ≡ (1, . . . , 1)t and

E ≡ 1

K
eet , p = p(x1, . . . , xK) ≡ etGe , µ−1 ≡ 1 − b0/χ

2
0 . (6.13 c)

Since E has rank one, together with Ee = e and µ 6= 1, then (I − µE)−1 exists and is readily calculated with the

Sherman-Woodbury-Morrison formula. Finally, in terms of the solution to (6.13a), S1j is given by (6.9). We remark

that when the spot locations x1, . . . , xK are such that e is an eigenvector of G (i.e. G is a circulant matrix as in §5.1),

then χv1 is given by the common value χv1 = µb1e/[χ
3
0(µ− 1)] from (6.13 a). This completes the derivation of the

approximate solution to (3.2) and (3.6) when D = D0/ν � O(1) with D0 = O(1).

Next, we show that for D = D0/ν the multi-spot stability problem (3.26) and (3.20) reduces to the NLEP problem

of [54]. Since Vj ∼ ν1/2w/χ0j and Uj ∼ ν−1/2χ0j from (6.2) and (6.4), then (3.20) with D = D0/ν reduces to

LΦj +
D0w

2

χ0j
Nj = λΦj , N ′′

j +
1

ρ
N ′

j = ν

(

w2

χ0j
Nj +

2w

D0
Φj

)

, 0 ≤ ρ <∞ , (6.14 a)

Φj → 0 , Nj ∼ Cj log ρ+Bj as ρ→ ∞ . (6.14 b)

Here LΦj ≡ Φ′′
j + ρ−1Φ′

j − Φj + 2wΦj . Therefore, for ν � 1, we conclude that Cj = O(ν) and that Bj is arbitrary.

This motivates the expansion

Bj = Bj0 + νBj1 + O(ν2) , Cj = νCj0 + O(ν2) , Nj = Bj0 + νNj1 + O(ν2) . (6.15)

Upon substituting (6.15) into (6.14), and collecting linear terms in ν, we find that Nj1 satisfies

N ′′
j1 +

1

ρ
N ′

j1 =

(

w2

χ0j
Bj0 +

2w

D0
Φj

)

, 0 < ρ <∞ ; Nj1 ∼ Cj0 log ρ+Bj1 as ρ→ ∞ . (6.16)

The Divergence theorem on the Nj1 equation then determines Cj0 in terms of Bj0 as

Cj0 =
b0
χ0j

Bj0 +
2

D0

∫ ∞

0

ρwΦj dρ , b0 ≡
∫ ∞

0

ρw2 dρ . (6.17)

Next, we substitute (6.15) into (3.26) to obtain to leading order in ν that

η̄ = Bj0 + Cj0 , j = 1, . . . ,K ;

K
∑

j=1

Cj0 = 0 . (6.18)

We solve (6.18) and use (6.17) to eliminate Cj0. This yields η̄ = K−1
∑K

j=1 Bj0, where Bj0 satisfies

(

1 +
b0
χ2

0j

)

Bj0 −
1

K

K
∑

j=1

Bj0 = − 2

D0

∫ ∞

0

ρwΦj dρ , j = 1, . . . ,K . (6.19)

Then, by substituting (6.19) into the equation (6.14 a) for Φj , we obtain K coupled nonlocal eigenvalue problems.
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In matrix form this system can be written for Φv ≡ (Φ1, . . . ,ΦK)t as

LΦv − 2w2

(

∫∞

0
ρwHΦv dρ

∫∞

0
ρw2 dρ

)

= λΦv , 0 ≤ ρ <∞ , (6.20 a)

where the matrix H is defined in terms of a diagonal matrix D and the vector e = (1, . . . , 1)t by

H ≡ D (I + D − E)−1 , E =
1

K
eet ; Djj = b0/χ

2
0j , j = 1, . . . ,K . (6.20 b)

By diagonalizing (6.20) we recover the following result of [54]:

Principal Result 6.1: Let ε→ 0 and suppose that D = D0/ν � 1, where ν = −1/ log ε with D0 = O(1). Then, the

stability of a K-spot solution is determined by the spectrum of the nonlocal eigenvalue problems

Lψ − 2w2κi

∫∞

0
ρwψ dρ

∫∞

0 ρw2 dρ
= λψ , 0 ≤ ρ <∞ ; ψ → 0 as ρ→ ∞ , (6.21)

where κi for i = 1, . . . ,K are the eigenvalues of the matrix H defined in (6.20 b). For a one-spot solution we have

stability (i.e. Re(λ) < 0) for any value of D0 = O(1). Alternatively, a symmetric K-spot pattern with K > 1, for

which χ0j = χ0 for j = 1, . . . ,K, is stable if and only if D0 < D0K , where the threshold D0K was given in (6.1).

To prove this result, we calculate for a symmetric K-spot pattern that the eigenvalues of H are simply

κi =
b0
χ2

0

[

1 +
b0
χ2

0

]−1

, i = 1, . . . ,K − 1 , κK = 1 . (6.22)

The stability criterion of Theorem 5.1 of [48] and of [52] proves that Re(λ) < 0 if and only if κi > 1/2 for i = 1, . . . ,K

(see also Appendix B of [54]). Therefore, since κK = 1, a one-spot solution is always stable. For K > 1, we use

(6.22) for κi to conclude that a K-spot pattern is stable if and only if χ0/
√
b0 < 1. Finally, by using (6.12) for χ0

we obtain the threshold value D0K of (6.1). In principle by using a higher order expansion for the solutions to the

quasi-equilibrium problem (3.2) and (3.6) and of the eigenvalue problem (3.26) and (3.20), we should be able to

calculate an O(ν1/2) correction term to the threshold D0K .

7 Discussion

We have developed a formal asymptotic analysis to derive a DAE system (3.6) and (3.17) describing the dynamics of a

collection of spots for the Schnakenburg model (1.2). By studying the stability properties of a single spot numerically,

we have formulated a criterion for the occurrence of spot-splitting behavior in (1.2) in terms of the solution to the

DAE system. By solving this DAE system numerically, and analytically for special ring-type patterns of spots, we

have favorably compared our asymptotic results for spot dynamics with full numerical solutions of (1.2).

There are several open problems for the Schnakenburg model that warrant further study. The first, and most

important, such problem is to provide a rigorous mathematical theory to supplement the formal asymptotic analysis

presented here. Motivated by the bistable phenomena discovered in §5.2 for certain ring-type patterns of spots in the

unit disk, a second key open problem is to perform a detailed bifurcation study of the equilibria of the DAE system

(3.6) and (3.17) in order to characterize all possible equilibrium spot-type patterns in an arbitrary domain and to

investigate how these solution branches depend on the parameters. A third important open problem is to derive

correction terms to the leading-order NLEP theory of §6 to determine thresholds for spot stability when D � O(1),

and to numerically study the matrix problem of (3.28) governing the stability of the core solution to locally radially

symmetric perturbations when D = O(1). A fourth open problem is to numerically calculate the solution branch
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that bifurcates off of the radially symmetric core solution at the critical value where a peanut-splitting instability is

initiated.

With regards to more general systems, a key open problem is to investigate whether the asymptotic methodology

developed here can be readily extended to other multi-component reaction-diffusion systems in the semi-strong limit

of small diffusivity of only one of the components. Such related systems include the Gierer-Meinhardt and Gray-Scott

models. More specifically, for which class of reaction-diffusion models can one guarantee that the primary instability

of the core solution is to a peanut-splitting instability that initiates a spot-splitting event? For such systems it should

be possible to derive related DAE systems governing the dynamics of a collection of spots and to formulate a criterion

for the initiation of spot-splitting. In contrast to the Schakenburg model studied in this paper in a finite domain, it

should be possible to analyze spot patterns for these other reaction-diffusion models on infinite domains provided

that the relevant Green’s function associated with the inhibitor concentration decays at infinity. Finally, it would also

be interesting to develop a similar asymptotic methodology to analyze various bifurcations associated with localized

spot patterns on slowly growing domains.
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