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Abstract. In the singularly perturbed limit corresponding to a large diffusivity ratio between two9

components in a reaction-diffusion (RD) system, quasi-equilibrium spot patterns are often admitted,10

producing a solution that concentrates at a discrete set of points in the domain. In this paper, we derive11

and study the differential algebraic equation (DAE) that characterizes the slow dynamics for such spot12

patterns for the Brusselator RD model on the surface of a sphere. Asymptotic and numerical solutions are13

presented for the system governing the spot strengths, and we describe the complex bifurcation structure14

and demonstrate the occurrence of imperfection sensitivity due to higher order effects. Localized spot15

patterns can undergo a fast time instability and we derive the conditions for this phenomena, which16

depend on the spatial configuration of the spots and the parameters in the system. In the absence of17

these instabilities, our numerical solutions of the DAE system for N = 2 to N = 8 spots suggest a large18

basin of attraction to a small set of possible steady-state configurations. We discuss the connections19

between our results and the study of point vortices on the sphere, as well as the problem of determining20

a set of elliptic Fekete points, which correspond to globally minimizing the discrete logarithmic energy21

for N points on the sphere.22

1. Introduction23

We analyze localized spot patterns for a two-component reaction-diffusion (RD) system on the surface of24

a sphere. In the singularly perturbed limit that corresponds to the large diffusivity ratio, such systems25

will often permit the formation of spatially localized spot patterns, These patterns are characterized26

by one or both solution components concentrating at certain points in the domain. At leading-order,27

the spot patterns are stationary, and in a companion paper by Rozada et al. [32], results for these28

quasi-equilibria structures were presented for the prototypical model of the Brusselator. Over long29

time scales, however, and for finite diffusivity ratios, the spots will indeed move on the sphere. The30

main goal of this paper is to derive and analyze these resultant slow spot dynamics.31

We focus our analysis on the dimensionless Brusselator system given in terms of the activator

u = u(x, t) and the inhibitor v = v(x, t) on the surface of the unit sphere, formulated as

∂u

∂t
= ε2 ∆S u+ F (u, v) , τ

∂v

∂t
= ∆S v +H(u, v) , (1a)
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where the nonlinear kinetics are defined by

F (u, v) ≡ ε2E− u+ fu2v , H(u, v) ≡ ε−2
(

u− u2v
)

, (1b)

for constants E > 0, τ > 0, and 0 < f < 1. In (1a), the surface Laplacian, ∆S, is defined by

∆S ≡ 1

sin2 θ

∂2

∂φ2
+

1

sin θ

∂

∂θ

[

sin θ
∂

∂θ

]

, (2)

corresponding to the spherical coordinate system x = (x, y, z) = (cosφ sin θ, sinφ sin θ, cos θ)T , for32

longitudinal angular coordinate φ ∈ [0, 2π) and latitudinal coordinate θ ∈ (0, π). The particular33

scaling of the non-dimensionalized system (1) has been primarily chosen so that the magnitude of the34

spot patterns for u is O(1) in the limit ε→ 0. In Appendix A, we review the full details of the scalings35

leading to (1), as given in [32].36
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(h) t = 104 ∆t

v ∈ [1.46, 4.69]

Figure 1: Full numerical solutions u in (a) to (d), and v in (e) to (h) of the RD system (1) computed using the

closest-point method used in [32] with explicit Euler time integration. The parameter values are f = 0.8, ε = 0.075,

τ = 7.8125, E = 4. Time steps were ∆t = 0.005 and ∆x = ∆y = 0.08. Blue denotes small values, yellow middle values,

and red large values. The top subplots display the patterns in the (φ, θ) plane.

For small values of ε, localized spot patterns are readily observed in full numerical simulations37

of (1) when using random initial conditions close to the spatially uniform state ue = ε2E/(1− f) and38
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ve = (1− f)/(Eε2). For example, using one set of parameter values and with a 1% random perturbation39

of the uniform state, Fig. 1 shows that the intricate transient dynamics at short times leads to the40

formation of six localized spots as time increases. Thus, given that spot-type patterns can emerge in41

the singularly perturbed limit, ε → 0, it is of interest to asymptotically construct such patterns and42

then to analyze their stability and slow dynamics. A central question is to ask whether, beginning from43

an N -spot pattern, one can asymptotically derive from (1) a reduced dynamical system for the time44

evolution of the spot centers. From this limiting system, one can then determine the spatial locations45

of the centers of the spots that correspond to linearly stable steady-state patterns on the sphere.46

1.1. Extending from the quasi-equilibrium study of Rozada et al. [32]47

Our understanding of the quasi-static spot patterns on the sphere relies upon many results presented

in the companion paper by Rozada et al. [32]. There, the method of matched asymptotic expansions

was used in the limit ε → 0 to construct the quasi-static N -spot solution for (1), with the spots

centered at x1, . . . ,xN on the sphere. In the outer region, defined at O(1) distances from the spot

locations, it was shown that the leading-order inhibitor concentration field, v, in (1) is given in terms

of a sum of Green’s functions, where each spot is represented as a Coulomb singularity of the form

v ∼ Sj log |x−xj| as x → xj, for j = 1, . . . , N . The spot strengths S1, . . . , SN were found to satisfy a

nonlinear algebraic system involving a Green’s matrix, representing interactions between the spots, and

a nonlinear function arising from the local solution near an individual spot. An important parameter

that is introduced was

ν =
1

| log ε| , (3)

which arises during the matching process between the outer solutions, valid away from the spot centers,48

and the inner core solutions. This gauge function results from the logarithmic singularity of the Green’s49

function on the sphere.50

Moreover, in the companion study, it was shown that from a numerical solution of a radially51

symmetric eigenvalue problem that if the spot strength exceeds some threshold, then the jth spot is52

linearly unstable to a non-radially symmetric peanut-shape perturbation near the spot. This linear53

instability was found to be the trigger of a nonlinear spot self-replication event, suggesting that this54

bifurcation is subcritical. In addition, a globally coupled eigenvalue problem (GCEP) was formulated55

that determines the stability properties of anN -spot pattern to locally radially symmetric perturbations56

near the spots. This GCEP was analyzed in [32] only for special spatial configurations {x1, . . . ,xN}57

of spots for which they have a common strength, i.e. Sc = Sj for j = 1, . . . , N .58

In this paper, we shall build upon the companion study [32] by presenting an asymptotic and59

numerical study of the slow spot patterns. We will also provide a more complete analysis of the60

quasi-equilibria patterns, particularly noting further distinguished limits as ε→ 0, and solutions with61

unequal spot strengths, which had not been previously uncovered in [32].62

Our plan is as follows. First in §3, we shall derive the set of equations that governs the slow63

movement of the spot locations. We demonstrate that in the absence of any O(1) time-scale instability,64

the spots centers will slowly drift on an asymptotically long time-scale of order O(ε−2). The governing65

equations take the form of differential algebraic equation (DAE) for the time-evolution of the spot66



Dynamics of localized spot patterns on the sphere 4

locations, which depend on the current spot strengths. The main technical challenge in deriving67

this DAE is due to the higher-order matching between the inner (near-spot) and outer solutions. In68

particular, this asymptotic matching must account for inter-spot interactions, the slow dynamics of69

the patterns, and the correction terms that arise due to the projection the spherical geometry onto the70

local tangent plane approximation near the jth spot.71

After having done so, we shall return in §4 to the study of the quasi-equilibrium solutions and72

provide a new analysis that accounts for the distinguished limits that arise when E in (1) is either73

O(1) or simultaneously tends to zero when ν → 0. We identify a set of patterns of quasi-equilibrium74

patterns, not remarked in [32], that consists of spots of mixed strengths, and we demonstrate that75

such mixed patterns are all unstable on an O(1) time-scale. We furthermore extend the prior study76

by applying numerical path-following methods to the nonlinear algebraic system in order to illustrate77

the bifurcation structure. Notably, we demonstrate the new result that, in the regime E = O(
√
ν), the78

bifurcation structure can exhibit imperfection sensitivity if a certain condition on the spot locations79

does not hold.80

In §5, we perform numerical simulations of the DAE system in the parameter regime for which the81

quasi-equilibrium spot patterns are linearly stable. By beginning from random initial configurations82

for N = 2 to N = 8 spots, we identify the steady-state patterns having large basins of attraction. A83

particularly difficult configuration to identify is for N = 8, where the stable steady-state pattern is84

a 45◦ “twisted cuboid”: two parallel rings containing four equally-spaced spots, with the spots phase85

shifted by 45◦ between each ring (see Fig. 10). In fact, this special 8-spot pattern is an elliptic Fekete86

point set. Our main results are summarized in §6, and we discuss numerous open problems for future87

study.88

1.2. Connections and differences with other works89

There is a wealth of literature on the formation of RD patterns in both simple and more complicated90

domains. Let us review how the work our this paper fits into the wider community.91

For the situation where only one of the two solution components is localized, the spots are said92

to exhibit semi-strong interactions. In this semi-strong interaction limit, and in a 1-D spatial domain,93

there have been many studies of the dynamics of localized patterns for specific reaction-diffusion94

systems; this includes the Gierer-Meinhardt (GM) model [11, 13, 34], the Gray-Scott (GS) model95

[7, 9, 10, 34], the Schnakenberg model [31], a three-component RD system modeling gas-discharge [37],96

the Brusselator model [36], a model for hot-spots of urban crime [35], and a general class of RD models97

[24]. In these studies, a wealth of different analytical techniques have been used, including the method98

of matched asymptotic expansions, Lyapanov-Schmidt reductions, geometric singular perturbation99

theory, and the rigorous renormalization approach of [11]. In contrast, for the case of a 2-D domain,100

there are only a few studies of the dynamics of localized spot patterns by formal asymptotic analysis101

(see e.g. [6, 16, 17]), as the analytical techniques available in 2-D are, to a large extent, very different102

in nature to those for the simpler 1-D case.103

There have been many numerical studies of RD patterns on the sphere and other compact manifolds104

(c.f. [1, 5, 12, 19, 20, 23, 38]), many of which are motivated by specific problems in biological pattern105
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formation for both stationary and time-evolving surfaces (c.f. [18, 27, 29]). Most prior analytical106

studies of pattern formation on surfaces have been restricted to the sphere, and focus on analyzing107

the development of small amplitude spatial patterns that bifurcate from a spatially uniform steady-108

state at some critical parameter value. Near this bifurcation point, weakly nonlinear theory based on109

equivariant bifurcation theory and detailed group-theoretic properties of the spherical harmonics have110

been used to derive and analyze normal form amplitude equations characterizing the emergence of111

these small amplitude patterns (c.f. [4, 8, 21, 22, 28, 38]). However, due to the typical high degree of112

degeneracy of the eigenspace associated with spherical harmonics of large mode number, these normal113

form amplitude equations typically consist of a large coupled set of nonlinear ODEs. These ODEs have114

an intricate subcritical bifurcation structure, with weakly nonlinear patterns typically only becoming115

stable past a saddle-node bifurcation point. As a result, the preferred spatial pattern that emerges116

from an interaction of these modes is difficult to predict theoretically. Moreover, although equivariant117

bifurcation theory is able to readily predict the general form of the coupled set of amplitude equations,118

the problem of calculating the coefficients in these amplitude equations for specific RD systems is119

rather intricate in general (see [4] for the case of the Brusselator).120

In this paper and its companion [32], we propose an alternative theoretical framework for analyzing121

RD patterns on the sphere. In contrast to a weakly nonlinear framework, our theoretical analysis is not122

based on an asymptotic closeness of parameters to a Turing bifurcation point. Instead, it relies on an123

assumed large diffusivity ratio between the two components in the system. In this singularly perturbed124

limit, the Brusselator allows for the existence of localized quasi-equilibrium spot-type patterns for a125

wide range of parameters.126

Related work on characterizing slow spot dynamics in a 2-D planar domain was done previously127

for the Schnakenberg model [16] and the Gray-Scott model [6]. Our analysis of slow spot dynamics on128

the sphere is rather more complicated than that for the planar case since we must carefully examine129

certain correction terms generated by the curvature of the sphere.130

We also note that an important motivation for this paper is to better understand the connections131

that exists between the study of spot patterns on the sphere in RD systems, with the apparently similar132

study of point vortex motion on the sphere in Eulerian fluid mechanics. For the latter problem, the133

positions of the point vortices are similarly governed by a reduced dynamical system. This system has134

been under intense study over the past three decades (see [2, 3, 15, 25, 26] and the references therein).135

2. Two principal results for slow spot dynamics136

In this section, we present our main results for the slow dynamics of a collection of localized spots for137

(1) on the surface of the unit sphere. The first result, as originally derived in [32], is an asymptotic138

result characterizing quasi-equilibrium solutions of (1) when ε≪ 1. The result is as follows:139

Principal Result 1 (Quasi-Equilibria, (2.15) in [32]). For ε → 0, the leading order uniformly valid

quasi-equilibrium solution to (1) is described by an outer solution, valid away from the spots, and inner
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core solutions near each of the N spots centered at x = xj for j = 1, . . . , N . These solutions are

uunif ∼ ε2E +
N
∑

i=1

Ui,0

( |x− xi|
ε

)

, vunif ∼
N
∑

i=1

SiLi(x)− 4πRE + v , (4)

where Li(x) ≡ log |x−xi|, R ≡ 1
4π
(log 4−1), and v is a constant. The leading-order radially symmetric

inner core solution, Ui,0, is defined on the tangent plane to the sphere near the spot at x = xi, and

is found by numerical computation of the BVP (18). In (4), the spot strengths, Si for i = 1, . . . , N ,

satisfy the nonlinear algebraic system

N (S) ≡
[

I− ν(I− E0)G
]

S + ν(I− E0)χ(S)−
2E

N
e = 0 . (5)

Here I is N × N identity matrix, (E0)ij = 1
N
, (S)i = Si, (χ(S))i = χ(Si), (G)ij = Li(xj) for i 6= j

and (G)ii = 0, (e)i = 1, and ν = −1/ log ε. The values of χ(Si) are found by numerically solving the

leading-order inner system (18) (see Fig. B2). In terms of the spot strengths, the constant v in (4) is

v =
2E

νN
+ 4πRE +

1

N

[

eTχ− eTGS
]

. (6)

For a fixed configuration of spot locations, the linear stability of such quasi-equilibrium solutions to140

O(1) time-scale instabilities was investigated in [32]. There, it was found that, depending on the range141

of E, τ , and f , such instabilities can lead to either spot self-replication events, a spot-annihilation142

phenomena, or temporal oscillations of a spot profile. These instabilities are discussed in detail in143

§4. For E = O(1), our analysis in §4 shows that, to leading order in ν, spot-patterns for which144

Sj = O(1), for all j = 1, . . . , N , are linearly stable on an O(1) time-scale provided that Sj < Σ2(f) for145

all j = 1, . . . , N , where Σ2 is referred to as the spot self-replication threshold.146

However, in those parameter range where these O(1) time-scale instabilities are absent, the main147

result of this paper is to show that the quasi-equilibrium solution of (4) characterizes the slow dynamics148

of a localized spot pattern for (1) on the longer time scales of O(ε−2). On this long time-scale, the149

slow dynamics of the centers of a collection of N spots is characterized as follows:150

Principal Result 2 (Slow spot dynamics). Let ε → 0. Provided that there are no O(1) time-

scale instabilities of the quasi-equilibrium spot pattern, the time-dependent spot locations, xj =

(cosφj sin θj, sinφj sin θj, cos θj)
T , vary on the slow time-scale σ = ε2t, and satisfy the differential

algebraic system (DAE):

dθj
dσ

= − 2

Aj

α1(xj) , sin θj
dφj

dσ
= − 2

Aj

α2(xj) , j = 1, . . . , N , (7a)

where Aj = A(Sj; f) is a nonlinear function of Sj defined via an integral in (41) (see Fig. 2), and

(

α1(xj)

α2(xj)

)

≡
N
∑

i=1
i 6=j

Si

(

∂Li(x)
∂θ

1
sin θj

∂Li(x)
∂φ

)∣

∣

∣

∣

∣

φ=φj ,θ=θj

. (7b)

The spot strengths Sj, for j = 1, . . . , N , are coupled to the slow dynamics by (5).151
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It is convenient to express the slow dynamics of the spot locations in a more explicit form. To do

so, we use the cosine law |x− xi|2 = 2(1− cos γi) to write Li in terms of spherical coordinates as

Li =
1

2
log [1− cos γi] +

1

2
log 2 , cos γi = cos θ cos θi + sin θ sin θi cos(φ− φi) ,

where γi = γi(φ, θ) is the angle between x and xi. By using this form for Li, (7) becomes

dθj
dσ

= − 1

Aj

N
∑

i=1
i 6=j

(

Si

1− cos γij

)

[

sin θj cos θi − cos θj sin θi cos(φj − φi)
]

, (8a)

sin θj
dφj

dσ
= − 1

Aj

N
∑

i=1
i 6=j

(

Si

1− cos γij

)

[

sin θi sin(φj − φi)
]

, (8b)

for j = 1, . . . , N , where γij ≡ γi(φj, θj) is the angle between xi and xj.152

As an alternative to (8), we can also write (7) in terms of cartesian coordinates. Writing xj as a

column vector, and letting T denote transpose, we will show in §3 that (8) is equivalent to

dxj

dσ
=

2

Aj

(I−Qj)
N
∑

i=1
i 6=j

Sixi

|xi − xj|2
, Qj ≡ xjx

T
j , j = 1, . . . , N . (9)

3. Asymptotic derivation of the slow spot dynamics153

Our aim in this section is to construct a localized quasi-equilibrium spot pattern solution for the system

(1) in the limit ε→ 0. Such solutions consist of two parts. The first consists of an outer region, where

the solution varies slowly according to

uout ∼ ε2E and ∆S vout ∼ −ε−2H(uout, vout) ∼ −E. (10)

The second part of the solution consists of localized inner regions of spatial extent O(ε) near each of154

the spots centered at x = xj, where xj = (cosφj sin θj, sinφj sin θj, cos θj)
T , for j = 1, . . . N .155

3.1. Plan of action156

The asymptotic analysis presented below is necessarily detailed and technical, so let us first outline the157

three main steps of the procedure.158

(Step 1) We first apply a dominant balance argument and argue that the centers of the spots will

move slowly on a time scale σ defined by σ = ε2t, so that xj = xj(σ). In the inner region near the jth

spot we introduce the local coordinates s = (s1, s2)
T defined by

s1 ≡ ε−1 [θ − θj(σ)] , s2 ≡ ε−1 sin θj [φ− φj(σ)] , σ = ε2t . (11)

By re-scaling into the inner region, we develop the zeroth (leading) and first-order equations for the two159

inner solutions, uin = Uj(s, σ) and vin = Vj(s, σ) near the j
th spot. The leading-order inner problem160
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is precisely the same as in [32]. The first correction, however, is new, and is necessary in order to161

establish the dynamics.162

(Step 2) We return to the outer region and develop a uniformly-valid outer solution which includes163

the logarithmic behaviour near the inner region (expressed as a sum of Green’s functions) and the164

unknown source strengths, Sj. Matching the inner and outer solutions at leading-order gives Principal165

Result 1, i.e. a nonlinear algebraic equation for Sj for a known set of xj . Both Steps 1 and 2 are nearly166

the same as in [32]. The only difference is that the matching procedure of Step 2 requires derivation167

of higher-order terms that are used later.168

(Step 3) The derivation of the governing equation for the spot locations now follows from matching169

the inner and outer solutions at first order, and applying a solvability condition. A key difficulty that170

confronts us in this step is that the higher-order matching between inner and outer solutions requires not171

only matching the inter-spot interactions and slow dynamics of the patterns, but also the corrections172

that arise due to the projection of the spherical geometry onto the local tangent plane approximation.173

Before proceeding with these three steps, we first establish the following lemma that explains how174

the outer coordinate, x, can be re-written in terms of the inner coordinate, s. The proof is presented175

in Appendix C.1.176

Lemma 1 (Tangent plane transformation). Suppose that θj ∈ (0, π). Then, for |x − xj| = O(ε) and

|s| = O(1), we have

x− xj = εJjs+O(ε2) , |x− xj| ∼ ερ+
ε2

2ρ
s1s

2
2 cot θj , ρ ≡

(

s21 + s22
)1/2

, (12a)

where s ≡ (s1, s2)
T and Jj is the 3× 2 matrix defined by

JT
j ≡

(

cosφj cos θj sinφj cos θj − sin θj
− sinφj cosφj 0

)

. (12b)

3.2. (Step 1) Governing equations near the spots177

We begin by re-scaling the governing equations near the jth spot and proceed to develop the first two

orders. First, we write uin = Uj(s, σ) and vin = Vj(s, σ), and expand

Uj(s, σ) =
∞
∑

n=0

εnUjn , Vj(s, σ) =
∞
∑

n=0

εnVjn . (13)

In addition, upon introducing (11) into (2) and the time derivative, we obtain for ε≪ 1 that

∆S =
1

ε2
∆(s1,s2) +

1

ε
N1 +O(1) ,

∂

∂t
= εT1 + ε2

∂

∂σ
, (14a)

where we have defined the additional operators,

∇(s1,s2) ≡
(

∂

∂s1
,
∂

∂s2

)

, ∆(s1,s2) ≡
∂2

∂s21
+

∂2

∂s22
, (14b)

N1 ≡ cot θj

(

∂

∂s1
− 2s1

∂2

∂s22

)

, T1 ≡ −
(

θ̇j, φ̇j sin θj

)

· ∇(s1,s2) . (14c)
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Here the overdot indicates derivatives with respect to σ, We substitute (13) and (14) into (1), and

equate powers of ε to obtain inner problems near x = xj. To leading order, on s ∈ R
2 we obtain the

same set of equations as presented in [32] [c.f. their (2.1)]:

∆(s1,s2) Uj0 − Uj0 + fU2
j0Vj0 = 0 , (15a)

∆(s1,s2) Vj0 + Uj0 − U2
j0Vj0 = 0 . (15b)

At next order, and labelling Uj1 ≡ (Uj1, Vj1)
T and Uj0 ≡ (Uj0, Vj0)

T , we find on s ∈ R
2 that

LUj1 ≡ ∆(s1,s2) Uj1 +MjUj1 = −N1Uj0 +

(

T1Uj0

0

)

, Mj ≡
(

−1 + 2fUj0Vj0 fU2
j0

1− 2Uj0Vj0 −U2
j0

)

. (16)

Indeed, it is the above set of equations that will be used to establish the dynamics of the spots.178

3.3. (Step 2) The leading-order inner problem and initial matching179

We now move on to solve the leading-order inner problem (15) and perform the leading-order matching180

between inner and outer solutions. This procedure will lead to Principal Result 1.181

First, we seek a radially symmetric solution to (15) with matching conditions,

Uj0 → 0 and Vj0 ∼ Sj log ρ as ρ→ ∞, (17)

where ρ ≡ (s21 + s22)
1/2 is the distance from the spot along the tangent plane, and Sj, referred to as the182

spot strength, is a parameter to be determined (cf. [32]). Note that since uout = O(ε2) in the outer183

region, the far-field behavior of Uj0 matches with the outer solution.184

As such, in (15) we set Uj0 = Uj0(ρ) and Vj0 = Vj0(ρ). In terms of ∆ρ ≡ ∂ρρ + ρ−1∂ρ, (15) reduces

to the following BVP system on 0 < ρ <∞:

∆ρ Uj0 − Uj0 + fU2
j0Vj0 = 0 , ∆ρ Vj0 + Uj0 − U2

j0Vj0 = 0 , (18a)

U ′
j0(0) = V ′

j0(0) = 0 , Uj0 → 0 , Vj0 ∼ Sj log ρ+ χ+ o(1) as ρ→ ∞. (18b)

In general, the solution of the above problem must be computed numerically, and we have included in185

Appendix B additional details and figures for such computations. In particular, the far-field constant186

χ = χ(Sj; f), which is needed for the slow dynamics, must be computed numerically. Upon integrating187

(18a) for Vj0, we obtain the identity Sj =
∫∞

0
(U2

j0Vj0 − Uj0)ρ dρ.188

Next, we relate the outer solution for v, valid away from the spots, to the inner solution Vj0. We

first use the leading-order uniformly valid solution for u, given by uunif ∼ ε2E +
∑N

i=1 Ui0, to calculate

H(u, v), defined in (1), in the sense of distributions as

ε−2(u− u2v) ∼ E + 2π
N
∑

i=1





∞
∫

0

(Ui0 − U2
i0Vi0)ρ dρ



 ∼ E− 2π
N
∑

i=1

Siδ(x− xi) . (19)

In this way, we obtain from (1) that the leading-order outer approximation for v satisfies

∆S v = −E + 2π
N
∑

i=1

Siδ(x− xi) , where
N
∑

i=1

Si = 2E . (20)
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The solution to (20), subject to smoothness conditions at the two poles, can be written in terms

of the unique source-neutral Green’s function G(x;xi) defined by

∆S G =
1

4π
− δ(x− xi) and

∫

unit sphere

G dx = 0 . (21)

The well-known solution to (21) is

G(x;xi) = − 1

2π
Li(x) +R , R =

1

4π
[log 4− 1] Li(x) ≡ log |x− xi| . (22)

Thus, in terms of G, the solution to (20) is given by

v = −2π
N
∑

i=1

SiG(x;xi) + v =
N
∑

i=1

SiLi(x)− 4πRE + v , (23)

for some constant v to be determined below from matching to each inner solution Vj0.189

To determine the spot strengths, Sj for j = 1, . . . , N , and the unknown constant v, we match the

outer and inner solutions for v. We expand the outer solution in (23) as x → xj to obtain

v ∼ Sj log |x− xj| − 4πRE + v +
N
∑

i=1
i 6=j

SiLij +
N
∑

i=1
i 6=j

Si∇xLi

∣

∣

x=xj
· (x− xj) + · · · ,

where Lij ≡ log |xi − xi|. Then, we use (12a) to write this expression in the inner variable s as

v ∼ Sj

[

log ε+ log ρ+
ε

2ρ2
s1s

2
2 cot θj

]

− 4πRE + v +
N
∑

i=1
i 6=j

SiLij + ε
N
∑

i=1
i 6=j

SiJ
T
j ∇xLi

∣

∣

x=xj
· s , (24)

where ρ = (s21 + s22)
1/2 and Jj is defined in (12b). In contrast, the far-field behavior of the jth inner

solution is Vj ∼ Sj log ρ + χ(Sj) + εVj1 + · · · . To match the far-field behavior of this inner solution

with (24), we require that

Sj log ε− 4πRE + v +
N
∑

i=1
i 6=j

SiLij = χ(Sj) , j = 1, . . . , N , (25a)

Vj1 ∼
Sj

2ρ2
s1s

2
2 cot θj +

N
∑

i=1
i 6=j

SiJ
T
j ∇xLi

∣

∣

x=xj
· s , as |s| → ∞ ; j = 1, . . . , N . (25b)

From (25a), and noting the constraint in (20), we obtain that Sj for j = 1, . . . , N and v satisfy

the N + 1 dimensional nonlinear algebraic system

Sj + νχ(Sj)− ν

N
∑

i=1
i 6=j

SiLij = vc , j = 1 , . . . , N ;
N
∑

i=1

Si = 2E , (26a)
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where ν, Lij, and vc are defined by

ν ≡ −1/ log ε , Lij = log |xi − xj| , v ≡ vc
ν

+ 4πRE . (26b)

By writing (26a) in matrix form, we then eliminate the constant vc to derive that the spot strengths190

satisfy the nonlinear algebraic system in (5). In terms of the spot strengths, the constant v is given in191

(6). This completes the derivation of Principal Result 1.192

Now before proceeding to the final step and deriving of the dynamical equations for the spots,193

let us draw the reader’s attention to the far-field behaviour of Vj1 in (25b). The work of this section194

that had led to Principal Result 1 is identical to that shown in [32], with the exception of the details195

surrounding this higher-order far-field behaviour.196

3.4. (Step 3) The solvability condition and higher-order matching197

To derive the result in Principal Result 2 for the slow spot dynamics, we must analyze the first-order

inner problem (16) subject to the far-field condition (see (25b)) that

Uj1 ≡
(

Uj1

Vj1

)

∼
(

0
Sj

2ρ2
s1s

2
2 cot θj +

∑N
i=1
i 6=j

SiJ
T
j ∇xLi

∣

∣

x=xj
· s

)

, as ρ = |s| → ∞ . (27)

Of the four inhomogeneous terms in (16) and (27), the forcing term N1Uj0 in (16) and the term198

Sjs1s
2
2 cot θj/(2ρ

2) in (27) correspond to corrections to the leading-order tangent plane approximation199

to the sphere at x = xj . These correction terms are present even for the case of a single stationary200

spot solution. In contrast, the two remaining inhomogeneous terms in (16) and (27) result either from201

inter-spot interactions or from the time operator, T1, applied to Uj0.202

With this motivation, we seek a decomposition for Uj1 into a “static” component, reflecting

correction terms to the tangent plane approximation, and a “dynamic” component resulting from

inter-spot interactions. This decomposition of the solution Uj1 to (16) with (27) has the form

Uj1 ≡
(

Uj1

Vj1

)

= U e
j1 +Ud

j1 , U e
j1 ≡

(

U e
j1

V e
j,1

)

, Ud
j1 ≡

(

Ud
j1

V d
j,1

)

, (28)

where, in terms of the operator L of (16), U e
j1 satisfies

LU e
j1 = −N1Uj0 , s ∈ R

2 ; U e
j1 ∼

(

0
Sj

2ρ2
s1s

2
2 cot θj

)

, as |s| → ∞ . (29)

In contrast, the dynamic component Ud
j1 is taken to satisfy

LUd
j1 =

(

T1Uj0

0

)

, s ∈ R
2 ; Ud

j1 ∼
(

0

α · s

)

, as |s| → ∞ . (30a)

Here α, identified from the second term in (27), is given by

α ≡
N
∑

i=1
i 6=j

SiJ
T
j ∇xLi

∣

∣

x=xj
=

N
∑

i=1
i 6=j

Si

(

∂Li

∂θ
1

sin θj

∂Li

∂φ

)∣

∣

∣

∣

∣

φ=φj ,θ=θj

. (30b)
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Next, we show that a particular solution to (29) can be identified analytically. The proof is presented203

in Appendix C.2.204

Lemma 2 (Static component of first-order inner solution). Suppose that U0(ρ) and V0(ρ), with

ρ = (s21 + s22)
1/2, are radially symmetric solutions to

∆(s1,s2) U + F (U, V ) = 0 , ∆(s1,s2) V +H(U, V ) = 0 , 0 < ρ <∞ , (31a)

U → 0 , V ∼ Sj log ρ+ χ+ o(1) , as ρ→ ∞ , (31b)

where ∆(s1,s2) ≡ ∂s1s1 + ∂s2s2. Then, consider the linearized problem for U1 on s ∈ R
2 formulated as

LU1 ≡ ∆(s1,s2) U1 +MU1 = − cot θj (U0s1 − 2s1U0s2s2) , (32a)

M ≡
(

FU FV

HU HV

)∣

∣

∣

∣

∣

(U,V )=(U0,V0)

, U1 ∼
(

0
Sj

2ρ2
s1s

2
2 cot θj

)

as |s| → ∞ . (32b)

Here U1 ≡ (U1, V1)
T and U0 ≡ (U0, V0)

T , Then, a solution to (32) is

U1 = −s
2
2

2
cot θj (∂s1U0) + cot θjs1s2 (∂s2U0) . (33)

By applying this lemma to (29) we identify the static component as

U e
j1 = −s

2
2

2
cot θj∂s1Uj0 + cot θjs1s2∂s2Uj0 , (34)

where Uj0 = (Uj0, Vj0)
T satisfies (18). The key implication of this lemma is that the determination of205

U e
j1 is independent of the particular form of the reaction kinetics. As such, this lemma can be readily206

used for analyzing the dynamics of localized spot patterns for other RD systems.207

The final step in the analysis of the slow dynamics is to impose a solvability condition on the

dynamic component (30a) for Ud
j1. Since L (∂siU0) = 0 for i = 1, 2, the dimension of the nullspace of

the adjoint L⋆ is two-dimensional. For the homogeneous adjoint problem

L
⋆Ψ ≡ ∆(s1,s2) Ψ+MT

j Ψ = 0 , (35)

we look for separable solutions of the form

Ψ(ρ, ω) = P (ρ)T (ω) , P ≡
(

P1(ρ)

P2(ρ)

)

, ∆ρ ≡ ∂ρρ +
1

ρ
∂ρ , (36)

for local polar coordinates s = (ρ cosω, ρ sinω)T where T (ω) = {cosω, sinω}. Thus, P satisfies

∆ρP − 1

ρ2
P +MT

j P = 0 , (37)

with P → 0 as ρ → ∞. To determine the appropriate far-field behavior for P , we observe that since

Uj0 → 0 exponentially as ρ→ ∞, then Mj from (16) satisfies

MT
j →

(

−1 1

0 0

)

, as ρ→ ∞ .



Dynamics of localized spot patterns on the sphere 13

As such, the solution P2 to (37) satisfies P2 = O(ρ−1) as ρ→ ∞, consistent with the decaying solution208

to ∆ρ P2 − ρ−2P2 = 0. We normalize the eigenfunction by imposing that P2 ∼ 1/ρ as ρ → ∞. With209

this normalization, and from the limiting form of the first row of MT
j for ρ≫ 1, we conclude from (37)210

that P1 ∼ 1/ρ as ρ→ ∞. In this way, we solve (37) subject to P ∼ (1/ρ, 1/ρ)T as ρ→ ∞.211

We now impose a solvability condition on the solution to (30a) with Ψ1 = PT (ω). We let

Bσ ≡ {s : |s| ≤ σ}. By applying Green’s second identity to Ud
j1 and Ψ1 we obtain

lim
σ→∞

∫

Bσ

[

ΨT
1LU

d
j1 − (Ud

j1)
T
L
⋆Ψ1

]

ds = lim
σ→∞

2π
∫

0

(

ΨT
1 ∂ρU

d
j1 − (Ud

j1)
T∂ρΨ

T
1

)

∣

∣

∣

∣

ρ=σ

σ dω . (38)

We now use the limiting far-field asymptotic behavior

Ud
j1 ∼

(

0

α1ρ cosω + α2ρ sinω

)

, Ψ1 ∼
(

1/ρ

1/ρ

)

T (ω) , as ρ→ ∞ ,

to calculate the right hand-side of (38), labeled by Λ, as

Λ ≡
2π
∫

0

[2α1 cosω + 2α2 sinω]T (ω) dω =

{

2πα1 if T (ω) = cosω

2πα2 if T (ω) = sinω
. (39)

Then, by substituting the right hand-side of (30a) into the left hand-side of (38), and using ∂s1Uj0 =

U ′
j0(ρ) cosω and ∂s2Uj0 = U ′

j0(ρ) sinω, we obtain that

Λ = − lim
σ→∞

∞
∫

0

2π
∫

0

P1(ρ)
[

θ′jU
′
j0(ρ) cosω + sin θjφ

′
jU

′
j0(ρ) sinω

]

ρT (ω) dρ dσ . (40)

Upon using the two forms T (ω) = cosω and T (ω) = sinω, (40) with (39) for Λ, reduces to (7a), where

we have defined Aj = A(Sj; f) by

Aj ≡
∞
∫

0

U ′
j0(ρ)P1(ρ)ρ dρ , (41)

which appears in the ODE part of our result (7) for slow spot dynamics. Then, by substituting the212

second expression for α = (α1, α2)
T , as given in (30b), into (7a) we obtain the slow dynamics (7) as213

written in Principal Result 2.214

To implement (7), we must numerically compute A(Sj; f) from first solving the core problem (18)215

for Uj0 and then the adjoint problem (37) with far-field behavior P ∼ (1ρ, 1/ρ)T as ρ → ∞. For216

f = 0.3, in the left panel of Fig. 2 we plot Aj versus Sj for f = 0.3. In the right panel of Fig. 2 we217

plot Aj versus Sj for f = 0.4, f = 0.5, f = 0.6, and f = 0.7.218

Finally, we show how (9) follows from (7). We first differentiate x with respect to σ to derive

x′
j = Jj

(

θ′j, φ
′
j sin θj

)T
, where Jj is defined in (12b). In (7a) we then use the first expression in (30b)



Dynamics of localized spot patterns on the sphere 14

spot self-replication

Sj ≥
∑

2(f)

0 2 4 6 8 10 12 14
−30

−20

−10

0

Sj

A
j

f = {0.4, 0.5, 0.6, 0.7}
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−20

−10

0
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A
j

Figure 2: Left: Aj versus Sj for f = 0.3. Right: Aj versus Sj for f = 0.4, f = 0.5, f = 0.6, and f = 0.7, as shown.

The thin vertical lines in these figures is the spot self-replication threshold Sj = Σ2(f) (see (44)). For Sj > Σ2(f), the

quasi-equilibrium spot solution is linearly unstable on an O(1) time-scale. On the range 0 < Sj < Σ2(f) we observe that

Aj < 0. In this figure, the values of f decrease in the direction of the arrow.

for α and pre-multiply both sides of the resulting expression with x′
j. This yields that

x′
j = − 2

Aj

JjJ
T
j

N
∑

i=1
i 6=j

Si∇xLi

∣

∣

x=xj
.

A direct calculation using (12b) shows that JjJ
T
j = I − Qj, where Qj = xjx

T
j . In addition, we have

∇xLi

∣

∣

x=xj
= (xj − xi)/|xj − xi|2. In this way, we get

x′
j = − 2

Aj

[I−Qj]
N
∑

i=1
i 6=j

Si
(xj − xi)

|xj − xi|2
. (42)

We then multiply both sides of this expression by xT
j to obtain

1

2

d|xj|2
dσ

=
(

1− |xj|2
)

Cj , Cj ≡ − 2

Aj

N
∑

i=1
i 6=j

Si

|xj − xi|2
(

|xj|2 − |xj||xi| cos γij
)

, (43)

where γij is the angle between xi and xj . If |xj(0)| = 1 for j = 1, . . . , N and xi(0) 6= xj(0) for i 6= j,219

then one solution to (43) is |xj(σ)| = 1 for all σ ≥ 0, so that, as expected, the centers of the spots220

remain on the unit sphere for all time. Along this specific solution Cj 6= 0 since Si > 0 for i = 1, . . . , N .221

Finally, (9) follows from (42) by noting that (I−Qj)xj = 0 when xT
j xj = 1.222

4. Quasi-equilibrium spot patterns: existence and stability223

As we characterized in Principal Result 2, quasi-equilibrium spot patterns will exhibit slow spot224

dynamics on a long O(ǫ−2) time-scale. However, as was shown in [32], such patterns can be unstable225
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on an O(1) time-scale in certain parameter regimes. In order to analyze the stability of the quasi-226

equilibrium spot patterns, we must first analyze the bifurcation behavior of the solution set of the227

nonlinear algebraic system (5) for the spot strengths S1, . . . , SN for a given spatial configuration228

{x1, . . . ,xN} of spots. The stability analysis in [32] focused largely on quasi-equilibrium spatial229

patterns for which the spots have a common spot strength. Our goal here is to extend this prior230

analysis by identifying solutions to (5) where the spots can have rather different spot strengths. The231

stability of these patterns is analyzed through an extension of the stability analysis of [32]. Our analysis232

below will consider the two asymptotic ranges E = O(1) and E = O(ν1/2), where different behavior233

occurs. Before considering these ranges of E, we first outline the stability analysis of [32].234

4.1. Stability criterion for the quasi-equilibrium spot patterns235

The stability analysis in [32] allowed for perturbations of the quasi-equilibrium spot pattern that are236

either radially symmetric or non-radially symmetric in an O(ǫ) neighborhood of each spot.237

The linear stability of the quasi-equilibrium pattern with respect to non-radially symmetric

perturbations near each spot was studied in §3.1 of [32] from the numerical computation of an eigenvalue

problem. There, it was found that a spot centered at xj is unstable to a peanut-shape perturbation

when Sj > Σ2(f). The subscript on Σ refers to instability with respect to the local peanut-splitting

angular mode cos 2ω where ω = arg(x− xj) as x → xj. The curve Σ2 versus f is plotted in Fig. 4 of

[32], and we have

Σ2(0.3) ≈ 11.89 , Σ2(0.4) ≈ 8.21 , Σ2(0.5) ≈ 5.96 , Σ2(0.6) ≈ 4.41 , Σ2(0.7) ≈ 3.23 . (44)

This peanut-shaped unstable mode was found numerically in [32] to trigger, on an O(1) time-scale, a238

nonlinear spot self-replication event for the jth spot when Sj > Σ2(f).239

In contrast to the non-radially symmetric case, the stability analysis of the quasi-equilibrium

spot pattern with respect to radially symmetric perturbations near each spot is more intricate since

this analysis is based on properties of a globally coupled eigenvalue problem (GCEP) (cf. [32]). To

formulate the stability problem, we first linearize (1) around the quasi-equilibrium solution uqe and vqe
by introducing ψ and N by

u = uqe + eλtψ , v = vqe + eλtN .

The spectral problem for ψ and N is singularly perturbed, with an inner region near each spot and an240

outer region away from the spot locations. We now summarize the singular perturbation analysis of241

§3.2–3.4 of [32], for the formulation of the GCEP.242

In terms of the core solution Vj0 and Uj0, the inner problem near the jth spot is to determine the

radially symmetric solution to

∆ρ ψj − ψj + 2fUj0Vj0ψj + fU2
j0Nj = λψj , ∆ρNj + ψj − 2Uj0Vj0ψj − U2

jNj = 0 , (45a)

subject to the boundary conditions

ψ′
j(0) = N ′

j(0) = 0 ; ψj → 0 , Nj ∼ log ρ+ Bj + o(1), as ρ→ ∞ , (45b)
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for ψj(ρ), Nj(ρ) on 0 < ρ < ∞, where ∆ρ ≡ ∂ρρ + ρ−1∂ρ. The key quantity to calculate from the243

solution to this problem is Bj = Bj(Sj, λ) at each f > 0.244

The analysis in the outer region involves the eigenvalue-dependent Green’s function Gλ(x;xj) on

the sphere, defined for λ 6= 0 by

∆S Gλ − τλGλ = −δ(x− xj) , Gλ ∼ − 1

2π
log |x− xj|+Rλ + o(1) as x → xj , (46)

where Rλ is independent of xj. In terms of Gλ, Rλ, and Bj, we then define a symmetric Green’s matrix

Gλ and a diagonal matrix B by

Gλ ≡







Rλ Gλij

. . .

Gλij Rλ






, B ≡







B1 0
. . .

0 BN






, (47)

where Gλij ≡ Gλ(xi;xj). In terms of Gλ and B, we then define the matrix M = M(S, λ, τ, f) by

M ≡ I+ 2πνGλ + νB , (48)

where ν = −1/ log ǫ and I is the N×N identity matrix. In terms of M, the following stability criterion245

was derived in §3.4 of [32]:246

Principal Result 3 (Globally Coupled Eigenvalue Problem (GCEP)). For ǫ → 0, the quasi-

equilibrium pattern is unstable to locally radially symmetric perturbations near each spot when

det(M) = 0 , (49)

for some λ on the range Re(λ) > 0. Alternatively, the quasi-equilibrium pattern is linearly stable if247

det(M) 6= 0 for any λ in Re(λ) > 0.248

The condition for a zero eigenvalue crossing was obtained as a special case in [32]. Here we derive

this condition by studying the singular limit for Gλ as λ → 0. Since Gλ ∼ [4πτλ]−1 + G as λ → 0,

where G satisfies (22), we obtain in terms of G and E0 of Principal Result 1 that

2πνGλ ∼ µE0 − νG , µ ≡ Nν

2τλ
[τλ(log 4− 1) + 1] , (50)

Since E0 has rank one, we can substitute this expression into (48) and then use the Sherman-Woodbury-

Morrison formula to get for |λ| ≪ 1 that

M ∼ (I+ µE0)
[

I− ν(I+ µE0)−1 (G − B)
]

∼ (I+ µE0)
[

I− ν

(

I− µ

1 + µ
E0
)

(G − B)
]

. (51)

Since the spectrum of I+ µE0 is known, we have for |λ| ≪ 1 that

det(M) = (1 + µ)det(M0) , M0 ≡
[

I− ν

(

I− µ

1 + µ
E0
)

(G − B)
]

. (52)
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Since µ/(1 + µ) → 1 as λ→ 0, it follows that a zero-eigenvalue crossing occurs when

det [I− ν (I− E0) (G − B)] = 0 , (53)

where B is to be evaluated at λ = 0. By differentiating the core problem (18) with respect to Sj and

comparing the resulting system with (45), we conclude that the diagonal entries of B are

Bj(Sj, 0) = χ′(Sj) . (54)

The criterion (53) for a zero eigenvalue crossing with (B)jj = χ′(Sj) was previously derived in [32]. For249

λ ≪ 1, our new criterion det(M0) = 0 in (52) will be used below to determine the behavior of any250

eigenvalues of the GCEP near a zero eigenvalue crossing.251

The stability analysis below relies on determining the asymptotics of Bj(Sj, λ) as Sj → 0. The252

following new result, proved in Appendix C.3, gives the leading-order term in Bj as Sj → 0 for any λ:253

Lemma 3 (Diagonal entries of B). For Sj → 0, we have from (45) that

Bj ∼ −B̂0

S2
j

+O(1) , B̂0 ≡
(1− f)d0(λ+ 1)

λ+ 1− f

b

2K(λ)
, (55a)

where b ≡
∫∞

0
ρw2 dρ ≈ 4.934 and K(λ) is defined in terms of the unique solution w(ρ) > 0 of

∆ρw − w + w2 = 0, with w → 0 as ρ→ ∞, by

K(λ) ≡
∞
∫

0

ρw (L0 − λ)−1w2 dρ− b

2
. (55b)

Here L0 is the local operator defined by L0Φ ≡ ∆ρ Φ−Φ+2wΦ. For λ real, the function K(λ) satisfies

K(0) = b/2 , K′(λ) > 0 on 0 < λ < σ0 , K(λ) → +∞ as λ→ σ−
0 . (56a)

Here σ0 > 0 is the unique positive eigenvalue with eigenfunction Φ0 > 0 of L0Φ = σΦ, normalized as
∫∞

0
ρΦ2

0 dρ = 1. For λ = σ0 − δ with δ → 0+, we have

K(λ) ∼ C/δ +O(1) , C ≡
(

∞
∫

0

ρw2Φ0 dρ

)(

∞
∫

0

ρwΦ0 dρ

)

. (56b)

For λ = 0, and with d0 and d1 as defined in (B.1), we have the two-term expansion

Bj(Sj, 0) = χ′(Sj) ∼ − d0
S2
j

+ d1 , as Sj → 0 . (56c)

4.2. An overview of the quasi-equilibria solution254

Before deriving the asymptotic form of the spot strengths, we first explore the global bifurcation255

structure and solve the full nonlinear algebraic system (5) for a particular arrangement of N = 2 spots.256
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Numerical solutions of the system for different values of E and ν are found using the continuation and257

bifurcation software AUTO-07P, and the continuation process is initiated by using, as an initial guess,258

the results from the ν → 0 asymptotics (to be derived in the next section).259

First, examine Figure 3(a), which corresponds to the case of f = 0.3 and N = 2 spots centred260

at (φ, θ) = (0, π/2) and (φ, θ) = (π, π/2). The numerically computed bifurcation structure resides261

within (ν,E, log ||S||22) space, and for each point in the (ν,E) plane, there is either one or two possible262

quasi-equilibria, distinguished by the size of the norm ‖S‖22.263
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Figure 3: Bifurcation diagrams resulting from numerical solutions of (5) with f = 0.3 for the case of N = 2 spots

centered at (φ, θ) = (0, π/2) and (φ, θ) = (π, π/2). The larger plot (a) shows the three-dimensional bifurcation structure,

with log(S2
1 + S2

2) as a function of ν and E. The dashed path corresponds to E =
√
d0ν where S1,2 =

√
d0ν from

(70). Individual spot strengths corresponding to fixed values of E and ν are shown in (b) and (c). The dashed line (c)

corresponds to Type II asymmetric solutions, given from (64). To leading order they are S1 ∼ 2E and S2 ∼ νd0/(2E).

In (b), the solution S1 and S2 to the reduced system (69), valid for E = O(ν1/2), overlays almost exactly with the full

numerical solution.

For a fixed value of E, in subfigure 3(c) we plot the curves S1,2 versus ν. Note that when N = 2,264

the matrix G is cyclic, and there exists a solution of (5) with the common spot strength, Sc = 2E/N .265

This corresponds to the flat line S1,2 = 3 in the subfigure. We shall call these Type I patterns. We266

also see that when ν is sufficiently small, there appears to be an additional asymmetric pattern that267

bifurcates from the Type I branch, with one small O(ν) spot and one large O(1) spot. We refer to268

these as Type II patterns. Both Type I and II solutions are studied in §4.3.269

However, it is apparent from Figure 3 that there also exists a distinguished limit if E → 0270

simultaneously as ν → 0. This is shown via the curves (E, S1,2) in subplot (b). As similar to Type I and271

II solutions, there is a shared curve where S1 = S2 (the centre curve of the subplot), and two flanking272

curves corresponding to a small and large spot, which bifurcate from the centre branch. In §4.3, we273

demonstrate that the distinguished limit is described by E = O(
√
ν) as ν → 0, and the solutions274

shown in (b) near the bifurcation point correspond to spot strengths of O(
√
ν). We call these Type275
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III patterns and they correspond to both equal and unequal spot strengths. We will also later derive276

the formula for the dashed line, E = E(ν) in Figure 3(a), which describes the critical bifurcation point277

of the E, ν → 0 limit, where the asymmetric branches split from symmetric branch.278

For N > 2, the situation is more complex in the case of the asymmetric Type II patterns, and279

there may be m < N spots of strength O(1) and (N − m) spots of strength O(ν). However, the280

classification remains the same, and we can expect the following three types of solutions:281

Type I (symmetric): Sj = O(1), j = 1, 2, . . . , N,

Type II (asymmetric): Sj =

{

O(1),

O(ν),

j = 1, 2, . . . ,m,

j = m+ 1, . . . , N,

Type III (a/symmetric): Sj = O(ν1/2), j = 1, 2, . . . , N.

(57)

We now comment on the splitting of the asymmetric branches from the symmetric branches for

general number of spots. If the spot locations, xj , for j = 1, . . . , N are distributed in such a way that

Ge = k1e , (58)

then a solution to (5) is the equal spot-strength solution S = Sce where

Sc =
2E

N
. (59)

The property (58) holds for any two-spot pattern, for a pattern of equally spaced spots on a ring of282

constant latitude, for spots centered at the vertices of any of the platonic solids (see Table 1 of [32]283

and §5 below).284

Assuming that N > 1 and that (58) holds, then a bifurcation occurs if and only if the Jacobian

matrix of N (S) in (5) is singular when S = Sce. By setting S = Sce + Φ, with |Φ| ≪ 1 in (5), a

bifurcation from the symmetric solution branch occurs if and only if there exists a non-trivial Φ to

[

I− ν(I− E0)(G − χ′(Sc)I)
]

Φ = 0 . (60)

Upon comparing (60) with (53), we observe that this bifurcation point corresponds to a zero-eigenvalue

crossing, and hence an exchange of stability for the symmetric solution branch. Since G is a symmetric

matrix with Ge = k1e, it follows that there exists eigenvectors, qj, with Gqj = kjqj, for j = 2, . . . , N ,

where qT
j e = 0. It is readily verified that Φ = qj satisfies (60) when Sc = Scj for j = 2, . . . , N , where

Scj satisfies the nonlinear algebraic equation

ν−1 − kj + χ′(Scj) = 0 , j = 2, . . . , N . (61)

From (59), this indicates that a bifurcation occurs at the j = 2, . . . , N points where

E = Ej =
NScj

2
. (62)

For ν ≪ 1, this yields Ej = O(ν1/2).285
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Note, however, that it may be the case that the eigenvalues, qj, are not distinct, and in particular,286

this can certainly occur if, e.g. the spots are arranged on a plane of constant latitude and G is a287

cyclic matrix. In this case, the number of bifurcating branches will still be N − 1, but the number of288

bifurcation points (in E) will be equal to the number of distinct eigenvalues. In §4.4, we will derive289

the dashed curve E = E(ν) shown in Figure 3(a), which is a case of (62) in the uniform limit of E → 0290

and ν → 0, and where the bifurcation points coalesce.291

4.3. Quasi-equilibria for E = O(1) (Type I and II)292

We first consider the symmetric Type I patterns, for which all spots are characterized by Sj = O(1).

For ν = −1/ log ǫ≪ 1, a two-term regular perturbation expansion of (5) yields that

S ∼ 2E

N

[

e+ ν(I− E0)Ge+O(ν2)
]

. (63)

Here S = (S1, . . . , SN)
T , e = (1, . . . , 1)T , E0 and G are defined in Principal Result 1.293

To determine the stability property of Type I patterns, we observe from (48) that M = I +O(ν)294

as ν → 0 when S = O(1) and λ = O(1). In addition, from (52), we have M0 = I+O(ν) for λ = 0. As295

such, since both M and M0 are non-singular for ν → 0 when S = O(1), we conclude from the GCEP296

criterion in Principal Result 3 that this class of spot pattern is linearly stable to radially symmetric297

perturbations near each spot when ν ≪ 1. As such, the stability criterion for this class of solutions is298

simply that Sj < Σ2(f) to prevent spot self-replication instabilities triggered by a locally non-radially299

symmetric perturbation near the jth spot.300

Next, consider Type II patterns. Suppose that there are m ≥ 1 small spots, with Sj = O(ν) for

j = 1, . . . ,m, and N −m large spots with Sj = O(1) for j = m+ 1, . . . , N . By using χ(S) ∼ d0/S as

S → 0 in (B.1), a perturbation calculation on (5) shows that the spot-strengths for this pattern have

the following two-term asymptotics for ν ≪ 1:

Sj ∼
{

S⋆
0 + νS⋆

j1 + · · · for j = m+ 1, . . . , N

νS0 + ν2Sj1 + · · · for j = 1, . . . ,m
, (64a)

where S0, Sj1, S
⋆
0 , and S

⋆
j1, are given by

S⋆
0 =

2E

N −m
, S⋆

j1 = −md0
2E

+
2E

N −m
Lj , (64b)

S0 =
d0(N −m)

2E
, Sj1 =

d0(N −m)2

8E3

[

d0N − 2Eχ(S⋆
0)−

4E2

(N −m)
Lj

]

. (64c)

Here d0 = b(1− f)/f 2 from (B.1), while Lj is defined by

Lj ≡
N
∑

i=m+1
i 6=j

Lij −
1

N −m

N
∑

i=m+1
i 6=k

N
∑

k=m+1

Lik , Lij ≡ log |xi − xj| . (64d)

From the criterion in Principal Result 3, we now show that these Type II patterns are all unstable.301
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Principal Result 4 (Stability of Type II patterns). For ǫ→ 0, the Type II quasi-equilibrium patterns302

with spot strengths in (64) are all unstable on an O(1) time-scale.303

Proof. For ν ≪ 1, we show that det(M) = 0 for some λ on the positive real axis that is O(ν) close

to the eigenvalue σ0 > 0 of the local operator L0 defined in Lemma 3. We set λ = σ0 − δ0ν for some

δ0 > 0, and look for a root of (49) where M is defined in (48). From (55a) and (56b) of Lemma 3, and

(64), we obtain for the small spots that Bj = O(ν−1), with

Bj ∼ − 4E2

νd20(N −m)2
δ0B̂0− , B̂0− ≡ (1− f)d0(σ0 + 1)

σ0 + 1− f

b

2C
, j = 1, . . . ,m , (65)

where C > 0 is defined in (56b). In contrast, for the large spots we have Bj = O(1) for j = m+1, . . . , N .

Upon substituting (65) into (48), we obtain that

M = I− 4E2

d20(N −m)2
δ0B̂0−

(

Im 0

0 0

)

+O(ν) , (66)

where Im is the m×m identity matrix. Upon setting det(M) = 0, we get that M is singular when

δ0 =
d20(N −m)2

4E2B̂0−

=
d0(N −m)2

2E2

(σ0 + 1− f)C

(1− f)(σ0 + 1)b
> 0 . (67)

Thus, for Type II patterns the GCEP has an eigenvalue Re(λ) > 0 with asymptotics λ = σ0−O(ν).304

4.4. Quasi-Equilibria for E = O(
√
ν) (Type III patterns)305

As shown in Fig. 3, there exists a distinguished limit when both E and ν → 0 simultaneously, leading

to Type III patterns. The correct scaling that captures this limit is E = O(
√
ν) and we introduce the

re-scaled new variables S̃j, Ẽ, and ṽ, defined by

Sj = S̃jν
1/2 , E = Ẽν1/2 , vc = ṽν1/2 ,

into the alternative form (26a) of the nonlinear system for the spot strengths. Upon using χ(Sj) ∼ d0/Sj

as Sj → 0 from (B.1), we obtain that S̃j for j = 1, . . . , N and ṽ satisfy the leading-order result

H(Sj) ≡ S̃j +
d0

S̃j

= ṽ ,
N
∑

j=1

S̃j = 2Ẽ , (68)

where d0 is given in (B.1). The function H(ξ) in (68) is convex for ξ > 0 and satisfies H(ξ) → +∞ as306

ξ → 0+ and as ξ → ∞. It has a global minimum at ξ =
√
d0 with minimum value H(

√
d0) = 2

√
d0.307

With these properties of H(ξ), it follows that each spot can either be of small spot strength, S̃−,

or large spot strength, S̃+, where 0 < S̃− ≤
√
d0 ≤ S̃+. To construct an asymmetric pattern with N−

small spots and N+ = (N −N−) large spots, we must solve the leading-order problem

H(S̃−) = H(S̃+) , N−S̃− + (N −N−)S̃+ = 2Ẽ . (69)
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The bifurcation point where asymmetric quasi-equilibria emerge from the common spot strength

solution branch is obtained by setting N− = 0 and S̃− = S̃+, which yields

Ẽ ∼ N
√
d0

2
and S̃− = S̃+ ∼

√

d0 . (70)

For different N− and N+, in Fig. 4 we plot
∑N

j=1 S̃
2
j versus Ẽ, as computed from (69), illustrating the308

symmetric and asymmetric solution branches.309
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Figure 4: Bifurcation diagrams for the leading-order problem (69). The horizontal axis corresponds to Ẽ and the vertical

axis to the solution measure (S̃2
1 + . . . S̃2

N ). The circular nodes correspond to where asymmetric branches bifurcate from

the symmetric solution branch. The notation corresponds to [N−, N+], the number of S̃− and S̃+ spots.

Notice furthermore that the asymmetric branches for (69) that emerge from the bifurcation point310

(with the symmetric branch) can be continued into the regime where Ẽ = O(ν−1/2), or equivalently311

where E = O(1). These lead to the unstable Type II mixed patterns studied in §4.3, which consist of312

both small and large spots. This is the connection between the two shaded planes in Fig. 3.313

However, the question of whether the prediction of a common bifurcation point from this leading-314

order system (69) is robust to perturbations in ν from the full system (5) is another matter entirely,315

and is found to depend on whether the condition (58) on the Green’s matrix holds or not (see Fig. ??).316

When (58) holds, (61) will be used below in (71) to show that, for N > 2, higher order in ν terms lead317

to transcritical bifurcation points in E that are O(ν3/2) close.318

4.5. Comparisons with numerical results319

The conclusion from our analysis in §4.2 and from Fig. 3 regarding the global bifurcation structure for320

N = 2 is as follows. First, for N = 2, the common solution with S = Ee is an exact solution for all ν321

for any two-spot pattern. This follows since G is cyclic for any two-spot configuration. Second, in the322

limit ν → 0 with E = O(1), the Type II patterns are given by setting m = 1 and N = 2 in (64). Third,323

for ν → 0 with E = O(ν1/2) the asymmetric quasi-equilibrium is characterized by (69), and indeed324

bifurcates from the symmetric solution branch for any ν > 0 small. This bifurcation, calculated from325

(70), is shown in the dashed curve in Fig. 3(a).326

Recall from §4.2 that whenever the Green’s matrix G satisfies (58) there is a solution (for all327

ν) where the spots have a common strength. Typically, there is a degenerate eigenvalue for G of328

multiplicity two in the subspace perpendicular to e. This must necessarily be true if G is cyclic.329
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We now consider the case N = 3 and study the effect on the bifurcation structure of solutions to330

(5) on whether (58) holds or not. In Figs. 5 and 6, we show numerical solutions for f = 0.3 and N = 3331

spots of two different spatial configurations. The results in Fig. 5 correspond to when the spots are332

placed equidistantly along the equator, and (58) holds, while for the other figure, the spots are placed333

asymmetrically along the equator, so that (58) does not hold. The bifurcation curves are plotted in334

(ν,E, log ‖S‖22) space.335
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Plane for fixed E = 6.23 shows Type I

solution (bottom curve) and two Type

II solutions. The Type I curve tends

to log(3S2

c
) ≈ 3.95 as ν → 0.

Type II solutions arise in bifurcation

from the symmetric branch when both

E and ν → 0. In this limit, the single

branch with log ‖S‖2
2
→ −∞ is a

Type III solution.

Figure 5: Bifurcation diagrams of (5) in (ν,E, ‖S‖22) space corresponding to N = 3 and f = 0.3. The vertical axis is

log(S2
1 + S2

2 + S2
3). The spots centered symmetrically at (φ, θ) = {(0, π/2), (2π/3, π/2), (4π/3, π/2)}. For small values of

ν, there are two Type II patterns originating from a common bifurcation point from the symmetric solution branch in

the E = O(ν1/2) regime. The two planes correspond to ν = 0.01 and E = 6.23.

In both configurations, when E = O(1) is fixed, we observe two Type II patterns in the ν → 0336

limit. These solutions are found by setting (m,N) = (1, 3) and (m,N) = (2, 3) in (64). For the337

symmetric arrangement of Fig. 5, S = 2Ee/3 is a solution for all ν > 0, and for sufficiently small ν, it338

is observed that the Type II patterns bifurcate from the symmetric branch in the E = O(ν1/2) regime339

at a common bifurcation point. In the ν → 0 limit, the common bifurcation point is given by (70),340

and as seen in the figure, the agreement with the numerical solutions is very good. For this case, G341

is a cyclic matrix, so that there is only one eigenvalue of multiplicity two in the subspace orthogonal342

to e. As such, from (61), there is still a common bifurcation point when higher order terms in ν are343

included, and indeed this is evident from the figure.344

However, for the asymmetric arrangement of Fig. 6, where (58) does not hold, we observe that for345

any ν > 0 the Type II solution branch does not undergo a transcritical bifurcation when path-followed346

into the E = O(ν1/2) regime. This figure shows that the leading-order ν = 0 approximation (69), which347

predicts a common bifurcation point, is not robust to perturbations in ν > 0 and, therefore, exhibits348

imperfection sensitivity to higher order terms.349
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Plane for fixed E = 6.23 shows a Type

I solution (bottom curve as ν → 0).

The remaining curves are of Type

II. Note the Type I curve tends to

log(3S2

c
) or ≈ 3.95 as ν → 0.

Imperfection sensitivity can occur

due to asymmetric positioning of

spots. For any fixed ν > 0, Type II

solutions no longer connect with Type

III solutions in the dual E, ν → 0

limit.

Figure 6: Same as for Fig. 5 but with spots are centered asymmetrically at (φ, θ) = {(0, π/2), (π/4, π/2), (π, π/2)}. For
small values of ν, there are two Type II patterns for E = O(1) that do not originate from transcritical bifurcations in

the E = O(ν1/2) regime. The two planes correspond to ν = 0.01 and E = 6.23.

4.6. Stability criterion for E = O(
√
ν) (Type III patterns)350

We now return to the issue of stability discussed in §4.1, but make use of the limit E, ν → 0 derived in351

§4.4 in order to focus on the behaviour near the critical bifurcation points E = Ej given in (62).352

By using (56c) for χ′(Sj) as Sj → 0 in (61), and then letting ν → 0, we obtain

Ej ∼
N
√
νd0
2

[

1− ν(d1 − κj) +O(ν2)
]

, j = 2, . . . , N . (71)

Again, we remark that the eigenvalues kj for j = 2, . . . , N of G in the subspace perpendicular to e353

are in general not distinct. This eigenvalue degeneracy is necessarily the case when G is a cyclic matrix.354

In this case, the number of bifurcating branches is N − 1, but the number of bifurcation points in E is355

the number of distinct kj in j = 2, . . . , N .356

From (71), the leading-order stability threshold is E ∼ Ec with Ec ≡ N
√
νd0/2 = O(

√
ν). To

analyze the zero eigenvalue crossing as E crosses above Ec, we use (52) together with B ∼ −B̂0S
−2
c I

for Sc = 2E/N ≪ 1, to get for λ≪ 1 that

M0qj = qj − ν

(

I− µ

1 + µ
E0
)

(G − B) qj =

(

1− νκj + ν
B̂0

S2
c

)

qj ,

where Gqj = κjqj for j = 2, . . . , N . Therefore, det(M0) = 0 for |λ| ≪ 1 when

1

ν
− κj +

B̂0

S2
c

= 0 , (72)
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where Sc = 2E/N and B̂0 is defined in (55a). By solving (72) for E, we obtain to leading order in ν

that
(

E

Ec

)2

= Z(λ) , Z(λ) ≡ (1− f)

(

λ+ 1

λ+ 1− f

)

b

2K(λ)
. (73)

Upon using the properties of K(λ) in (56a) we conclude that Z(0) = 1, and we calculate

Z ′(λ) =
(1− f)b

2

(

− f

K(λ)(λ+ 1− f)2
− (λ+ 1)

(λ+ 1− f)

K′(λ)

[K(λ)]2

)

< 0 (74)

on 0 < λ < σ0. Therefore, for any E < Ec with E−Ec small, there exists a unique λ⋆ ≪ 1 with λ⋆ > 0.357

We conclude that the zero eigenvalue crossing is such that the symmetric solution branch is358

unstable for E < Ec = N
√
νd0/2 for E−Ec small. For E > Ec with E −Ec small, the spectrum of the359

linearization around the symmetric solution has no unstable real eigenvalues. Through the detailed360

analysis of a nonlocal eigenvalue problem, it was shown in §4.4 of [32] that in fact there are no unstable361

eigenvalues in Re(λ) > 0, and consequently the symmetric solution branch is linearly stable when362

E > Ec with E = O(
√
ν).363

5. A selection of results for spot dynamics364

In this section we give some results for spot dynamics as obtained by solving the DAE system (9) and365

(5) numerically with E = O(1). Based on the stability analysis of §4, we only consider patterns for366

which Sj = O(1) as ν → 0. The slow dynamics (9) is valid provided that each Sj is below the spot367

self-replication threshold, i.e. Sj < Σ2 for j = 1, . . . , N . For a two-spot pattern the following result, as368

proved in Appendix C.4, provides an explicit solution to the DAE system:369

Lemma 4 (Explicit two-spot solution). Let γ1,2 = γ1,2(σ) denote the angle between the spot centers x1

and x2, i.e. x
T
2 x1 = cos γ1,2. Then, provided that E < Σ2(f), we have for all time σ = ǫ2t ≥ 0 that

cos (γ1,2/2) = cos (γ1,2(0)/2) e
−Eσ/|A(E)| . (75)

Since γ1,2 → π as σ → ∞ for any γ1,2(0), the steady-state two-spot pattern will have spots centered at370

antipodal points on the sphere for any initial configuration of spots.371

Before proceeding, we also note that in in (8) and (9), the spot locations are coupled to the372

spot strengths by (5). One key feature of the DAE system (9) and (5) is that it is invariant under373

an orthogonal transformation. The following lemma, proved in Appendix C.5, will be used in §5 for374

classifying equilibria of this DAE system:375

Lemma 5 (Invariance under orthogonal transformations). Suppose that xj(σ) for j = 1 , . . . , N is376

the solution to the DAE system (9) and (5) with xj(0) = x0
j for j = 1, . . . , N . Let R be any time-377

independent orthogonal matrix. Now let ξj(σ) satisfy (9), (5) with ξj(0) = Rx0
j for j = 1, . . . , N .378

Then, ξj(σ) = Rxj(σ) for all j = 1, . . . , N .379

We emphasize that results similar to the DAE dynamics (5) and (9) can be derived for other RD380

systems. In Appendix D, we give a corresponding result for the Schnakenberg model.381
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5.1. Steady-state patterns from random initial arrangements382

To determine the dynamics and possible equilibrium spot configurations for N > 2 when E = O(1),383

f , and ν are given, we performed numerical simulations of the DAE system (9) and (5) for both384

pre-specified and randomly generated initial conditions for the spot locations. In the simulations in385

this section we used f = 0.5 and ε = 0.02. It is important to emphasize that for any pattern for386

which the spot strengths have a common value, it follows from (9) and (5) that the steady-state387

spatial configurations of spots are independent of E, f , and ν. In this sense, this restricted class of388

common spot-strength equilibria are universal for the Brusselator, and for other RD systems such as389

the Schnakenberg model. The corresponding similar DAE dynamics for the Schnakenberg model is390

given in (D.5) of Appendix D.391

To generate a set of N initial points that are uniformly distributed with respect to the surface area392

on the sphere, we let hφ and hθ be uniformly distributed random variables in (0, 1) and define spherical393

coordinates φ = 2πhφ and θ = cos−1(2hθ − 1). For the initial set of N points, Newton’s method394

was used to solve (5) for the initial spot strengths, where the initial guess for the iteration was taken395

to be the two-term asymptotics (63). If the Newton iteration scheme failed to converge, indicating396

that no quasi-equilibrium exists for the initial configuration of spots, a new randomly generated initial397

configuration was generated. The DAE dynamics was then implemented by using an adaptive time-step398

ODE solver coupled to a Newton iteration scheme to compute the spot strengths.399

Our simulations of fifty randomly generated initial spot configurations for the case N = 3 suggests400

that a stable equilibrium configuration consists of three equally spaced spots that lie on a plane through401

the center of the sphere. The eventual colinearity and equal spacing between the three spot locations402

as time increases was ascertained by monitoring the distances between any two spots together with the403

triple product x1 · (x2×x3) at each time step. As the slow time σ increased, the spots became equally404

spaced and the triple product tended to zero. By using Lemma 5, this co-planar steady-state three-405

spot configuration can be mapped by an orthogonal matrix to the standard reference configuration of406

three equally spaced spots on the equator, i.e. xj = (cos(2πj/3), sin(2πj/3, 0)T for j = 0, 1, 2. Such407

a standard pattern, for which (58) holds and S = 2Ee/3, can be readily verified analytically to be a408

steady-state solution for the dynamics (9).409

For N = 4, our simulations of fifty randomly generated initial spot configurations for the DAE

dynamics suggests that the stable equilibrium configuration generically consists of four spots centered

at the vertices of a regular tetrahedron. This was determined by showing that as time increases, the

distance between any two spots tended to the common value
√

8/3 and that the volume Vσ of the

tetrahedron formed by the spot locations, given by

Vσ =
|(x1 − x4) · [(x2 − x4)× (x3 − x4)] |

6
,

tended to the volume 8
√
3/27 of a regular tetrahedron. Although our random simulations suggest that410

a regular tetrahedron has a large basin of attraction for the dynamics of the DAE system (9) and (5),411

it cannot preclude the possibility of other stable steady-state configurations with much smaller basins412

of attraction.413

For any N ≥ 2, a ring solution, consisting of N equally spaced spots on an equator of the sphere,414
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Figure 7: For f = 0.5, E = 8, ε = 0.02, four equally spaced spots on a ring are perturbed by a 1% random perturbation

in their locations. At σ = 6 the spots have moved off of the ring, and at σ = 10 the spots become centered at the vertices

of a regular tetrahedron. The top subplots show the patterns in the (φ, θ) plane.

is a steady-state solution to the DAE system (9) and (5). For N = 3, our numerical computations415

suggest that such a ring solution is orbitally stable to small random perturbations in the spot locations416

in the sense that as time increases the perturbed spot locations will become colinear on a nearby (tilted)417

ring. However, for N ≥ 4, our numerical simulations show that a ring solution is dynamically unstable418

to small arbitrary perturbations in the spot locations on the ring. For N = 4, E = 8, f = 0.5, and419

ε = 0.02, in Fig. 7 we show that four spots on a ring with an initial random perturbation of 1% in the420

spot locations will eventually tend to a regular tetrahedron as time increases.421
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Figure 8: For f = 0.5, E = 14, ε = 0.02., seven spots, randomly generated, tend to an (N −2)+2 pattern. The pattern

with σ = 6 is near the steady-state. The top subplots show the patterns in the (φ, θ) plane.

For N = 5, N = 6, and N = 7, our numerical simulations employing fifty randomly generated422

initial spot configurations for the DAE dynamics suggests that the stable equilibrium configuration423

generically consists of a pair of antipodal spots, while the remaining N − 2 spots are equally spaced424
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on the mid-plane between these two spots. We refer to such patterns as (N − 2) + 2 patterns. The425

diagnostics used to form this conclusion are as follows. For each initial condition, we solved the DAE426

dynamics until a steady-state was reached. From this steady-state configuration two antipodal spots,427

labelled by x1 and x2 = −x1, were identified from a dot product. We arbitrarily chose x1 to map428

to ξ1 = (0, 0, 1)T . We then chose any one of the other N − 2 spots locations, such as x3, and map429

x3 to ξ3 = (1, 0, 0)T . We define R to be the orthogonal matrix where the first row is x3, the second430

row is (x1 × x3)/|x1 × x3|, and then third row is x1. With this choice for the matrix R, we found431

that the computed steady-state points xj, for j = 1 . . . , N , can be mapped to the standard reference432

configuration for an (N − 2) + 2 pattern consisting of spots at (0, 0, 1) and (0, 0,−1), and N − 2 spots433

equally spaced on the equator θ = π/2 with one of these spots at (1, 0, 0)T . This mapping technique434

was fully automated and allowed us to identify the final steady-state pattern computed from the DAE435

dynamics. For N = 7, the numerical results shown in Fig. 8 illustrate the formation of the (N − 2)+ 2436

pattern from a random initial condition for the parameter set f = 0.5, E = 14, and ε = 0.02. The437

(N−2)+2 structure is evident from Fig. 8(d), which is close to the steady-state pattern. When N = 6,438

the (N − 2) + 2 pattern is simply an octahedron.439

For an (N − 2)+2 pattern, the two anitipodal spots have strength Sp while the remaining (N − 2)

equally-spaced spots on the equator have strength Sc. By partitioning the Green’s matrix in (5) into

a cyclic (N − 2) × (N − 2) sub-block consisting of spot interactions on the ring, we can derive after

some algebra from (5) that Sc satisfies the scalar nonlinear algebraic equation

Sc −
2ν

N
Sc

[

log(N − 2)− (N − 2)

2
log 2

]

+
2ν

N
[χ(Sc)− χ(Sp)]−

2E

N
= 0 ,

Sp = E− (N − 2)

2
Sc .

(76)

For all of our numerical DAE computations for N = 5, 6, 7, we verified that the spot strengths for the440

steady-state pattern satisfied (76).441

Our numerical results show that the (N − 2)+ 2 pattern for N ≥ 8 is unstable. This is illustrated442

for N = 8 in Fig. 9 where we took an initial 1% random perturbation in the spot locations. However,443

unlike the cases for N < 8 where the (N−2)+2 patterns were visually discernible, the final steady-state444

pattern in Fig. 9(d) is no longer clear. For a general steady-state configuration of N points, we now445

propose an algorithm to rotate the sphere so that the symmetries are apparent.446

Let ∆(x,y) > 0 be the great circle distance along the geodesic connecting the two points, x and

y, on the sphere. To each point, x, on the sphere, we compute

D(x) =
N
∑

i=1

[

∆(x,xi)
α +∆(antipodal of x,xi)

α
]

. (77)

That is, D(x) is a measure of the closeness of x and its antipodal point to the set of spots. The value447

of α > 0 is a weighting parameter designed to penalize distance to the spots (we choose α = 0.5). Let448

x∗ be an extremum (either local or global) of D on the sphere. We observe that by rotating the sphere449

so that the new north and south poles are oriented along x∗ and its antipodal point, the symmetry450

patterns often become clear in the new (θ̄, φ̄) plane. This is shown in Fig. 10 for the spot pattern in451
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Figure 9: For f = 0.5, E = 16, and ε = 0.02. Eight spots in a standard (N − 2) + 2 pattern undergo a 1% random

perturbation at time σ = 0. The initial (N − 2) + 2 pattern is found to be unstable. The pattern for σ = 25 is near the

steady-state pattern. The top subplots display the patterns in the (φ, θ) plane.

Fig. 9(d), which is now recognized as forming what we refer to as a 45◦ “twisted cuboid”: two parallel452

rings containing four equally-spaced spots, with the rings symmetrically placed above and below the453

equator, and with the spots phase shifted by φ̄ = 45◦ between each ring. However, since the distance454

between the two parallel planes is not the same as the minimum distance between any two neighbouring455

spots on the same ring, the untwisted shape does not form a true cube. Our computations yield that456

the perpendicular distance between the two planes is ≈ 1.12924 as compared to a minimum distance457

of ≈ 1.1672 between neighboring spots on the same ring. The ratio of this minimum to perpendicular458

distance is approximately 0.967. This yields that the rings are at latitudes θ ≈ 55.6◦ and θ ≈ 124.4◦459

(see the subplot in Fig. 10).460

Further numerical simulations of randomly generated eight-spot patterns suggests that the stable461

equilibrium pattern is generically the 45◦ degree twisted cuboid described above. Our numerical results462

also show that an untwisted cuboid is unstable to small random perturbations, and that a cuboid with463

initial twist angle ω will tend to a 45◦ twisted cuboid as time increases.464

5.2. A ring pattern with a polar spot: prediction of a triggered instability465

Next, for N ≥ 3 we consider an initial pattern with (N − 1) spots equidistantly spaced on a ring of466

constant latitude θ(0) together with a polar spot centered at θ = 0. For this special (N−1)+1 pattern,467

we can reduce the DAE system (5) and (9) to a scalar ODE for the latitude of the ring coupled to a468

single nonlinear algebraic equation for the common spot strength for the spots on the ring. For this469

type of pattern we will predict the occurrence of a dynamically triggered spot-splitting instability.470

In terms of spherical coordinates, we have for the N − 1 spots on the ring at time σ = 0 that

θj(0) = θ(0) and φj(0) = 2π(j − 1)/(N − 1) for j = 1, . . . , N−1. For the polar spot, we have θN(0) = 0.

From (8), it is readily shown that for all time, σ ≥ 0

φj(σ) = φj(0) ; θj(σ) = θc(σ) , j = 1, . . . , N − 1 ; θN(σ) = 0 ,
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Figure 10: (Left) The same as Fig. 9(d), but the shading on the sphere and top (φ, θ) plane show values of D(x),

with light and dark shading for small and large values, respectively. The two asterisks (global maxima) indicate a better

location to place the polar axis of the sphere (marked by a cylinder). (Right) After an orthogonal transformation, R,

the rotated sphere in the (new) (φ̄, θ̄)-plane shows two rings of four spots.

where θc(σ), with θc(0) = θ(0), is the common latitude of the N −1 spots on the ring. For this pattern,471

the spot spot-strengths are S = (Sc, . . . , Sc, SN )
T , where (N − 1)Sc + SN = 2E.472

The dynamics of the (N−1)+1 spot pattern is characterized in terms of an ODE for θc(σ) coupled

to a nonlinear algebraic equation for Sc = Sc(θc). By partitioning the Green’s matrix in (5) into a

cyclic (N − 1)× (N − 1) sub-block consisting of spot interactions on the ring, we readily obtain from

(5) that Sc satisfies the scalar nonlinear algebraic equation

T (Sc) ≡ NSc + ν [χ(Sc)− χ(SN) + Sc (2(N − 1)L− κN)]− 2E (1 + νL) = 0 , (78a)

where SN = 2E−(N−1)Sc. Here L = L(θc) is the common value L = log |xj−xN | for j = 1, . . . , N−1,

and κN is the eigenvalue of the (N − 1) × (N − 1) cyclic sub-block of G with corresponding N − 1

dimensional eigenvector (1, . . . , 1)T . A calculation yields that

L = log [2 sin (θc/2)] , κN =
N−1
∑

j=1
j 6=k

log |xj − xk| = log(N − 1) + (N − 2) log (sin θc) . (78b)

To determine the ODE for θc, we set θj = θc for j = 1, . . . , N − 1 in (8) to obtain that

dθc
dσ

= −(N − 2)
Sc

A(Sc)
cot θc −

SN

A(SN)
cot (θc/2) , θc(0) = θ(0) , (79)

where SN = 2E − (N − 1)Sc. The DAE system for this pattern is to solve (79) together with the473

constraint T (Sc) = 0 of (78), which yields Sc = Sc(θc). As a remark, if we set N = 2 in (78) and (79)474

we obtain Sc = SN = E, and readily recover the two-spot dynamics of Lemma 4.475
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Since A(Sc) < 0 and A(SN) < 0, we observe from (79) that θ′c > 0 for 0 < θc < π/2, but θ′c < 0476

as θc → π−. As such, (79) will have a steady-state at some θce satisfying π/2 < θce < π.477
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Figure 11: Plot of the common spot strength Sc for the N − 1 spots on a ring (tight C-shaped curve) and the spot

strength SN for the polar spot (open C-shaped curve) versus the ring latitude θc (in degrees), as computed from (78).

The upper (lower) branch of the Sc curve corresponds to the lower (upper) branch of the SN curve. The dashed portions

of these curves represent quasi-equilibria that are unstable on an O(1) time-scale since SN = O(ν) (see §4). The unique

steady-state of the slow dynamics (79) is indicated by ⋆. Left panel: f = 0.5, ε = 0.02, E = 11, and N = 4. Right

panel: f = 0.6, ε = 0.02, E = 14.5 and N = 7. In these panels, the spot self-replication thresholds Σ2(0.5) ≈ 5.96

and Σ2(0.6) ≈ 4.41 are indicated by •. From the right panel, for θc(0) = 80◦, we predict that the polar spot with spot

strength SN will undergo a dynamically triggered spot self-replication instability before reaching the steady-state.

In the left and right panels of Fig. 11 we plot the solutions Sc and SN to (78) as a function of θc478

for two different parameter sets. We observe that there is a minimum latitude, depending on E, N ,479

and f , for which quasi-equilibria can exist, which yields a saddle-node bifurcation structure. In these480

figures, the upper (lower) branch of the Sc curve corresponds to the lower (upper) branch of the SN481

curve. The dashed portions of these curves are quasi-equilibria that are unstable on an O(1) time-scale482

since SN = O(ν) (see §4). In these figures the unique steady-state, θce, of the slow dynamics (79) is483

indicated by a star (⋆), while the spot self-replication threshold is marked by a circle (•).484

The implication of these results for spot dynamics is as follows. For any initial value θc(0) < θce,485

(79) yields θ′c(σ) > 0, so that θc(σ) increases monotonically towards θce. In this case, Sc decreases486

while SN increases along the solid curves in Fig. 11 until the steady-state is reached. Alternatively,487

if θc(0) > θce, then Sc increases and SN decreases along the solid curves in Fig. 11 until reaching the488

steady-state. If at σ = 0 or at any σ > 0 either Sc or SN exceeds the threshold Σ2(f), we predict that489

a spot self-replication event will occur. If the threshold is exceeded only at a later time σ > 0, we refer490

to this instability as a dynamically triggered instability.491

The plots in Fig. 11 reveal several possible dynamical behaviors. First, consider the parameter set492

f = 0.5, N = 4, E = 11, and ε = 0.02, corresponding to the left panel of Fig. 11. For an initial angle493

satisfying 68◦ < θc(0) < 121◦, we observe that no spot-splitting can occur and θc → θce ≈ 109.3◦ as494

σ → ∞. For θc(0) < 68◦, but above the saddle-node value, we have Sc > Σ2(0.5) and so predict that495

the 3 spots on the ring will undergo a spot self-replication process beginning at σ = 0. Alternatively,496
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for θc(0) > 121◦, we predict that the polar spot will undergo splitting starting at σ = 0. For the497

parameter set f = 0.6, N = 7, E = 14.5, and ε = 0.02, corresponding to the right panel of Fig. 11,498

we observe that a dynamically triggered instability can occur for the polar spot. To illustrate this,499

suppose that θc(0) = 80◦. Then, from the right panel of Fig. 11, it follows that SN will exceed the500

spot-splitting threshold Σ2(0.6) ≈ 4.41 before reaching the steady-state value. Thus, we predict that501

the slow dynamics will trigger, at some later time, a spot self-replication event for the polar spot.502

6. Discussion503

Asymptotic analysis has been used to derive a DAE system (5) and (9) characterizing the slow dynamics504

of localized spot solutions for the Brusselator on the sphere. When the quasi-equilibrium spot solution505

is linearly stable to O(1) time-scale instabilities, the system describes the motions of a collection of506

N spots on a long time-interval of order O(ε−2). Numerical simulations of the DAE system with507

random initial spot locations has identified stable spatial configurations with large basins of attraction508

for equilibrium spots with 2 ≤ N ≤ 8. For the case N = 8, such a stable spot pattern is a 45◦509

twisted cuboid, consisting of four equally spaced spots on two parallel rings, with spots on the two510

rings phase-shifted by 45◦, and where the rings are at the approximate latitudes 55.6◦ and 124.4◦.511

Although our results do not address the fundamental question of how many localized spots will

form starting from a small random perturbation of the spatially uniform state, our stability results in

§4 can be used to give leading-order-in-ν bounds on the minimum and maximum number of spots in

a stable steady-state pattern. To leading-order in ν, we showed in §4 that stable spot patterns are

those for which all individual spot strengths, Sj, tend to the common value Sc as ν → 0 [see (63)].

Using this leading order estimate, the N -spot pattern is stable to spot self-replication when N is large

enough so that Sc < Σ2(f), Moreover, it is stable to a competition or overcrowding instability when

N is small enough so that Sc >
√
νd0 [see §4.6]. This yields the following bounds in the limit ν → 0

on the number N of stable steady-state spots:

2E

Σ2(f)
< N <

2E√
ν

f
√

b(1− f)
. (80)

For the parameter set ε = 0.075, f = 0.8, and E = 4.0 of Fig. 1, we use Σ2(0.8) ≈ 2.28 to calculate512

3.51 < N < 10.36 from (80). The computed pattern in Fig. 1 had 6 spots. We remark that the bounds513

in (80) will be tighter, and hence more useful, for smaller values of f .514

DAE systems for slow spot dynamics, similar to (5) and (9) for the Brusselator, can also be derived515

for other RD systems. For example, in Appendix D, we present analogous results for the Schnakenberg516

model. The primary feature that is needed to apply the analysis herein is that the outer approximation517

for the quasi-static inhibitor concentration v (i.e. the long range solution component) must satisfy a518

linear elliptic problem on the sphere of the form ∆S v − κv = A +
∑N

j=1 Sjδ(x − xj), for some κ ≥ 0519

and constant A.520

Finally, we compare our result for spot dynamics with the well-known results for the dynamics of

a collection of point vortices centered at xi, for i = 1, . . . , N , on the sphere for Euler’s equations. For
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N such point vortices of strength Γi, for i = 1, . . . , N , the ODE point vortex dynamics are (cf. [3], [25])

x′
j =

1

2π

N
∑

i=1
i 6=j

Γi
xi × xj

|xi − xj|2
, j = 1, . . . , N , (81)

subject to
∑N

i=1 Γi = 0. In terms of spherical coordinates, (81) for j = 1, . . . , N becomes

dθj
dt

= − 1

4π

N
∑

i=1
i 6=j

Γi

1− cos γij
sin θi sin(φj − φi) , (82a)

sin θj
dφj

dt
=

1

4π

N
∑

i=1
i 6=j

Γi

1− cos γij
[sin θj cos θi − cos θj sin θi cos(φj − φi)] , (82b)

where γij is the angle between xi and xj. In contrast to our result for slow spot dynamics, the ODE521

system (82) is Hamiltonian. This structure has been used for analyzing (82) for specific problems such522

as, the stability of a latitudinal ring of vortices (cf. [2]), the integrable 3-vortex problem (cf. [15]), and523

characterizing relative equilibria of point vortex configurations (cf. [26]).524

Our asymptotic result (8) and (9) for slow spot dynamics differs in at least two key aspects from525

the point vortex dynamics of (81) and (82). Firstly, in (8) and (9), the spot strengths Sj are not pre-526

specified, but instead are coupled to the slow dynamics by the nonlinear algebraic constraint (5). This527

leads to an ODE-DAE system for slow spot dynamics. In contrast, for the point vortex problem, the528

vortex strengths Γi are arbitrary, subject only to the constraint that
∑N

i=1 Γi = 0. Secondly, the results529

in (8) and (9) are asymptotically valid only when the quasi-equilibrium profile in (4) is linearly stable530

to O(1) time-scale instabilities. One such instability leads to the triggering of a nonlinear spot self-531

replication event, and this instability occurs whenever the local spot strength Sj exceeds a threshold532

Σ2 = Σ2(f) (cf. [32]). A discussion of these instabilities and their implications on slow spot dynamics533

was discussed in §4. There is no comparable phenomena for the point vortex problem.534

6.1. Open problems535

We now discuss several possible directions that warrant further investigation.536

6.1.1. Equilibria and the Green’s matrix One central issue concerns the Green’s matrix, G, appearing537

in the nonlinear algebraic system (5). When the spots are distributed in such a way that e is an538

eigenvector of G, we have been able to expose the bifurcation structure of the solutions for the spot539

strengths (see §4.2). For this case, there is a solution to (5) where the spots have a common spot540

strength, and the number of distinct bifurcation points (in E) from this symmetric solution branch in541

the E = O(ν1/2) regime is the number of distinct eigenvalues of G in the subspace orthogonal to e.542

Although it is easy to verify that e is an eigenvalue of G for some simple spatial arrangements of spot543

patterns such as, equally-spaced spots on a ring of constant latitude, spots centered at the vertices of544

any platonic solid (see Table 1 of [32]), or eight spots forming a twisted cuboid, it is an open problem545
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to numerically classify all spot configurations for which e is an eigenvector of G. For larger values546

of N , it was shown in Table 2 of [32] that the elliptic Fekete points, defined as the point set that547

globally minimizes the discrete logarithmic energy V ≡ −∑∑

i 6=j log |xi −xj| with |xi| = 1, generates548

a Green’s matrix G for which e, as measured in the L2 norm, is rather close to an eigenvalue of G.549

We remark that if we set Sj = Sc for j = 1, . . . , N in (9), then any stable steady-state solution of (9)550

must correspond to a local minimum of the discrete logarithmic energy. By calculating the discrete551

logarithmic energy of our 45◦ twisted cuboid, and then examining Table 1 of [33], we have verified552

that our 8-spot twisted cuboid is indeed an elliptic Fekete point set and not just a local minimum of553

the discrete logarithmic energy. These observations suggest that it would be interesting to carefully554

examine the relation between elliptic Fekete points and equilibria of (5) and (9).555

We further remark that when e is an eigenvector of G, the steady-state spot locations for an556

N -spot pattern, having spots of a common spot strength, are independent of the parameters in the557

RD model. A similar universality result holds for common spot strength patterns in the Schnakenberg558

model (see (5) of Appendix D).559

Another open problem is to use numerical bifurcation software to path-follow the small amplitude560

weakly nonlinear spatial patterns, which emerge from a Turing bifurcation when ǫ = O(1), into the561

regime ǫ ≪ 1 of localized spot patterns studied in this paper. In particular, as ǫ is varied, do our562

localized spot patterns arise from subcritical bifurcations of the weakly nonlinear amplitude equations?563

6.1.2. Bifurcations and imperfection-sensitivity However, when e is not an eigenvalue of G, our564

numerical investigation for N = 3 of the solution set to the constraint (5), has shown the qualitatively565

new result that the leading-order-in-ν bifurcation diagram in the E = O(ν1/2) regime is imperfection566

sensitive to small perturbations resulting from higher order in ν terms. This imperfection sensitivity567

of the bifurcation structure of (5) when e is not an eigenvalue of G is a qualitatively new result in568

the construction of spot-type patterns. Previous asymptotic constructions of asymmetric spot-type569

patterns for other RD models such as the Gierer-Meinhardt, Gray-Scott, or Schnakenberg models in570

planar 2-D domains (see [40] for a survey), were based on a leading-order-in-ν theory, and hence the571

effect of higher order in ν terms were not considered. For ν small and any N > 2, it would be interesting572

to provide an asymptotic analysis of imperfection sensitivity for these other RD models.573

An intriguing question concerns identifying and then classifying the steady-state spot574

configurations of the DAE system (5) and (9), as was studied in §5. Although the patterns for N ≤ 8575

were relatively easy to recognize, it would be interesting to devise a numerical algorithm based on576

ideas from group theory to classify into symmetry groups any stable steady-state spot patterns on the577

sphere when N > 8. We note furthermore that since the DAE system does not appear to be a gradient578

flow, it would also be interesting to explore whether it can admit irregular dynamics for some special579

initial conditions, or for larger values of N than we have examined. An additional open problem is to580

analytically perform a stability analysis of steady-state solutions of the DAE system (5) and (9).581

6.1.3. Comparisons with full numerical simulations In order to benchmark the range of validity in ǫ582

of the asymptotic slow-spot dynamics, we would require full numerical simulations of the Brusselator583

model (1) over long time intervals. Indeed, for the simpler case of the Gray-Scott model posed on584
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a rectangular domain, results from a related DAE system were favorably compared in [6] with full585

numerical results computed by a finite-element software package. However, the analogous study for586

the sphere and for general curved surfaces remains an open question.587

Currently, our method for computing the patterns shown in Fig.1 relies on an explicit time-stepping588

scheme using the closest-point method (c.f. references in [32]). However, such explicit schemes are589

inadequate for obtaining the accuracy and time-scales necessary to validate the ǫ → 0 limit, and one590

would require the development of an implicit numerical solver. For example, one possible numerical591

approach would be to use a spectral method, tailored for the sphere, coupled to implicit-explicit (IMEX)592

scheme for the time-stepping. The development of such a code, which could be used for comparisons593

with the DAE system, is beyond the scope of this paper, but we highlight this task as an important594

problem for future work.595
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Appendix A. Non-dimensionalization of the Brusselator601

The standard form for the Brusselator RD model is (cf. [30])

∂TU = ε20 ∆S U + Ê − (B + 1)U + U2V , ∂TV = D∆S V + BU − U2V , (A.1)

where ε20 ≡ DU/L
2, D ≡ DV /L

2, and L is the radius of the sphere. Here ∆S is the surface Laplacian

for the unit sphere. We consider the singularly perturbed limit ε0 → 0 for which D = Dv/L
2 = O(1) as

ε0 → 0. In [32] it was shown that localized spot patterns for (A.1), characterized by localized regions

where U = O(ε−1
0 ), exist when Ê = O(ε0). We scale (A.1) so that the amplitude of the spots is O(1)

as ε0 → 0. In terms of the new variables t, u, and v, defined by

T =
t

B + 1
, U =

√

(B + 1)D

ε0
u , V =

B
√

(B + 1)D
ε0v ,

we get that (A.1) reduces to (1), where f , τ , ε, and E = O(1) in (1) are defined by

ε ≡ ε0√
B + 1

, τ ≡ (B + 1)

D
, f ≡ B

B + 1
, E ≡ Ê

√

(B + 1)Dε0
. (A.2)

Our non-dimensionalization of the Brusselator so that v has unit diffusivity is slightly different than602

that used in [32]. However, the system studied in [32] can be readily mapped to (1).603
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Sj = {1, 2, 4, 8, 15}
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Figure B1: U0 = Uj0(ρ) for f = 0.3 and Sj = {1, 2, 4, 8, 15}. As Sj increases, Uj0 develops a volcano profile.

Appendix B. Further details of the leading-order inner solution604

Given some value of Sj and f , we solve (18) numerically on the truncated domain ρ ∈ [0, R], with

R ≫ 1, where we impose the approximate conditions Uj0(R) = 0 and V ′
j0(R) = Sj/R. This yields

solutions Uj0 and Vj0, and we approximate χ by χ ≈ Vj0(R) − Sj logR. In Fig. B1 we plot Uj0 for

different values of Sj when f = 0.3 and R = 20. In the left panel of Fig. B2 we plot χ versus Sj for

f = 0.3. For Sj → 0, the asymptotic behavior of χ, as derived in [32], is

χ(Sj) ∼
d0
Sj

+ d1Sj + · · · , as Sj → 0 ,

d0 ≡
b(1− f)

f 2
, d1 =

0.4893

1− f
− 0.4698 , b ≡

∞
∫

0

ρw2 dρ ≈ 4.934 ,

(B.1)

where w(ρ) > 0 is defined to be the unique solution of ∆ρw − w + w2 = 0 with w → 0 as ρ → ∞. In605

the right panel of Fig. B2 we plot χ versus Sj for a few f values.606

Appendix C. Proofs of Lemmas607

Appendix C.1. Proof to Lemma 1 (Tangent plane approximation)608

We begin by letting x ≡ (cosφ sin θ, sinφ sin θ, cos θ)T ≡ (f1, f2, f3)
T , where fi = fi(φ, θ) for i = 1, 2, 3.

By retaining the quadratic terms in the Taylor expansion of x as x → xj, we readily derive that

x− xj ∼ εJjs+
ε2

2
r + · · · , (C.1a)

where Jj is defined in (12b) and r ≡ (r1, r2, r3)
T with components defined by

ri ≡ sTHis , Hi ≡
(

fiθθ fiθφ/ sin θ

fiθφ/ sin θ fiφφ/ sin
2 θ

)∣

∣

∣

∣

∣

φ=φj ,θ=θj

, i = 1, 2, 3 . (C.1b)
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Figure B2: Left: χ versus Sj for f = 0.3 (heavy solid curve). The dashed curve is the asymptotic result

χ ∼ b(1 − f)/(Sjf
2) as Sj → 0 with b ≈ 4.934. Right: χ versus Sj for f = 0.4, f = 0.5, f = 0.6, and f = 0.7,

as shown. The thin vertical lines in these figures is the spot self-replication threshold Sj = Σ2(f) (see (44)). For

Sj > Σ2(f), the quasi-equilibrium spot solution is linearly unstable on an O(1) time-scale. In this figure, the values of

f decrease in the direction of the arrow.

The leading term in (C.1a) gives the first expression in (12a). To obtain the second relation in (12a),

we calculate |x− xj|2 ∼ ε2
(

sTJT
j Jjs+ εsTJT

j r
)

. Since JT
j Jj = I and sTs = s21 + s22, we obtain

|x− xj| ∼ ε
(

s21 + s22
)1/2

(

1 +
ε

2(s21 + s22)
sTJT

j r

)

. (C.1c)

Finally, we use (12b) for JT
j and we evaluate the required partial derivatives in (C.1b) to calculate r.609

After some lengthy, but straightforward, algebra we get that sTJT
j r = s1s

2
2 cot θj. Upon substituting610

this result into (C.1c) we obtain the second result in (12a).611

Appendix C.2. Proof to Lemma 2 (Static component of first-order inner solution)612

The proof is by a direct verification. We set

U1 = As22∂s1U0 + Bs1s2∂s2U0 , (C.2)

for some constants A and B. For this form of U1 we readily calculate that

∆(s1,s2)U1 = As22∂s1
(

∆(s1,s2) U0

)

+ Bs1s2∂s2
(

∆(s1,s2) U0

)

+ s2 (4A+ 2B) ∂s1s2U0 + 2Bs1∂s2s2U0 + 2A∂s1U0 .

In this expression, we use ∂s1 ∆(s1,s2)U0 = −M∂s1U0 and ∂s2 ∆(s1,s2)U0 = −M∂s2U0, as obtained from

differentiating (31), to obtain

∆(s1,s2) U1 = −As22M∂s1U0 − Bs1s2M∂s2U0 + s2 (4A+ 2B) ∂s1s2U0 + 2Bs1∂s2s2U0 + 2A∂s1U0 .
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For U1 of the form (C.2) we then calculate that MU1 = As22M∂s1U0 + Bs1s2M∂s2U0. Upon adding

these two expressions, we obtain

LU1 ≡ ∆(s1,s2)U1 +MU1 = 2s2 (2A+ B) ∂s1s2U0 + 2Bs1∂s2s2U0 + 2A∂s1U0 .

The right hand-side of this expression agrees with that in (32a) if we choose 2A = − cot θj and613

B = cot θj. Finally, we calculate the far-field behavior of V1 using (C.2). This yields V1 ∼614

Sjs1s
2
2(A+ B)/ρ2 = Sjs1s

2
2cot θj/(2ρ

2) as ρ→ ∞, which agrees with (32b).615

Appendix C.3. Proof to Lemma 3 (Diagonal entries of B)616

We shall derive (55) and establish (56). First, note that as Sj → 0, the solution to the core problem

(18) is given by (Principal Result 4.1 of [32])

Uj0 ∼
Sjw

fṽ0
, Vj0 ∼

ṽ0
Sj

, ṽ0 ≡
b(1− f)

f 2
, (C.3)

where w(ρ) > 0 is the unique solution to ∆ρw − w + w2 = 0 with w(∞) = 0, and b ≡
∫∞

0
ρw2 dρ. In

(45), we then expand ψj, Nj and Bj for Sj → 0 as

Nj = S−2
j

(

N̂j +O(S2
j )
)

, Bj = S−2
j

(

B̂j +O(S2
j )
)

, ψj = ψ̂j +O(S2
j ) . (C.4)

Upon substituting (C.3) and (C.4) into (45), and collecting powers of Sj, we obtain that

∆ρ ψ̂j − ψ̂j + 2wψ̂j − λψ̂j = − w2

fṽ20
B̂j, ψ̂′

j(0) = 0, ψ̂j → 0 as ρ→ ∞ , (C.5a)

∆ρ N̂j = ψ̂j

(

2w

f
− 1

)

+
w2

f 2ṽ20
B̂j, N̂ ′

j(0) = 0, N̂j ∼ log ρ+O(1) as ρ→ ∞. (C.5b)

By integrating the equations for N̂j and for ψ̂j over 0 < ρ <∞, we obtain that

2

f

∞
∫

0

ψ̂jwρ dρ−
∞
∫

0

ψ̂jρ dρ+
B̂jb

f 2ṽ20
= 1 , −(1 + λ)

∞
∫

0

ψ̂jρ dρ+ 2

∞
∫

0

wψ̂jρ dρ = −B̂jb

f ṽ20
. (C.6)

Upon eliminating
∫∞

0
ψ̂jρ dρ between these two expressions we obtain that

1

f

∞
∫

0

wψ̂jρ dρ+
B̂jb

2f 2ṽ20
=

λ+ 1

2(λ+ 1− f)
. (C.7)

Then, in the class of radially symmetric solutions, we write the solution, ψ̂j, to (C.5a) as

ψ̂j = − B̂j

fṽ20
(L0 − λ)−1w2 , where L0Φ ≡ ∆ρ Φ− Φ + 2wΦ . (C.8)

Finally, upon substituting (C.8) into (C.7) and solving for B̂j, we readily obtain (55) of Lemma 3.617
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Next, we establish (56) for K(λ) as defined in (55b). The self-adjoint problem L0Φ = σΦ has a618

unique real eigenvalue σ0 > 0 with eigenfunction Φ0 > 0, which we normalize as
∫∞

0
ρΦ2

0 dρ = 1. Since619

L−1
0 w2 = w, we get K(0) = b− b/2 = b/2. The monotonicity result K′(λ) > 0 in (56a) for the segment620

0 < λ < σ0 of the real axis was proved in Appendix C of [32].621

To establish the asymptotics (56b) as λ → σ−
0 , we introduce δ > 0 small and set λ = σ0 − δ. We622

then expand the solution q to (L0−λ)q = w2 as q = Cδ−1Φ0+q1+ · · · , for some constant C to be found.623

We obtain that q1 satisfies (L0 − σ0)q1 = w2 − CΦ0, which has a solution only if C =
∫∞

0
ρw2Φ0 dρ.624

Thus, for δ ≪ 1, we have (L0 − λ)−1w2 ∼ δ−1CΦ0. Upon substituting this expression into (55b)625

we obtain the asymptotics (56b) when λ = σ0 − δ with δ ≪ 1. Finally, to establish (56c), we use626

Bj(Sj, 0) = χ′(Sj) at each f > 0 and the asymptotics for χ(Sj) in (B.1) as Sj → 0.627

Appendix C.4. Proof of Lemma 4 (Explicit two-spot solution)628

For any two-spot configuration G satisfies (58), so that from (59) we have S1 = S2 = E. This is the

unique solution to (5) with Sj = O(1) as ν → 0. Assume that E < Σ2(f), so that the DAE dynamics

(9) is valid. We use (9) to calculate

d|xj − xi|2
dσ

= −2
(

xT
2 x

′
1 + xT

1 x
′
2

)

= − 8E

A(E)|x2 − x1|2
(

1− (xT
2 x1)

2
)

.

Since |x2 − x1|2 = 2(1− cos γ1,2) and xT
2 x1 = cos(γ1,2), the expression above reduces to

2 sin γ1,2
dγ1,2
dσ

= − 4E

A(E)
(1 + cos γ1,2) = − 8E

A(E)
cos2 (γ1,2/2) .

Since A(E) < 0, this ODE is dγ1,2/dσ = 2Ecot (γ1,2/2) /|A(E)|, with solution (75).629

Appendix C.5. Proof of Lemma 5 (Invariance under orthogonal transformations)630

The Green’s matrix G in the constraint (5) is invariant under R since RTR = I implies |ξj − ξi| =
|xj − xi| for i 6= j. Then, multiply (9) by R and use RTR = I to get

dRxj

dσ
=

2

Aj

(

R−Rxjx
T
j RTR

)

N
∑

i=1
i 6=j

Sixi

|xi − xj|2
, Rxj(0) = Rx0

j , j = 1, . . . , N .

The result follows by setting ξj = Rxj and using |ξj − ξi| = |xj − xi| for any i 6= j.631

Appendix D. Slow spot dynamics for the Schnakenberg model632

Results similar to those in Principal Results 1 and 2 can be derived for other RD systems. Here we

focus on the reduced Schnakenberg model formulated in terms of a parameter a > 0 as

∂u

∂t
= ε2 ∆S u− u+ vu2 , τ

∂v

∂t
= ∆S v + a− ε−2u2v . (D.1)
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In place of (18), the leading-order radially symmetric inner problem near the jth spot is given by

solving, for 0 < ρ <∞, the coupled system

∆ρ Uj0 − Uj0 + U2
j0Vj0 = 0 , ∆ρ Vj0 − U2

j0Vj0 = 0 , (D.2a)

U ′
j0(0) = V ′

j0(0) = 0 ; Uj0 → 0 , Vj0 ∼ Sj log ρ+ χ+ o(1) , as ρ→ ∞ . (D.2b)

The numerically computed function χ = χ(Sj) is plotted in the left panel of Fig. D1.633
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Figure D1: Schnakenberg Model. Left: χ(Sj) versus Sj , computed from (D.2). Right: Aj versus Sj . The shaded

regions in these figures are the regions Sj > Σ2 ≈ 4.3 where the spot is unstable on an O(1) time-scale to a self-replication

instability.

The other function required for the slow dynamics, and which depends on the specific form of the

nonlinear kinetics, is Aj defined in (41). In computing Aj from (41), Uj0 is now given by the solution

to (D.2) and P1(ρ) is the solution to (37) subject to (P1, P2)
T ∼ (0, 1/ρ)T as ρ→ ∞, where the matrix

Mj in (37) is now given in terms of the solution to (D.2) by

Mj ≡
(

−1 + 2Uj0Vj0 U2
j0

−2Uj0Vj0 −U2
j0

)

. (D.3)

The computed function Aj versus Sj for the Schnakenberg model is plotted in Fig. D1. In terms of634

these model-specific functions χ(Sj) and Aj, the result for slow spot dynamics is as follows:635

Principal Result 5 (Schnakenberg model: slow spot dynamics). Let ε → 0. Provided that there

are no O(1) time-scale instabilities of the quasi-equilibrium spot pattern, the slow dynamics of the spot

pattern on the unit sphere for (D.1) is characterized by the quasi-equilibrium solution

uunif ∼
N
∑

i=1

Ui,0

( |x− xi|
ε

)

, vunif ∼
N
∑

i=1

SiLi(x) +
vc
ν
, (D.4)

where the time-dependent spot locations xj(σ) on the slow time-scale σ, with σ = ε2t, satisfy

dxj

dσ
=

2

Aj

(I−Qj)
N
∑

i=1
i 6=j

Sixi

|xi − xj|2
, Qj ≡ xjx

T
j , j = 1, . . . , N , (D.5a)
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where Sj for j = 1, . . . , N , and the constant vc in (D.4), are coupled to the spot locations and the

parameter a in (D.1) by the N -dimensional nonlinear algebraic system

N (S) ≡
[

I− ν(I− E0)G
]

S + ν(I− E0)χ(S)−
2a

N
e = 0 , (D.5b)

with vc = 2aN−1 + νN−1
(

eTχ(S)− eTGS
)

. In (D.4) and (D.5b), Li(x) ≡ log |x − xi|, while the636

matrices G, E0, and the vectors χ, e are as defined previously in Principal Result 1.637

In [16] it was shown that the jth spot is linearly unstable on an O(1) time-scale to locally non-638

radially symmetric perturbations near xj when Sj > Σ2 ≈ 4.3. This linear instability was found in [16]639

to lead to a nonlinear spot self-replication event. From Fig. D1, we have Aj < 0 on 0 < Sj < Σ2, so640

that the slow dynamics of spots is repulsive. We emphasize that the DAE system (D.5) is remarkably641

similar in form to that for the Brusselator model in Principal Results 1–2.642
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